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Abstract

In this thesis we are evaluating Bluetooth Low Energy (BLE) v5.1 in combination
with Direction Of Arrival (DOA) algorithms and receiving antenna arrays for
indoor positioning systems. The thesis is divided in two parts. The first part
is the core of the thesis and is composed by the evaluation of DOA algorithms
in a direction finding system. A campaign of measurements is carried out in an
active indoor human environment. We aim for a suitable antenna configuration
and DOA algorithm that will result in an angular error estimation below 10◦.
In the process, we evaluate the implications of the frequency in AOA estimation
and we propose an algorithm that is based on frequency diversity in order to make
angular estimation errors more robust. The objective is successfully complied using
a 4x4 URA receiver together with PDDA DOA estimation algorithm reaching a
Mean Absolute Error (MAE) of 4.15◦. The second part of the thesis consists of
demonstrating that a sub-meter error accuracy is possible using Bluetooth v5.1.
To do so, we use the findings from the first part of the thesis and we present
a simple geometric approach to estimate the position of the transmitter. The
positioning engine is based on AOA and RSSI parameters. The objective is again
successfully completed, obtaining an average distance error of 0.88 m.
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Popular Science Summary

A hot topic of the last decade is the smart devices that can "talk" to each other.
From a time where internet was used to connect people across the world, we have
arrived at an Era where it connects devices that communicate without human
interference. This connectivity of the devices to the network and the exchange of
the data is referred as the Internet of Things (IoT).
Ericsson made a prediction that, by the year 2025, the IoT devices that will be con-
nected to the network will surpass the global population over three times reaching
the astonishing number of more than 24.9 billion connections [44].
The expectation is that an increasing number of items connected to the inter-
net will do additional tasks. Smartphones, vehicles, and countless gadgets use
GPS system for navigation, tracking and positioning. GPS has proved to be a
reliable and accurate radio-navigation system which enhanced connectivity and
global mapping. However, using GPS for indoor purposes remains a challenge as
propagating through walls and levels of floors is still an obstacle, as the signal
is heavily deteriorated. Indoor positioning systems can take advantage of that.
Using communication technologies such as Bluetooth, indoor environments can be
mapped. Thus, indoor tracking, navigation and positioning accuracy are increased
resulting to higher precision. This concept can be applied in various aspects of
society, like health care, transportation, entertainment or safety measurements.
People who are running late with their flight will not lose time as they will be
guided directly to their gate. In museums, information provided to peoples head-
phones will be changed accordingly to where they stand and what they observe.
Patients in hospitals will have increased supervision, enabling prioritisation of the
patients by the caregivers. Managers will be able to use the information from
the data gathered to provide a more efficient and pleasant environment for their
employees. There are numerous aspects in the society and services that can profit
from indoor positioning systems.
We do indoor positioning measurements in an office environment using Bluetooth
v5.1 as a communication technology. This version of Bluetooth holds information
about the direction of the incoming source. We use this information in combination
with appropriate algorithms that provide the angles of the source and received
signal strength indicator (RSSI). Through that we strive to reach an increased
precision of indoor positioning.
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Chapter 1
Introduction

1.1 Background and Motivation

In the last decade we have had an exponential increase in smart phones and wire-
less devices that has resulted in a wide range of applications and services. A service
that has gained huge interest is the ability to track and locate the position of the
devices [1]. The position information of any individual device is fundamental for
the user for daily applications involving navigation, object localization and guid-
ance. In outdoor scenarios, the widely used Global Positioning System (GPS) is
an effective technology used for positioning purposes. GPS is known to provide
from tens of meters to sub-meter of positioning accuracy relative to the ground
truth [2]. The signal that is coming from the satellites is affected by multipath,
fading, and blockage if there are high buildings. Additionally, when that signal is
penetrating into indoor environments, the position accuracy of GPS significantly
decreases. This is due to the combination of signal strength attenuation and in-
terference from other Ultra High Frequency (UHF) band services, such as mobile
phones, Bluetooth, ZigBee, satellite radio, remote control systems, and television
broadcast among others. An indoor measurements campaign evaluating GPS for
indoor positioning performance has shown that the signal power of most of the
satellites has a range of -140 to -160 dBm [3], while a typical signal power from
a GPS satellite is -125 dBm [7]. They have concluded that using indoor tradi-
tional receivers gave deceitful results which led to position estimations that were
inaccurate [3].
To this end, the pursuit for indoor positioning began as the majority of wireless
data traffic is taking place indoors and hence it is of paramount importance to
localize indoor users. Viewing it from the market perspective, the Indoor Posi-
tioning Systems (IPS) can give insight on how people are moving around. These
insights can provide knowledge on how an area with a lot of human traffic can
improve to make the environment dynamically adaptive, ergonomic, and friendlier
for the people. IPS will give rise to a great number of other applications as well.
These applications can provide utilities that can enhance the experience of the
users. People working in warehouses will save time in search of goods as they can
have knowledge, in real time, of their exact position. Guidance can be provided
to visually impaired people through difficult indoor scenarios such as airports or
malls. A myriad of companies [5], app developers [6], and the research commu-
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2 Introduction

nity itself [1] have shown interest in IPS as a result. Consequently, much research
has been carried out in the indoor localization and positioning area using differ-
ent technologies such as WiFi, Bluetooth, Radio Frequency Identification (RFID),
ZigBee, and Ultra-Wide Band (UWB) systems among many others. Important
parameters that are considered is the power consumption [10] and the cost. The
applications that enable localization are an additional service for the end user de-
vice. IPS that are not energy efficient and consume the devices’ battery need to
be avoided. The latest version of Bluetooth, also known as Bluetooth Low En-
ergy (BLE) v5.1 adds to the well known existing low consumption features, an
enhanced direction finding feature which makes it a promising technology for IPS
applications [13]. BLE v5.1, is a wireless standard used in short-range communi-
cations. Two of its features are that it can provide a coverage up to 100 m [14]
and has power consumption lower than its previous versions, which makes it an
appropriate technology for indoor scenarios. By 2021 ABI Research predicts there
will be 48 billion devices connected to the internet and 30% of those are predicted
to include Bluetooth technology [15]. The connection of different things to the
internet, commonly referred to as Internet of Things (IoT), is very attractive for
IPS, and Bluetooth will be a key enabler[15]. IoT will not only play a prominent
part in IPS but will have a key role in the deployment of the fifth generation (5G)
where 5G mm-wave communications systems can be used to achieve high accuracy
in indoor localization [16]. As can be seen, indoor positioning will be one of the
factors that will contribute to a world where people, data, processes, and things
will be brought together, referred to as the Internet of Everything (IoE) [17].

1.2 Purpose and Aims of the Thesis

The objective of this thesis is to evaluate the newest Bluetooth v5.1 wireless stan-
dard in indoor environments for an enhanced positioning system. Bluetooth v5.1
is promising for indoor position estimation in comparison to the early standards
because it adds Direction Of Arrival (DOA) features which enables it to estimate
the Angle of Arrival (AOA) and Angle of Departure (AOD). The number of an-
tenna elements and array configurations fundamentally limit the DOA accuracy,
since the angular resolution of the array (Rayleigh resolution) directly scales lin-
early with the number of antennas. Thus, evaluation will be done on different
antenna configurations and angular estimation will be calculated based on differ-
ent AOA estimation algorithms. The AOA algorithms that will be considered are
PDDA, MUSIC, SSS, and ESPRIT. In order to decrease hardware and computa-
tional effort, which leads to faster response in real time estimations, we aim to do
an evaluation based on some parameters. These parameters will be the antenna
elements, number of BLE packets, number of snapshots, angular step size of the
steering vector and the elapsed time of each AOA algorithm considered above.
The objective of this thesis is to come to an optimal combination of
antenna array configuration, and an enhanced AOA estimation algo-
rithm that results in an angular error below 10 degrees. In consideration
of the aims mentioned above, a virtual positioning system with four anchors is
proposed in order to demonstrate and implement the proposed algorithm in a real
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and varying indoor environment where the robustness of the algorithm is analysed.

1.3 Methodology

The core of this project relies on antenna measurements and signal processing. In
order to obtain angular estimations, first a measurement campaign is done in two
different scenarios; direction finding measurement and virtual positioning mea-
surement. This implies a complete knowledge of the hardware in use, such as,
antennas, modules, controllers and computers. The scenario where the measure-
ments are taken is also analyzed in terms of distances and materials in order to have
an expectation of the final results regarding angular estimations. The transition
from measurements to signal processing is being carried out meticulously. First,
short tests are done in order to check that the system is working as expected, that
means a pre-analysis of the data, consisting of an examination of the IQ samples’
quality. This process will be expanded in later chapters. The verification is carried
out before a full measurement corresponding to one receiving antenna array. The
measurements are performed using internal software. From the modules perspec-
tive, a C code is used when it comes to flashing and pin connections allocation.
From the hardware perspective, a Python code is used to set up parameters that
involves the data acquisition and it is also in charge of controlling mechanically
the antennas. Once the set of data is acquired, the signal processing is carried
out in MATLAB, where the analysis of the measurements using AOA estimation
algorithms takes place. Finally, a final measurement with four virtual anchors, in
a dynamic office environment, is done following the previous process.

1.4 Literature Review

Indoor positioning has resulted to be a hot topic. Since the introduction of BLE
[18] numerous research has been conducted on positioning [24], [25] with very
promising results. With BLE, the Bluetooth beacon [19] came to the market.
Beacon is used to transmit data in a specific distance range. Devices that are
located within its distance range pick up the signal. This provides information
related to the beacons’ surrounding. The limitation of this application, from the
perspective of position estimation, is that the end user device has no other infor-
mation about the beacon besides the Received Signal Strength Indicator (RSSI).
This implies that the distance can be estimated but the position of the beacon
itself cannot be located. Furthermore, the dispersion of the advertising channel of
the beacon generates different RSSI, which results in a moderate accuracy of the
position [26].
To estimate the position of the beacon in [20], they use an AOA estimation al-
gorithm known as MUltiple SIgnal Classification (MUSIC), and two anchors with
known position. With this approach they show that the the position of the beacon
can be estimated in a predefined indoor environment with an average accuracy
of 14 cm. The problem of positioning using this method remains, as it requires
extra hardware and anchors with multiple elements under a supervised environ-
ment to achieve that accuracy. This means that solutions need to be proposed,
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fitting the existing hardware of the end user device or the wireless standard. A
solution comes from the latter as BLE adds directional finding features in the new
standard v5.1 [13]. Researchers at the University of Edinburgh published a paper
about BLE v5.1 and the positioning system [4]. In their empirical evaluation they
concluded that the localization range is constrained and the positioning is in sub-
meter accuracy. Nonetheless, at the time of their experiment with BLE v5.1 there
were still no hardware available at the market with these features. Thus, they
used a Software Defined Radio (SDR) to imitate the transmission and reception of
BLE with the AOA method. However, extensive research needs to be done under
different environments with different antennas to acquire more information about
angular accuracy and estimation.

1.5 Thesis Organization

This thesis is organized into five chapters. In the first chapter, Introduction, we
describe the reasons for carrying out this thesis and our aims under certain limi-
tations. The second chapter, Theoretical Background, is a summary of the theory
that is used in this thesis. The third chapter, Bluetooth v5.1 Direction Finding, is
where the campaign of measurements for AOA estimation is taking place and the
algorithm for AOA estimation is proposed. The fourth chapter, Bluetooth v5.1
Position Finding, is where the campaign of measurements for position estimation
is conducted and the position finding is based on the proposed AOA algorithm
and the RSSI. Concluding with chapter five, where we discuss our conclusions and
possible future research that can further enhance the performance of the indoor
positioning estimations.

1.6 Limitations

In chapter four, after doing some measurements to acquire RSSI data, we no-
ticed instabilities in the level of RSSI which made hard to extract a Path-Loss
model. Hence, we assume knowledge of the Path-Loss. Thus for the positioning
estimation, the distance between the transmitter and the receiver is known.



Chapter 2
Theoretical Background

2.1 Introduction to BLE v5.1

Bluetooth technology has experienced a significant evolution over the past two
decades where it started in 1998 as Bluetooth Special Interest Group (SIG) [8].
It has had a great impact in technology, having expanded worldwide, and having
been implemented in a large variety of devices such as mobile phones, computers,
headphones, speakers, and smartphones [8].
Bluetooth SIG has deployed several versions of Bluetooth over the past years
adding new features and improving the capabilities of this wireless technology.
The first mobile phone with Bluetooth capabilities was launched in 2000 and it
was not until 2004 that this technology became widespread [8]. In 2004, Bluetooth
2.0 was implemented with Enhanced Data Rate (EDR) technology, reaching data
rates of 3 Mbit/s [8]. The evolution of the next versions relied on the improvement
of the data rate, security features, positioning, low energy and range, Bluetooth
5.0 being its maximum exponent. This evolution comes together with the increase
of connected wireless devices (IoT). Figure 2.1 depicts the shipment increment of
devices with Bluetooth.

Figure 2.1: Annual Bluetooth device shipments [9] .
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6 Theoretical Background

The launching of BLE in 2010 [18] granted the ability to companies to produce low
cost, energy efficient, real time locating systems and indoor positioning systems
besides others. Bluetooth categorized these localization systems based on the
proximity and based on the position. In the proximity fall services that calculate
the in between distance of two devices. Examples are Point of Interest (PoI)
information and item finding using Bluetooth tags [36]. In the position fall services
that are locating items in real time and indoor positioning systems. In both cases
the information of the position is known based on the RSSI and the reference signal
strength by applying geometric calculations. Indoor positioning systems’ as well
as real time location systems’ positioning accuracy is affected by different factors
like environmental conditions and dense human trafficking. Thus, the position
accuracy can be given in the meter level [36]. This gives rise to obstacles as there
are systems that require accuracy in positioning in sub-meter level.

In 2019, Bluetooth SIG released the newest Bluetooth Low Energy (BLE) v5.1
version. The main addition of this version relies on enhanced positioning capabil-
ities [11]. In previous versions, the positioning was mainly based on the received
signal power information (RSSI), which leads to non entirely accurate positioning
on indoor environments. This is greatly improved in BLE v5.1, where DOA fea-
tures are implemented to help improving the positioning accuracy [11]. BLE v5.1
protocol and DOA features are expanded in later chapters.

2.2 Introduction to Multiple Antenna Systems

In the late 1880s, Markov and Popov among others designed the first original
antenna. A few years later in 1900s Marconi developed directional antennas for
his proposed cross-Atlantic links and in the twentieth century, antenna design im-
proved in terms of frequency of operation and bandwidth. One of the important
findings was the Yagi-Uda array which offered high bandwidth and gain. In 1950s
the patch antenna was developed offering low profile and cost. The use of an-
tennas in array form was first implemented in World War II essentially for radar
applications. As an example, Wullenweber arrays were designed in 1938 operating
at low frequencies and focusing on the accuracy, which is still used in nowadays
aircraft localization systems [12].

Wireless communication technology is rapidly changing the past few years. The
huge number of users connected in the same space and time makes it challenging for
wireless system designers to adopt a robust and efficient technology to this end [12].
The reason behind this challenge relies on the limited radio frequency spectrum
resource, a complex time-varying wireless environment, the necessity of higher
data rates, better Quality of Service (QoS) and so on. Multiple antenna system
is a technology that provides promising improvements facing these limitations
[12]. Apart from the mentioned link performance parameters, Multiple Antenna
System plays a key role also in positioning. This role will be exposed in next
chapters evaluating the benefits and theory behind Multiple Antenna Systems in
positioning techniques.
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2.3 Direction Estimation Parameters

In this thesis, the technique used to estimate the direction of the source is the AOA
technique. This method simply consists of estimating the incoming angular direc-
tion of the electromagnetic wave excited by the source. The process is based on
analyzing the received waves’ phase difference between the antenna elements. As
the source is located in a three dimensional space, it is important to introduce the
spherical coordinate system [27] and notation that will be followed for the angular
estimation. As it can be seen from Figure 2.2, the azimuth angle corresponds to
φ, while the elevation angle corresponds to θ. The distance between the receiver
and the source is denoted by r.

z

x

y

θ

φ

(r, θ, φ)

Figure 2.2: Set of Spherical Coordinates.

Conversion from spherical to cartesian coordinates [27] will facilitate future deriva-
tions regarding signal models. The cartesian coordinates are defined as,


x = dx sin θ cosφ

y = dy sin θ sinφ

z = dz cos θ

, (2.1)

The direction estimation is based on a peak detection in the angular spectrum,
which is given by the AOA estimation algorithms. These algorithms do not pro-
vide the received real power spectrum but a reconstruction of it. Thus, we refer
to these spectrums as pseudo-spectrums. Depending on the approach used, we
can have a two-dimensional or a three-dimensional pseudo-spectrum. In a two-
dimensional pseudo-spectrum (Figure 2.3a) we are only resolving power from one
plane, azimuth or elevation plane. On the other hand, in a three-dimensional
pseudo-spectrum (Figure 2.3b) the power is resolved in both the azimuth and el-
evation planes. The power of the pseudo-spectrums will be normalized to help
visualizing possible differences between the main lobe and other secondary lobes.
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(a) Two-dimensional Pseudo-spectrum (b) 3D Pseudo-spectrum

Figure 2.3: Angular Pseudo-spectrum

2.4 Received Signal Model

The following section explains the mathematical model for the array and incoming
signals. It is important to introduce this theory since the AOA estimation is based
on the phase difference between elements of an array. First, the Uniform Linear
Array (ULA) is exposed for the reason that this type of array is giving a clear
picture of the physical interpretation of the received signal model. Having settled
the basis of ULA, the theory is expanded to Uniform Rectangular Arrays (URA)
since the experiments are carried out with this type of array.
It is important to state that as we are using BLE v5.1 in the ISM band with 20 MHz
of channel bandwidth, the signal is narrowband in the RF sense, i.e, the bandwidth
of the signal is much smaller than the carrier frequency (BWsignal<<fc). Thus,
we consider frequency-flat channels with the same response. However, although
we are in the narrowband condition, this does not imply that the corresponding
bandwidth of BLE is frequency flat, it can be frequency selective [12] between
adjacent channels as it is discussed later in this thesis.
Another aspect to be mentioned is that the source is located in the far field respect
to the receiving antenna, which eliminates the non-linearities that occur in the near
field and considers a received planar wavefront in order to extract the phase needed
for AOA estimation.

2.4.1 Uniform Linear Array (ULA)

In this case (Figure 2.4), the configuration consists of M elements linearly and
uniformly placed on the same plane separated by dx distance. The directional
angle φ arriving at the array is known as Direction of Arrival (DOA) [21]. In this
thesis we only contemplate one source, so the following exposed received signal
model considers only one source. If more than one source needs to be taken into
consideration, this model can be expanded straightforward.
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x

y
Source 

Wavefront

...

mx = 1 mx = 2 mx = M

φ φ

dx

dx cosφ1

Figure 2.4: Horizontal plane waves incident on ULA.

Let’s define rm(t) as the signal received at the m-th element, s(t) as the inci-
dent signal coming from the source and nm(t) the additive white gaussian noise
(AWGN) at the m-th element. The relationship between the transmitted signal
and the received signal at the m-th antenna element is defined as,

rm(t) = ams(t− τm) + nm(t), (2.2)

where τm is the propagation delay between the transmitter and the m-th antenna
element and am is the complex amplitude of the received signal at the m-th ele-
ment. The fact that the antennas are separated by dx distance leads to a phase
shift since there is a difference in propagation delay between elements [21]. Using
the space, time and speed relationship, the time of arrival difference between the
first two elements is given by,

τ2 − τ1 = (dx/c0) cos(φ), (2.3)

Thus, the expression for the received signal at the second antenna element is the
following,

r2(t) = a2s(t− τ1)e−j2πdx cos(φ)/λ0 + n2(t), (2.4)

The received signal expression for the rest elements is obtained by replacing the
delay equation given in (2.3) into the general equation (2.2). Joining all the re-
ceived signals equations from each element we obtain a general expression of the
following form,

r(t) = a(φ)s(t) + n(t), (2.5)

where r(t) is a MxK vector, s(t) is a 1xK vector and n(t) is a MxK vector.
K corresponds to the total number of snapshots, i.e, time instances. a(φ) is the
steering vector, Mx1 dimension, which follows the classical Vandermonde structure
given by,
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a(φ) =


1

e−jk0dx cos(φ)

e−jk02dx cos(φ)

...
e−jk0(M−1)dx cos(φ)

 , (2.6)

According to (2.6) we can define the steering vector in a general form. In this form
we consider resolution in both planes, so the equation is the following,

a(φ, θ) =


e−jk0s1

e−jk0s2

...
e−jk0sM

 , (2.7)

where sm is the physical position according to cartesian coordinates (2.1) of the
m-th element.
Thus, it is clear that the use of ULA configuration limits the AOA estimation
to only two dimensions. However, as it shown in the next sections, the use of
URAs permits to extend the AOA estimation capabilities to three dimensions. The
general equation of the model (2.5) remains valid for URA configurations except
for the steering vector which varies depending on the geometry of the array. In
the next section the steering matrix of URAs is introduced.

2.4.2 Uniform Rectangular Array (URA)

We can see the uniform rectangular array configuration as multiple uniform linear
arrays. In AOA terms, the consequence of this configuration relies on the possibil-
ity of resolving power from both azimuth and elevation. Thus, using the general
equation (2.5) we can characterize the received signal model for URAs.
As the geometry of URAs differs from UCAs and ULAs, the steering matrixA(θ,φ)
will be different.

z

y

x

…

…

… …

…

…

…

dy

dz

Figure 2.5: URA configuration.



Theoretical Background 11

Figure 2.5 shows the MxN URA geometry placed on the vertical z-y plane. The
reason for this orientation is that the measurements are been carried out looking
for angular resolutions in the frontal plane. The vertical and horizontal elements
separation is denoted by dz and dy respectively.
Using (2.1), the position of the elements is obtained and we can deduce the steering
matrix for the URA. We denote m and n as the m-th and n-th element in the y
and z planes respectively. So, using (2.7) we find the entries of the steering vector
for URA given by,

amn(θ, φ) = ejk0(mdy sin θ sinφ+ndz cos θ), (2.8)

The URA configuration influences the distribution of the azimuth and elevation
angles. We assume that the elements consist of patches, thus, they can only receive
energy from the frontal plane. The angular distribution with this orientation is,

−π/2 ≤ φ ≤ π/2, (2.9)

0 ≤ θ ≤ π, (2.10)

2.5 Direction of Arrival (DOA) Estimation Algorithms

A large variety of methods have been proposed in literature on DOA estimations.
This estimations refers to the process of retrieving the direction information of
one or several sources from the output of the receiving antenna array. Thus, these
estimations are based on the signal angular spectrum since the signal is distributed
on every direction of the space. The array structure of the receiver provides spatial
sampling of this waveform.
Much research has been conducted on array signal processing to estimate the DOA
through different efficient direction finding techniques. These methods can be di-
vided in AOA and AOD methods. This is happening by exploiting the structure
of array and the Time Difference Of Arrival (TDOA) of the signal. Under nar-
rowband and far-field conditions, the wave of the signal is taken as a plane-wave.
When it arrives at the array, there will be a TDOA between different elements.
This time difference is translated into a phase difference that each element has
with its consecutive element. In that way the incoming direction of the signal is
estimated.
These methods can be grouped as spectral based methods like MUSIC [29], Capon
[30], Barlett beam-former (BF) or parametric based like Maximum Likelihood
(ML) [31]. These methods give different performances according to computational
effort, robustness and accuracy. DOA estimation accuracy can be affected by many
factors such as Signal to Noise Ratio (SNR), sampling period, physical phenomena
like reflection, refraction and diffraction among many others.
The algorithms that will be used for AOA estimation are based on spectral based
methods; Multiple Signal Classification (MUSIC), Propagator Direct Data Ac-
quisition (PPDA) [32], and Subtracting Signal Subspace (SSS) method [33]. All
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these algorithms are characterized by high angular resolution and sensitivity. An-
other algorithm that will be evaluated is the Estimation of Signal Parameters via
Rotational Invariance Technique (ESPRIT) due to its low complexity [34].

2.5.1 Propagator Direct Data Acquisition (PDDA)

PDDA is a low complexity method. The main difference compared with MUSIC
and SSS is that it is not necessary to compute the correlation matrix of the received
signal nor the eigenvalue decomposition. This results in a significant decrease in
computational effort.
Hypothesize, that the received MxK data matrix r(t), has K snapshots of data
received from M elements. First, the r(t) matrix is divided into two sub-matrices,
h (2.18) and H (2.19). The former is a 1xK vector containing the first row of r(t)
and the later is a M -1 x K matrix.

h = [r1(t1) r1(t2) ... ... r1(tK)], (2.11)

H =


r2(t1) r2(t2) · · · · · · r2(tK)

...
...

. . .
...

...
...
...

...
. . .

...
rM (t1) rM (t2) · · · · · · rM (tK)

 , (2.12)

Then, the 1xM -1 propagator vector, i.e, the cross-correlation between the received
signal of the first element and the rest is defined (2.20). This vector contains the
information of how the signals’ phasors are changing over the array and it is
represented as a summation of the phases at each element. This operation leads
to a normalization of the first elements phases which leads to independency on
the signal time series, enhancing the robustness to noise [5]. Thereupon, with one
or few snapshots, the AOA can be estimated efficiently without the need of prior
knowledge of the number of sources, even when they are greatly correlated.

p =
hHH

hhH
, (2.13)

We now construct the 1xM e vector, by adding a unit element, which represents
the correlation of the first row with itself as shown by,

e = [1 p]T , (2.14)

Finally, the angular pseudo-spectrum according to PDDA algorithm is defined as,

PPDDA(φ, θ) = |A(φ, θ)He|2, (2.15)

The following table (Table 2.3) and figure (Figure 2.9) show an example of PDDA
algorithm code and pseudo-spectrum.
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PDDA Algorithm

function [Ppdda] = PDDA (M, elevation_range, azimuth_range, A, Received_signal)

h = Received_signal( 1 , : );

H = Received_signal ( 2:end , : );

p = ( h * H’ ) / ( h * h’ );

e = [ 1 p ].’ ;

for ii=1:length(elevation_range)
for jj=1:length(azimuth_range)

Ppdda(ii,jj) = abs( A(ii,jj)’ * e ) )^2 ;

end
end

end

Table 2.1: Code for PDDA algorithm

Figure 2.6: PDDA Pseudo-Spectrum.

2.5.2 Multiple Signal Classification (MUSIC)

In October 1979, the paper containing the MUSIC algorithm was published [29].
The idea behind this algorithm is the decomposition of the received signal’s co-
variance matrix [35] and the separation of the observation space into noise and
signal subspace. The basis of these subspaces are retrieved from the eigenvector
matrix. Based on these two orthogonal subspaces, the spatial power spectrum can
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be computed. After scanning the spatial power spectrum, the highest spectrum
peaks will indicate the AOA.

Lets assume that a signal following the (2.8) model is received at an antenna array
containing M elements. The MxM covariance function of the received signal is
denoted as Rrr and it can be decomposed using the eigenvalue decomposition [7]
expressed as,

Rrr = QssΛssQss
H + QnsΛnsQns

H , (2.16)

where Qss is the signal subspace, Qns is the noise subspace, unitary matrices, and
Λss and Λns are the diagonal matrices containing the eigenvalues of the signal and
noise respectively. Then, the spatial power spectrum is defined as,

PMUSIC(φ, θ) =
1

A(φ, θ)HQnsQ
H
nsA(φ, θ)

, (2.17)

The spectral peak search will provide the signals’ AOA estimation. The MUSIC
algorithm is a high resolution algorithm but its accuracy can be affected by pa-
rameters such as the sensor array, the inter element distance and the estimation
of the covariance matrix.

The following table (Table 2.1) and figure (Figure 2.7) show an example of MUSIC
algorithm code and pseudo-spectrum.

MUSIC Algorithm
function [Pmusic] = MUSIC (M, elevation_range, azimuth_range, A, Received_signal)

Rrr = cov(Received_signal);

[Eigenvectors, Eigenvalues] = eig(Rrr);

En = Eigenvectors( : , M-1 : -1 : 1 );

for ii=1:length(elevation_range)
for jj=1:length(azimuth_range)

Pmusic(ii,jj) = abs ( 1 / A(ii,jj)’ * En * En’ * A(ii,jj) ) ;

end
end

end

Table 2.2: Code for MUSIC algorithm
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Figure 2.7: MUSIC Pseudo-Spectrum.

2.5.3 Subtracting Signal Subspace (SSS)

SSS is a method that exploits the orthogonality of the signal subspace and the
Array Manifold Spectrum (AMV). From the perspective of computations, this
method is efficient and can detect the DOA of the signals with any kind of antenna
[6].
The process is similar to MUSIC algorithm. First, the correlation matrix of the
received signal is calculated and then the eigenvalue decomposition is carried out
as shown in (2.15) in order to extract the signal subspace Qss. Finally, the SSS
algorithm’s pseudo-spectrum is given by,

PSSS(φ, θ) =
∥∥A(φ, θ)HQss

∥∥2
, (2.18)

The following table (Table 2.2) and figure (Figure 2.8) show an example of SSS
algorithm code and pseudo-spectrum.
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SSS Algorithm

function [Psss] = SSS (M, elevation_range, azimuth_range, A, Received_signal)

Rrr = cov(Received_signal);

[Eigenvectors, Eigenvalues] = eig(Rrr);

Es = Eigenvectors( : , M );

for ii=1:length(elevation_range)
for jj=1:length(azimuth_range)

Pss(ii,jj) = abs( norm ( A(ii,jj)’ * Es ) )^2 ;

end
end

end

Table 2.3: Code for SSS algorithm

Figure 2.8: SSS Pseudo-Spectrum.

2.5.4 Estimation of Signal Parameters via Rotational Invariance Tech-
nique (ESPRIT)

The ESPRIT technique was introduced in 1989 [41] for the first time. The need
to decrease the computational complexity demanded by positioning based appli-
cations caused the released of this technique brought by Richard Roy and Thomas
Kailath. The main advantage of this technique compared with previous estimation
methods like MUSIC relies on computation. As it will be shown in the derivation
of this technique, ESPRIT eliminates the process of spatial search and the esti-
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mation is purely based on the eigenvalues decomposition. Lets consider a 1xM+1
linear array and two M dimensional array data vectors defined as,

rL(t) = [r1(t) . . . rM (t)]T , (2.19)

rU (t) = [r2(t) . . . rM+1(t)]T , (2.20)

The received data model of (2.23) and (2.24) equations follow the (2.5) model.
Then, the eigenvalue decomposition of the received signal’s covariance matrix as
shown in (2.15) is carried out in order to extract the signal subspaces according
to both vectors, rL(t) and rU (t),

Es =

[
Es,L

Es,U

]
, (2.21)

According to both signal subspaces a new matrix C is defined of the following
form,

C =

[
Es,L

H

Es,U
H

]
[Es,L,Es,U ], (2.22)

Again, an eigenvalue decomposition is performed over C matrix, whose partition
is given by,

Ec =

[
E11 E12

E21 E22

]
, (2.23)

where the indexes within Ec refer to the eigenvectors that correspond to the sorted
eigenvalues, λ11 ≥ ... ≥ λ22. Finally, the eigenvalue decomposition of the rota-
tional operator (2.28) is done, and the estimated angle (2.29) is obtained.

Ψ = −E12E22
−1, (2.24)

β = sin[
c0
ωcd

arg(λΨ)] (2.25)

where c0 is the light speed, ωc is the angular frequency, d is the separation between
elements of the array and λΨ is the dominant eigenvalue of Ψ. An important
conclusion that can be extracted looking at (2.29) is that ESPRIT algorithm is
applied on ULAs and estimation in both azimuth and elevation planes is done by
applying the algorithm independently in different ULAs within a URA.
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ESPRIT Algorithm
function [AoA_ESPRIT] = ESPRIT (M, d, fc, Received_signal)

R_L = Received_signal( : , 1:(M-1) ).’ ;
R_U = Received_signal( : , 2:M ).’ ;

R = [ R_L ; R_U ];
Rrr = cov( R.’ );

[Eigenvectors, Eigenvalues] = eig(Rrr);
Es = Eigenvector( : , (M-1)*2 );

Es_L = Es( 1 : M-1 , 1);
Es_U = Es( m : (M-1)*2 , 1);

C = [ Es_L’ ; Es_U’ ] * [ Es_L , Es_U ]

[Eigenvectors_C, Eigenvalues_C] = eig(C);
Eigenvector_C( : , 1 ) = Eigenvector_C_s( : , 2 )
Eigenvector_C_s( : , 2 ) = Eigenvector_C( : , 1 )

E12 = Eigenvector_C_s( 1 , 2 );
E22 = Eigenvector_C_s( 2 , 2 );

Psi = -E12 * (E22 ^-1);

[Eigenvector_psi, Eigenvalues_psi] = eig(Psi);

AoA_ESPRIT = (asin( (3e8 / (2*pi*fc*d)) * angle(Eigenvalue_psi) )) * (180/pi) ;

Table 2.4: Code for ESPRIT algorithm

Figure 2.9: ESPRIT Pseudo-Spectrum.
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2.6 Bluetooth Low Energy (BLE) v5.1

A device using Bluetooth v5.1 technology is able to locate the direction of the
received signal more accurately than its predecessor versions. Previous indoor
positioning systems based on RSSI applying trilateration [37] are now improved
with BLE v5.1 who provides additional information like angular directions.

The direction finding feature offers two methods. The first one is AOD and the
second one is AOA as mentioned above. Both methods use an antenna array that
is connected to an RF switch. The difference in these methods is the positioning of
the antenna array. In the former the element array is on the transmitter side and
on the latter it is on the receiver side as can be seen in Figure 2.10. This approach
is also known as virtual arrays [21]. The cost of this configuration is much lower
compared to a real array [21] due to the necessity of not having a receiver module
per antenna element. In addition, space is also saved, enabling the implementation
of this configuration in small embedded devices.

Transmitter

...

RF
Switch

Receiver

θ

m=1m=M

tsw

Figure 2.10: AOA Method

Regarding the protocol bit stream information, in BLE v5.1 a new link layer
Protocol Data unit (PDU) has been defined for direction finding between two
devices. The PDU has additional data known as Constant Tone Extension (Figure
2.11) which consist of binary 1’s symbols whose length is predefined according to
system requirements. Thus, the addition of the CTE to the PDU makes it feasible
to sample a considerable amount of data required for later signal processing.
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Constant Tone Extention
16 - 160 μs

Preamble
1-2 Byte

Access-Adress
4 Bytes

Protocol Data Unit
2-257 Bytes

CRC
3 Bytes

Bit Stream 

Guard Period
4 μs

Reference Period
8 μs

Switch
Slot

1-2 μs 

Sample 
Slot 1
1-2 μs 

Switch
Slot

1-2 μs 

Sample 
Slot 2
1-2 μs 

... Switch
Slot

1-2 μs 

Sample 
Slot N
1-2 μs 

LSB MSB

Figure 2.11: BLE signal with CTE

The duration time of CTE as shown in Figure 2.11 varies from 16-160 µs and that
period is broke down into guard period, reference period and switching/sampling
slots. As stated in Bluetooth Core Specification v5.1 the guard period is 4 µs, the
reference period is 8 µs, and the sequence of switching slot and sampling slot can
be 1 µs or 2 µs. The switching and sampling process is introduced in the Data
Acquisition section.

A summary of the most important BLE v5.1 parameters [42] for this thesis is
shown in Table 2.5 and the BLE frequency band, is presented in Figure 2.12 .

Bluetooth v5.1 Parameters

Frequency Band 2.40 GHz - 2.48 GHz (ISM)
Total Bandwidth 80 MHz
Number of Channels 40
Channel Bandwidth 2 MHz
Sampling Rates 1 MS/s or 2 MS/s
Modulation Schemes Binary FM (mandatory)

π/4-DQPSK (optional)
8-DPSK (optional)

Data Rates 1 Mbps ( Binary FM)
2 Mbps (π/4-DQPSK)

3 Mbps (8-DPSK)

Table 2.5: BLE v5.1 parameters
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Chapter 3
Bluetooth v5.1 Direction Finding

In order to evaluate different AOA estimation algorithms, different measurements
have been done with different setups. There are two different categories of mea-
surements; direction finding measurements and virtual positioning measurements.
All measurements are carried out inside an office building to comply with in-
door conditions. In this chapter, prior to present the results of each scenario, an
overview of the hardware and environments is introduced.

3.1 Hardware

The hardware used in the measurements consists of two modules, one for the re-
ceiver, and another one for the transmitter, both with BLE capabilities. Regarding
the antennas, three different antenna arrays have been used at the receiver side
and one antenna at the transmitter side mounted on tripods. Figure 3.1 shows the
system with which the measurements were carried out.

Transmitter

Dipole Antenna

Module

Tripod

Wireless 
Channel

Receiver

Antenna Array

Module

Rotating Table

Motor

Tripod

Laptop

Figure 3.1: Hardware used in measurements

According to the antennas, three different antenna arrays have been used in the
receiver. Two of them are URAs and one is a 12 elements square shaped antenna

22
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array. The transmitter antenna is a common dipole with a constant transmitted
power of 4 dBm for all measurements (Figure 3.3).
The 12 elements square shaped antenna is depicted in Figure 3.2c. Each element
consists of a patch antenna and the vertical and horizontal distance between ele-
ments is 0.05 m. This antenna is still in the process to be launched to the market,
so there is no official information about the radiation pattern for the moment. In
the URA antennas, the same patch element is used in both arrays, 4x4 (Figure
3.2b) and 2x8 (Figure 3.2a). The difference relies on the distance between elements
and the RF switching. In the 4x4 array the vertical and horizontal separation is
0.045 m and 0.04 m respectively, while in the 2x8 array the distances are 0.045 m
and 0.03 m respectively. The per element radiation pattern is shown in Figure 3.4
.

(a) 2x8 URA antenna (b) 4x4 URA antenna

(c) 12 elements square
shaped antenna

Figure 3.2: Antenna arrays
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Figure 3.3: Transmitting dipole antenna

Figure 3.4: 4x4 and 2x8 per element radiation pattern

(a) Tx Module (b) Rx module

Figure 3.5: Ublox Modules

According to the modules, the board used in the measurements is a NINA-B4
[39] module mounted on a EVK-NINA-B3 [40], both manufactured by u-blox.
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The tripod on the receiver side has a rotating table with a 360◦ mobility. The
reason for this is that for every measurements the receiving antenna has been
rotated over a range of space as it is shown in Figure 3.6 from -80◦ to 80◦. This
is done in order to acquire the largest set of data possible for the post-processing
analysis. The motor rotates the table in a pre established angular step size of 5◦.
Both the motor and the module are connected to a laptop via USB connection.

Figure 3.6: URAs rotation angle range

Figure 3.7: 4x4 URA antenna mounted on the rotating table
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3.2 Data Acquisition

The measurements are initialized first by a python script which is in charge of
acquiring the data from the antenna. The script is responsible of selecting the
angular range of the measurements, the angular step size, and the number and
length of CTE packets collected on each measurement. When a measurement is
finished, the data is saved into a .txt file. This file contains CTE packets which
besides the IQ samples, contains information about the frequency channel, the
switching slot period, the sampling slot period, the sampling rate, the ground
truth angle and the RSSI among others.
The received signal matrix r(t) is built by arranging the IQ samples such that an
MxK matrix is obtained, where K refers to snapshots and is determined by the
CTE packet length. Figure 3.8 depicts how the sampling sequence is configured
for each antenna.

(a) 2x8 URA sequence
(b) 4x4 URA sequence

(c) 12 elements square
shaped sequence

Figure 3.8: Switching/Sampling sequences
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The acquired data consists of a predefined number of packets forming a data vector
with samples corresponding to the reference, switching and sampling slots. The
samples that belong to the switching slots needs to be discarded due to amplitude
instabilities (Figure 3.9) while performing the switching from one element to the
other. This instability leads to wrong angular estimations. Thus, as seen in the
protocol (Figure 2.11) this periods can be 1 or 2 µs. We decided to set both periods
at 2 µs. This means that the first half of the samples from each element will be
discarded.

Figure 3.9: IQ samples from a CTE packet

Figure 3.9 shows the amplitude of the received IQ samples. The red colored
transitions correspond to the switching slots samples while the blue colored sam-
ples belong to the sampling slots samples. It is clear here the difference between
switching and sampling samples. This is a full sequence taken from the 12 elements
square shaped antenna (Figure 3.2c).



28 Bluetooth v5.1 Direction Finding

3.3 Ground Truth Calculation

It is important to say that the ground truth is known for every measurement, since
the rotating table has angle references in it and both the transmitter and receiver
are aligned with each other. The set of spherical coordinates are also moved with
the rotating table, i.e, the rotational angle is at φ=0◦ in spherical coordinates at
every rotation (Figure 3.10).

(a) Ground truth for 45◦ rotating
angle (b) Ground truth for -80◦ rotating angle

Figure 3.10: Ground truth for different rotating angles using the
4x4 URA

As it can be seen in Figure 3.10, the origin of the spherical coordinates is placed at
the reference element of each antenna, i.e the first antenna in the sampling sequence
of the array. ψtable stands for the rotating angle, φ is the azimuth angle according
to the spherical coordinates and φgt means the ground truth angle in azimuth
according to the spherical coordinates. According to the elevation ground truth,
since both the transmitter and the receiver are at the same height, the elevation
ground truth will always be at θ=90◦.
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3.4 Bluetooth v5.1 Direction Finding Measurements

3.4.1 Scenario

The scenario where the measurements are taken is a dynamic indoor office envi-
ronment. Figure 3.11 shows the scheme of these measurements. It is important
to notice the surface differences between the right and left boundaries and the
difference between the height and width boundaries (Figure 3.13).

Figure 3.11: Long range scheme

(a) Glass wall (b) Irregular structure

Figure 3.12: Left and right views from the receiver

(a) View from the Tx side (b) View from the Rx side

Figure 3.13: Measurement scenario
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The transmitter and the receiver are separated by a distance of 13.18 m and both
are placed at 1.64 m height facing each other. Between the transmitter and the
receiver there is a 15.35 m long courtyard. The fifth floor, where the measurements
are taken, has a squared shaped corridor surrounding the area where there is an
active human traffic. At the right side of the scenario from the receiver view
there are two lifts who constitute an irregular surface and also an active source of
movements.

Tx Rx

Figure 3.14: Floor plan

3.4.2 Objective

The objective of the direction finding measurements is to analyze the basics of AOA
theory for a single receiving antenna array. Different evaluations are done regard-
ing frequency diversity and AOA algorithm performance. According to frequency
diversity, the measurements are carried out using three different frequencies in or-
der to see whether the angular estimations are affected or not. According to AOA
algorithms, PDDA, MUSIC, SSS and ESPRIT will be used to analyse the esti-
mation performance and find a compensated algorithm in terms of computational
effort and angular accuracy.
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3.4.3 Frequency Effect on AOA Estimations

BLE v5.1 has 40 channels available to transmit. In order not to overlap with
802.11 bands, the BLE advertising channels (Figure 2.12) have been used. First
we analyse whether the separation between these channels exceeds the coherence
bandwidth and thus, gives us approximately independent fadings [21] which might
impact the angular estimations.
To this end, Table 3.1 and Table 3.2 shows the long range measurement and post-
processing parameters respectively.

Long Range Measurement Parameters

Transmitted Power 4 dBm
Frequency 2.402 GHz (Channel 37)

2.426 GHz (Channel 38)
2.480 GHz (Channel 39)

CTE packet length 128 µs
Reference time 8 µs
Switching slots time 2 µs
Sampling slots time 2 µs
Sampling Rate 250 ns
Number of CTE packets per frequency channel 10
Number of receiver’s orientation positions 33
Angular step size 5◦

Table 3.1: Measurement parameters

Post-Processing Parameters

Algorithm PDDA
Arrays’ orientation zy plane
Spectrum’s step size 1◦
Azimuth range −90◦≤ θ ≤ 90◦

Elevation range 0◦≤ φ ≤ 180◦

Table 3.2: Post-processing parameters
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Once the measurements are done and the process of data acquisition and signal
processing is completed we can analyse the received power at each frequency chan-
nel in the spatial range to see if there are power variations, i.e, independent fadings
between frequency channels. The following results correspond to the RSSI of three
advertising channels and the three receiving antenna arrays.

(a) 4x4 (b) 2x8

(c) 12 elements square shaped

Figure 3.15: RSSI values in the measured spatial range

First, it is clear how the RSSI values for each channel vary along the measured
spatial range. This is obvious since the direction of maximum gain of the radiation
pattern is moving in azimuth together with the rotating table and so the power
will fluctuate along the spatial range. According to the RSSI level for different
channels there is difference in power which means that each channel suffers from
independent fading. Thus, we confirm that the coherence bandwidth does not
exceed the bandwidth separation between the advertising channels and so there is
frequency selectivity between 2.402 GHz, 2.426 GHz and 2.48 GHz channels.
Taking into account frequency selectivity, we can take advantage of it and use
frequency diversity to ensure higher accuracy in AOA estimations for the described
indoor scenario. To that end, the independent AOA estimation results for each
frequency channel and antenna arrays are shown. These results are obtained using
PDDA algorithm with the aim to show only the variations in AOA estimations
according to different frequency channels.
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(a) Azimuth (b) Elevation

Figure 3.16: AOA estimation for 2x8 URA at Channel 37

(a) Azimuth (b) Elevation

Figure 3.17: AOA estimation for 2x8 URA at Channel 38

(a) Azimuth (b) Elevation

Figure 3.18: AOA estimation for 2x8 URA at Channel 39
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(a) Azimuth (b) Elevation

Figure 3.19: AOA estimation for 4x4 URA at Channel 37

(a) Azimuth (b) Elevation

Figure 3.20: AOA estimation for 4x4 URA at Channel 38

(a) Azimuth (b) Elevation

Figure 3.21: AOA estimation for 4x4 URA at Channel 39
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(a) Azimuth (b) Elevation

Figure 3.22: AOA estimation for 12 elements square shaped at
Channel 37

(a) Azimuth (b) Elevation

Figure 3.23: AOA estimation for 12 elements square shaped at
Channel 38

(a) Azimuth (b) Elevation

Figure 3.24: AOA estimation for 12 elements square shaped at
Channel 39
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Looking at the results, we confirm that the frequency in use impacts the angular
estimations. However, the frequency of operation does not influence equally the
estimations from different antenna arrays. The reason is that, first, the measure-
ments were taken in a dynamic environment where people were moving around
and thus the channel does not have the same response. Second, the antennas are
not the same, their RF switching, reflection coefficient and radiation pattern differ
from one to the other, leading to variations in angular estimations according to
the frequency of operation. Thus, it is convenient to analyse the frequency effect
within each antenna array.
According to 4x4 URA, we can see how in channel 37, the errors in AOA azimuth
estimation are more pronounced at the right end of the space, while for channel 39
the estimations at the left side of the space are more affected. Channel 38 presents
less pronounced errors at both sides of the space. Both extremes of the spaces are
depicted in Figure 3.12. The left side of the space is conformed by a large glass wall
with horizontal metallic bars while the right extreme of the space is composed by
irregular surfaces with a corridor and two lifts on it. These difference in materials,
surfaces and frequency leads to a different response in terms of the reflected power
as it is explained by Fresnel’s equations [21].
A very good example of material and surface reflectivity according to the frequency
is given by analysing the 2x8 URA. As it can be seen in Figure 3.18a, we deduce
that the estimated AOA when the antenna is facing the glass wall corresponds to
a multipath component (MPC). The estimations taken from ten BLE packets do
not present a high variance which means that there is certainty that the energy
is been received from the same scatter area. Moreover, this scatter area remains
static since the estimated AOA moves with the receiver’s rotational angle. The
reason why the antenna array obtains more power from the angle corresponding to
the MPC than from the LOS direction relies on the radiation pattern. The patch
antennas are characterized by having directive radiation patterns which affects the
gain of the signals that are not being received around the direction of maximum
gain. In this case, the reflected power at channel 39 and the antenna orientation
results in having more power at the received MPC direction than in LOS direction.

Tx

Glass
Wall

Rx

LOS

MPC

Ѱtable

φGT

Figure 3.25: 2x8 URA two-path model at ψtable = -65◦
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The distance between the transmitter and the receiver and the angle of incidence
and reflection of the MPC in Figure 3.25 are not scaled. It is only an approximate
illustration of what is happening at that specific rotational angle. To support
and clarify this idea, the angular spectrums at ψtable=-65◦for different channel
frequencies are shown in Figure 3.26.

LOS

(a) Channel 37

LOS

MPC

(b) Channel 38

MPC

LOS

(c) Channel 39

Figure 3.26: Pseudo-spectrums of 2x8 URA at ψtable=-65◦

Looking at the angular pseudo-spectrums we can see how increasing the frequency
of operation, the MPC that comes from the scatter gains more power. At channel
37 we only obtain energy from the LOS component, at channel 38 the major con-
tribution comes from the LOS component but there is also energy corresponding
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to the MPC. At channel 39 the energy of the LOS is almost vanished and the MPC
collects the majority of the energy at the receiver. This has a huge impact in AOA
estimation, since we are relying on peak search in the angular pseudo-spectrum.
The angular estimation at channel 37 and channel 38 will stay close to the ground
truth but the estimation at channel 39 will suffer a big deviation from the true
angle since the major lobe corresponds to the MPC.
Thus, we conclude that the frequency channel used to transmit the BLE packet
will impact the angular estimations. Prior to a BLE transmission there is no
knowledge about channel information which leads to uncertainty in the angular
estimations. However, if more than one frequency channels are used, the proba-
bility of having fading dips and incorrect angular estimations for all frequencies is
drastically reduced. So, in the next section we propose an algorithm that exploits
frequency diversity ensuring a robust angular estimation.

3.4.4 Proposed Algorithm for a Robust Angular Estimation using Fre-
quency Diversity

The proposed algorithm will be explained using PDDA high resolution AOA esti-
mation algorithm for simplicity purposes. The comparison between algorithms will
be covered in next sections and they will be supported by this frequency diversity
proposed algorithm.
The objective is to minimize as much as possible the incorrect estimations cor-
responding to a frequency channel. An incorrect estimation means that the al-
gorithm has detected energy from a direction other than the true angle. It is
important to notice that the measurements are in LOS scenario and so the correct
estimation will correspond to a power peak detection of the LOS component in
the angular spectrum. As seen in the 2x8 URA example of detecting the MPC as
the DOA, we will not trust the pseudo-spectrum’s amplitude for AOA estimations
because of the radiation pattern’s nature of patch antennas. Moreover, for that
example we can also see how the RSSI level (Figure 3.15b) at the left side of the
space for the MPC at channel 39 is higher than the LOS component at channel
37 and channel 38. This is the reason why we will not introduce the pseudo-
spectrum’s power for different frequency channels as a confidence parameter for
the algorithm. To remove that dependency we propose normalizing the amplitude
of the pseudo-spectrums. As we are using ten BLE packets for each ground truth
we obtain ten normalized pseudo-spectrums. Now it is not the interest in how the
AOA accuracy varies with the number of BLE packets tranmsitted. That eval-
uation will be analysed in next chapters. Thus, no matter the number of BLE
packet used, the next step consists of averaging the normalized pseudo-spectrums.
This is done in order to lower the power of possible unwanted peaks coming from
MPCs that may appear in time. Once we obtain the average of N number of BLE
packets’ pseudo-spectrums of a frequency channel, it is now the time to make a
frequency average between the three advertising channels. This average will re-
duce again the influence of the MPC’s received power. To ilustrate this concept
Figure 3.27a shows the pseudo-spectrum for different channels and Figure 3.27b
shows the averaged pseudo-spectrum.
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(a) Pseudo-spectrum of each
channel

(b) Averaged pseudo-spectrum

Figure 3.27: Azimuth pseudo-spectrums of 2x8 URA at ψtable=-
65◦and θ=92◦

The pseudo-spectrums depicted in Figure 3.27 correspond to the power in the
azimuth angles when the elevation is equal to θ=92◦. We are using a 3D angular
pseudo-spectrums but in order to clearly show the effect of the averaging a cut is
made at θ=92◦where there is an estimated peak in the elevation plane. We can
see the importance of normalizing and averaging, giving equal weight to the three
frequencies so that the power of the LOS component outperforms the MPC in the
averaged pseudo-spectrum.
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Figure 3.28: Proposed algorithm’s diagram

The proposed algorithm’s diagram is depicted in Figure 3.28. There is only
one peak scanning in the algorithm and it is done in the final averaged pseudo-
spectrum. This reduces computation complexity since the peak search is a com-
putationally demanding operation.
The results of implementing this algorithm in the signal-processing is given by
Figure 3.29, Figure 3.30 and Figure 3.31. At first sight, we see how the big vari-
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ance and the incorrect estimations given from Figure 3.16 to Figure 3.24 are highly
reduced using the proposed algorithm. Thus, a robustness in angular estimation
accuracy is achieved with this algorithm. Going into specific details, the previously
mentioned effect of channel 39 (Figure 3.18a) in the 2x8 URA within the first half
of the space is completely reduced as it can be seen in Figure 3.29a. The improve-
ment can also be demonstrated with the Mean Absolute Error (MAE) between
individual channels (Table 3.3) and the final proposed algorithm’s estimations
(Table 3.4).
Looking at the MAE results, we can see how the algorithm obtains similar or better
angular accuracy compared to the best performing channel. The MAE complies
with the quality condition stated in this thesis with an angular accuracy less than
10◦. The only parameter that does not comply with the condition is the MAE of
2x8 URA in elevation. The reason is that this array has only 2 elements on the
elevation plane and it is not enough to achieve an accuracy less than 10◦.

(a) Azimuth (b) Elevation

Figure 3.29: AOA estimation using the proposed algorithm for 2x8
URA

(a) Azimuth (b) Elevation

Figure 3.30: AOA estimation using the proposed algorithm for 4x4
URA
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(a) Azimuth (b) Elevation

Figure 3.31: AOA estimation using the proposed algorithm for 12
elements square shaped

Mean Absolute Errors (◦)

Azimuth Elevation
2x8 URA Channel 37 4.27 12.93

Channel 38 8.72 9.57
Channel 39 30.51 10.24

4X4 URA Channel 37 9.42 4.21
Channel 38 6.93 3.84
Channel 39 12.51 4.75

12 elements square shaped Channel 37 16.63 5.09
Channel 38 14.12 1.57
Channel 39 10.33 2.72

Table 3.3: MAE for individual channels

Mean Absolute Errors (◦)

Azimuth Elevation
2x8 URA 4.72 12.33
4X4 URA 4.54 4.21
12 elements square shaped 5.30 1.78

Table 3.4: MAE using the proposed algorithm

However, there is still a higher error at the extremes of the spatial range where
the rectangular patch arrays loss efficiency due to directive radiation pattern.
A possible solution to avoid this problem is to use spatial diversity. The use
of more receivers increases the probability that a rectangular array will capture
the energy around the direction of maximum gain and it also helps to increase
the estimation robustness in OLOS and NLOS scenarios. This multiple receiver
positioning system will be evaluated in next chapters.
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3.4.5 DOA Estimation Algorithm Comparison

The comparison between DOA estimation algorithms will be carried out on top
of the proposed algorithm that exploits frequency diversity. Since algorithms ac-
curacy is affected by parameters such as antenna array, inter element distance
and number of elements among others, it is unreasonable to make a discussion
about the DOA algorithms performance across the antenna used. Thus, we will
first compare them individually. To do so, the post-processing parameters used to
evaluate the DOA estimation algorithms are shown in Table 3.5.

Post-Processing Parameters

Algorithm PDDA
MUSIC

SSS
ESPRIT

Arrays’ orientation zy plane
Spectrum’s step size 1◦
Azimuth range −90◦≤ θ ≤ 90◦

Elevation range 0◦≤ φ ≤ 180◦

Number of BLE packets 10
Number of snapshots 16

Table 3.5: Post-processing parameters

Once the implementation of the DOA estimation algorithms is done, first an
overview of the results is introduced. Figure 3.32, Figure 3.33 and Figure 3.34
show the estimated angles over the true angles for PDDA, MUSIC, SSS and ES-
PRIT algorithms. At first view, it is noticeable the difference in angular estimation
between ESPRIT and the rest of algorithms. These algorithms are implemented
together with the proposed algorithm to improve the accuracy robustness. We ex-
plained how the algorithm works and how we are taking advantage of the pseudo-
spectrums at different channels so that we enforce the LOS power over the MPCs.
ESPRIT can not take advantage of this algorithm since it is giving the estimated
angle and not the angular pseudo-spectrum. The consequence of this is the inabil-
ity to differ peaks with different energies and thus penalize the averaged estimation
from different channels. Furthermore, ESPRIT is performed over linear arrays and
thus an average should be utilized on all the estimations corresponding to the rows
and columns resulting in a less accurate angular estimation. This is happening
because all the elements do not have the same performance due to manufactur-
ing imperfections and can provide slightly different estimations. Thus, we assume
here channel knowledge when implementing ESPRIT. The frequency channel that
provides the best MAE result will be used in order to introduce it in this DOA
algorithms discussion.
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(a) Azimuth (b) Elevation

Figure 3.32: DOA algorithms in 2x8 URA

(a) Azimuth (b) Elevation

Figure 3.33: DOA algorithms in 4x4 URA

(a) Azimuth (b) Elevation

Figure 3.34: DOA algorithms in 12 elements square shaped
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On the other hand, PDDA, MUSIC and SSS have very close estimations as ex-
pected in a LOS scenario. It is interesting to see how PDDA and SSS estimations
are almost identical since the nature of the algorithm is different. Diverse evalua-
tions will be made to see at which extent PDDA and SSS are close to each other.
Table 3.6 reveals the MAE value corresponding to the used DOA algorithms for
each antenna.

Mean Absolute Errors (◦)

Azimuth Elevation
2x8 URA PDDA 4.72 12.33

MUSIC 4.90 12.69
SSS 4.69 12.33
ESPRIT 10.81 11.24

4X4 URA PDDA 4.15 4.21
MUSIC 6.84 4.39
SSS 4.66 4.12
ESPRIT 12.51 4.31

12 elements square shaped PDDA 5.30 1.78
MUSIC 8.21 1.33
SSS 5.33 1.75
ESPRIT 11.89 3.62

Table 3.6: MAE for individual DOA algorithms

The MAE results are promising as we are complying with the condition of an error
accuracy less than 10◦ for the system proposed. A way to compare an analyze the
performance of DOA algorithms is to evaluate the pseudo-spectra provided by
them. The next set of figures correspond to the pseudo-spectra for each DOA
estimation algorithm and for each receiving antenna array at ψtable = 0◦. In order
to visualize the estimations given by ESPRIT in a pseudo-spectrum format, we
have given the estimated angle all the energy. So in the figures, the AOA can be
seen as a unique dot with a normalized power equal to 1.
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(a) PDDA (b) MUSIC

(c) SSS (d) ESPRIT

Figure 3.35: DOA algorithms in 2x8 URA

(a) PDDA (b) MUSIC

(c) SSS (d) ESPRIT

Figure 3.36: DOA algorithms in 4x4 URA
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(a) PDDA (b) MUSIC

(c) SSS (d) ESPRIT

Figure 3.37: DOA algorithms in 12 elements square shaped

By looking at the pseudo-spectra, we see how the main lobe of the 2x8 URA differs
from the main lobes of the rest of antenna arrays. It tends to an eliptical shape
where the energy from the elevation plane is less resolved than the energy from the
azimuth plane. This is due to the fact that 2x8 URA antenna has four times the
elements in the azimuth plane than in the elevation plane. Thus, this results in a
pseudo spectra with higher resolution in azimuth than in elevation. On the other
hand, the main lobe of pseudo-spectra of 4x4 URA and 12 elements square shaped
antenna have the same resolution in azimuth and elevation since the number of
elements in both planes is the same.
In all three antennas, it can be observed that the pseudo-spectra of PDDA and SSS
are indistinguishable in this LOS scenario. This is also supported with the MAE
results for PDDA and SSS in all three arrays with very close results. Noticeable
as well, in all antennas, a slightly higher resolution of the main lobe of MUSIC
pseudo-spectra compared to PDDA and SSS. However, this higher resolution does
not mean higher angular accuracy as it can be seen in Table 3.6. In fact, looking
at the amplitude of MUSIC pseudo-spectra we see how the minimum received
power is approximately 35% higher than in PDDA and SSS pseudo-spectra. This
means that the noise floor is higher using MUSIC algorithm. The reason behind
this might be the usage of the noise subspace by MUSIC algorithm resulting in
a higher noise floor in the pseudo-spectrum. This can be verified implementing a
simulation of the system and comparing it with the measured pseudo-spectra.
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In order to proceed with the simulated version of the system the following pa-
rameters have been used together with the presented received signal model for
arrays.

Simulation Parameters

Algorithm PDDA
MUSIC

SSS
Arrays’ orientation zy plane
Spectrum’s step size 1◦
Azimuth range −90◦≤ θ ≤ 90◦

Elevation range 0◦≤ φ ≤ 180◦

Number of snapshots 1
Received signal model r = as + n
Number of sources 1
Transmitted signal s = [1]
Noise complex AWGN
AOA in azimuth 0◦
AOA in elevation 90◦

Table 3.7: Simulation parameters

In the simulation, the three advertising channels have been used together with
the proposed algorithm that improves angular error robustness. Furthermore, an
incoming signal direction at φ=0◦and θ=90◦is simulated so that we compare the
simulation with the least disturbed position in the measured scenario with low or
no MPC appearances. This orientation is also selected in order to minimize the
effect of the radiation patterns and have the direction of maximum gain of the
patch aligned with the transmitter. The simulation is done using different SNR
levels in order to see how the algorithms are affected under noisy cases.

First of all, to compare how the SNR level impacts the algorithms pseudo-spectrum,
Figure 3.38 is presented. At first sight we see how the lower level of SNR the
higher noise floor appears in MUSIC pseudo-spectrum. This phenomenon do not
manifests in PDDA and SSS pseudo-spectra. MUSIC algorithm makes use of the
noise subspace which results in variations of the noise floor and resolution in the
pseudo-spectrum. On the other hand, PDDA and SSS do not make use of the
noise subspace which makes them more robust in terms of noise floor as it can
bee seen in Figure 3.38a and Figure 3.38c. We can estimate the measured SNR
level by analysing the MUSIC pseudo-spectrum. As it can be seen, the measured
pseudo-spectrums’ noise floor is between 1dB and 5dB of simulated SNR levels.
Therefore we can induce that the received approximate SNR level is below 5dB.
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(a) PDDA (b) MUSIC

(c) SSS

Figure 3.38: Simulated DOA algorithms with different SNR levels
for 4x4 URA

The next figure shows the three algorithms for a SNR level of 3dB. We confirm
the measured similarities between PDDA and SSS pseudo-spectra. The simulated
version of the system also supports the concept of equivalence between PDDA and
SSS algorithms.

Figure 3.39: Simulated DOA algorithms for 4x4 URA and SNR=3dB

Figure 3.40, Figure 3.41 and Figure 3.42 depict the comparison between the simu-
lated version of the system and the measured data. It is noticeable how close the
simulated pseudo-spectra and the measured pseudo-spectra are, which means that
the proposed direction finding system is successfully implemented. However, there
are some differences specially in the secondary lobes. This is due to the impact of
the statistical fluctuation of the noise at low SNR.
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(a) PDDA (b) MUSIC

(c) SSS

Figure 3.40: Comparison between DOA simulated algorithms and
measured data for 4x4 URA and SNR=3dB

(a) PDDA (b) MUSIC

(c) SSS

Figure 3.41: Comparison between DOA simulated algorithms and
measured data for 2x8 URA and SNR=1dB
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(a) PDDA (b) MUSIC

(c) SSS

Figure 3.42: Comparison between DOA simulated algorithms and
measured data for 12 elements square shaped and SNR=1dB

We still need more analysis in order to reach the conclusion of which algorithm
is more compensated in terms of computation complexity. To do so, we present
five different evaluations to push the algorithms to extreme cases and obtain the
best compensated algorithm. These evaluations are based on analysing the MAE
results with different number of antenna elements, different number of received
BLE packets, number of snapshots, pseudo-spectrum’s angular step size and the
elapsed time by each algorithm.

Antenna Elements

In this evaluation, the MAE will be examined in terms of the number of elements
used on each antenna for each DOA algorithm. The same post-processing param-
eters of Table 3.5 are applied. The next set of figures show the evaluation of the
MAE according to the number of elements used for each antenna.
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Figure 3.43: 2x8 URA element evaluation

(a) Azimuth (b) Elevation

Figure 3.44: 4x4 URA element evaluation

(a) Azimuth (b) Elevation

Figure 3.45: 12 elements square shaped element evaluation
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MAE (◦)

Azimuth
Number of Elements 2 3 4 5 6 7 8

PDDA 19.53 14.30 8.8 7.24 6.2 5.71 4.72
MUSIC 19.54 14.79 9.1 7 5.97 5.56 4.90
SSS 19.56 14.12 8.69 7.2 6.13 4.8 4.69
ESPRIT - 15.24 12.20 11.60 11.66 11.08 10.81

Table 3.8: 2x8 URA MAE with different number of elements

MAE (◦)

Azimuth Elevation
Number of Elements 2 3 4 2 3 4
PDDA 9.29 7.4 4.15 11.63 4.09 4.21
MUSIC 13.96 9.4 6.84 11.46 3.69 4.39
SSS 10.3 7.33 4.66 11.6 4.07 4.12
ESPRIT - 12.97 12.51 - 5.31 4.31

Table 3.9: 4x4 URA MAE with different number of elements

MAE (◦)

Azimuth Elevation
Number of Elements 2 3 4 2 3 4
PDDA 14.69 11.27 5.96 6.3 3.75 2.24
MUSIC 22.15 13.54 9.42 11.3 4.87 3.15
SSS 22.03 11 9.36 9.06 3.42 1.75
ESPRIT - - 11.53 - - 1.28

Table 3.10: 12 elements square shaped MAE with different number
of elements

As expected, the MAE is reduced using more antenna elements. In some cases, ES-
PRIT can not be implemented in the system. The reason is that standard ESPRIT
is composed by complex-valued computations and in some cases the estimation is
given by a non valid complex number, as it is happening when small number of
elements are used. A future line of this thesis is to get rid of complex estimations
using centro-symetric arrays which give real valued signal subspace. This process
is part of the Unitary-ESPRIT algorithm. Apart from that, observable is the fact
that the performance of PDDA and SSS is almost exact with small differences
across the range of the elements. Considering the MAE threshold of 10◦, we can
conclude that a less number of elements can be used in the antennas. For 4x4
URA, three elements in azimuth and elevation can be used together with PDDA,
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SSS or MUSIC and still comply with the error condition. For 12 elements square
shaped, the number of elements in elevation can be reduced to three elements.
Finally, for 2x8 URA the MAE is under 10◦ using 4 elements. This is important
as hardware and computational complexity is reduced.

Number of BLE Packets

In this evaluation, the Mean Absolute Error using the DOA algorithms will be
analysed in terms of number of BLE packets used for the estimation. The initial
post-processing parameters (Table 3.5) will be followed except for the number of
BLE packets that will vary from one to ten packets. The full array is used for every
antenna. We present the result only for 12 elements square shaped antenna since
the same behavior is observed for the URAs. Figure 3.46 shows the evaluation of
the MAE over the number of BLE packets used.

(a) Azimuth (b) Elevation

Figure 3.46: MAE vs BLE packets used for 12 elements square
shaped

As it can be seen in Figure 3.46, the performance in terms of MAE is practically
constant for PDDA, MUSIC, SSS and PDDA over the number of BLE packets
used. Thus, we can conclude that we can use a less number of BLE packets
for angular estimations in order to achieve less than 10◦of MAE when using the
DOA algorithms. The benefit of using a less amount of packets relies on a shorter
computation time that takes for an angular estimation and making it feasible to
implement it in fast-response real time scenarios. However, a margin should be
left in the minimum number of packets in case of possible bits corruption in the
BLE packet.

Number of Snapshots

In this evaluation, we analyse how the MAE is affected by using a different amount
of snapshots. Having less number of snapshots means that the correlation matrix
of the received signal will be built under less amount of samples which makes it less
accurate. SSS, MUSIC and ESPRIT make use of the correlation matrix and might
be affected by a less number of snapshot for angular estimation. Figure 3.47 show
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the MAE over the number of snapshots used for each one of the DOA algorithms
in 12 elements square shaped. The MAE remains approximately constant over
the number of snapshots used. This tendency is also happening in 2x8 and 4x4
URAs. Thus, angular estimation can be performed with only one snapshot, which
shortens the data acquisition process.

(a) Azimuth (b) Elevation

Figure 3.47: MAE vs snapshots for 12 elements square shaped

Pseudo-Spectrum Angular Step Size

As for the previous evaluation, we will rely on the MAE results from the DOA
algorithm to investigate their performance when the spectrum step size is changing.
The same post-processing parameters are applied here as above, with the exception
of the the spectrum’s step size. The range of the spectrum step size is from 0.5◦
to 20◦ with a step of 0.5◦. We used an upper bound of 20◦ in the spectrum step
size to limit the error in the elevation plane to 10◦. The results are demonstrated
in the following figures.

(a) Azimuth (b) Elevation

Figure 3.48: 2x8 URA for different angle step size



Bluetooth v5.1 Direction Finding 55

(a) Azimuth (b) Elevation

Figure 3.49: 4x4 URA for different angle step size

(a) Azimuth (b) Elevation

Figure 3.50: 12 elements square shaped for different angle step size

Observing the figures, we can identify that increasing the angular step results in a
higher MAE. However, a bigger angular step-size shortens the computation time.
Thus, in this trade off, a slightly bigger step-size can be used and still have a low
MAE. We consider 5◦ of step-size sufficiently large to have a small error and an
improved computation time.
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3.4.6 Summary

We have analysed the performance of the DOA algorithms in terms of error ac-
curacy, resolution, noise robustness, number of antenna elements used, number
of BLE packets and snapshots used, and angular step-size. A summary of this
comparison is shown in Table 3.11. We also add the computational complexity
parameters such as, the covariance matrix computation, eigenvalue decomposition
and the elapsed time given by MATLAB.

PDDA MUSIC SSS ESPRIT
Knowledge of the

number of arriving signals No Yes Yes Yes

Covariance matrix No Yes Yes Yes

Eigenvalue decomposition No Yes Yes Yes

Angular search Yes Yes Yes No

MAE (◦) 2x8 URA Azimuth 4.72 4.90 4.69 10.81
Elevation 12.33 12.69 12.33 11.24

MAE (◦) 4x4 URA Azimuth 4.15 6.84 4.66 12.51
Elevation 4.21 4.39 4.12 4.31

MAE (◦) 12 elements square shaped Azimuth 5.30 8.21 5.33 11.89
Elevation 1.78 1.33 1.75 3.62

Elapsed Time
198.000 iterations 22.5 ms 85.9 ms 35 ms 0.11 ms

Table 3.11: Summary of DOA algorithms performance

Definitive conclusions can be extracted from this table. First, we see how PDDA
algorithm saves computation effort by not making use of the covariance function
and the eigenvalue decomposition unlike MUSIC, SSS and ESPRIT. Moreover, it
is not necessary to have knowledge about the number of sources in the system,
which reduces its complexity further on. Regarding the measured MAE in the
direction finding measurements, it can be seen that PDDA and SSS have very
close results due to the mentioned equivalence between these algorithms, unlike
MUSIC that gives slightly worse results. Finally, a 198.000 iteration simulation is
been carried out in order to measure the average time that each DOA algorithm
takes to compute their pseudo-spectrum. ESPRIT outperforms the rest of the
algorithms because it is the only algorithm that do not perform an angular cal-
culation of the pseudo-spectrum. However, the error accuracy penalizes ESPRIT,
having approximately more than 6◦of error in azimuth compared to the others.
On the other hand, PDDA’s elapsed time is 1.55 times faster than SSS and 3.81
times faster than MUSIC. Thus, we conclude that PDDA is the most compensated
algorithm in terms of estimation accuracy and computational complexity. PDDA
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is implemented in the last part of the thesis, the virtual positioning system. To-
gether with PDDA we use the 4x4 URA since it is also a compensated array for
angular estimation in both azimuth and elevation planes, presenting a MAE of
only 4◦.



Chapter 4
Positioning based on Bluetooth v5.1

Direction Finding

Once the analysis of Bluetooth v5.1 direction finding is done, it is time to use
the knowledge and findings and apply them into a Bluetooth v5.1 position finding
system. There are many ways of estimating the position of a tag and we have
introduced the BLE technology with its latest version v5.1 as a very suitable
technology to perform indoor positioning. We have given literature review about
BLE indoor positioning. Specially, researchers from the University of Edinburgh
concluded that sub-meter error accuracy is possible using Bluetooth v5.1 in indoor
positioning. However their conclusions were based on SDR simulations. Thus, our
aim in this final part of the thesis is to demonstrate that sub-meter error accuracy
is possible using actual BLE v5.1 hardware in indoor positioning.

4.1 Measurement Scenario

To do so, we propose a new indoor scenario where the position finding measure-
ments are carried out. The place is an office room with a high human mobility
and large amount of possible scatters such as, tables, columns, walls and lamps.
Figure 4.1 depicts an overview of the scenario looked from the floor plan.

Tx Rx

Figure 4.1: Position finding measurement scenario
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To perform a position finding measurements, more than one receivers needs to be
used in order to apply position estimation algorithms. As we showed on previous
sections, direction finding is carried out with only one receiver. However, in order
to estimate the position we need more than one estimated direction to apply ge-
ometric algorithms when estimating the position. We propose a four anchors or
receivers positioning system. We use four in order to cover the area where the mea-
surements are carried out. Figure 4.2 shows the scenario where the measurements
took place together with the receiver and transmitter positions.

Figure 4.2: Position finding measurement scenario

Due to constraints in hardware equipment we can not use four different antenna
arrays at the same time. We are using only the 4x4 URA and changing its posi-
tion to Rx1, Rx2, Rx3 and Rx4 position as it is shown in Figure 4.2. From the
transmitter perspective, we used eight different positions in the office room, from
P1 to P8 position and the transmitter is the same used in the direction finding
measurements. Thus, in total 32 different measurements are taken and the po-
sition finding measurement is emulated virtually. In figure 4.3 we show how the
receiver is placed at the four positions. The 4x4 URA is placed at 2 m height in
the four positions and the transmitter has 1.1 m height in all eight positions. The
measurement procedure is the same as in the direction finding measurements with
the exception that the receivers’ orientation is fixed. Regarding the orientation of
the array at the four receiving positions, a common reference has been selected.
The 4x4 URA will be oriented towards the column at all receiving positions. That
orientation allows the URA to gather energy around the direction of maximum
gain and we avoid receiving directions from the edges of the array.
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(a) Rx1 position (b) Rx2 position

(c) Rx3 position (d) Rx4 position

Figure 4.3: 4x4 URA at four receiving positions
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4.2 Proposed Position Estimation Algorithm

Before exposing the results, in this section, we explain the procedure of estimating
the position. We will rely on AOA and RSSI in order to estimate the position of
the transmitter. Thus, it is a hybrid AOA-RSSI position estimation algorithm.
The position parameter is given in a 2 dimensional coordinates system. So, a
geometric space of the scenario should be built. As it can be seen from Figure 4.2,
there are two axes and the origin is located at the Rx2 position. This coordinates
system will be used as the global coordinates system which represent the actual
position of the transmitter. The scale of it is twice the real scale in meters. The
following figure shows a representation of this geometric space.

x4

Figure 4.4: Geometric space of the scenario

In the geometric space there are four local axis that corresponds to the four receiv-
ing positions. The x axis of the local coordinates system is located perpendicularly
to the 4x4 URA and pointing to the reference point. That direction corresponds
to φ = 0◦, same as the coordinates used for direction finding measurements. The
coloured lines represent the line function that intersects the receivers position and
the reference point. These line functions will be tilted according to the estimated
angle of arrival at each position. The estimated distance using the RSSI value
will constrain the lines and it will result in four points. We propose to derive the
geometric centrum of the points in order to obtain the estimated position. The
geometric centrum for this system is defined as,

x̂ =
1

4

4∑
i=1

x̂i (4.1)

ŷ =
1

4

4∑
i=1

ŷi (4.2)
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Figure 4.5: Geometric space of the scenario

Figure 4.5 shows an example of the utilisation of the AOA and the estimated
distance given by the RSSI values. The length of each line represent the distance
while the angle of each line respect to the reference point is the estimated direction
from each receiver. This results in four points, and the estimated position is given
by the geometric center of those points.

4.2.1 Path Loss Model

As we presented in the limitations section, further work should be done in order
to come up with an accurate path loss model of this specific indoor environment.
Measurements were carried out to build a model. However the accuracy of it has
shown irregularities and inconsistencies. Thus, in order to add the RSSI parameter
to the positioning estimation algorithm, further work and data analysis should
be done and due to time constraints we are assuming knowledge of the distance
between the transmitter and the receiver at each measurement point.

4.3 Results and Discussion

The parameters used in the position finding measurements are shown in Table 4.1.

Post-Processing Parameters

Algorithm PDDA
Arrays’ orientation zy plane
Spectrum’s step size 1◦
Azimuth range −90◦≤ θ ≤ 90◦

Elevation range 0◦≤ φ ≤ 180◦

Number of BLE packets 48
Number of snapshots 16

Table 4.1: Post-processing parameters
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In this position finding measurements, the computational effort is not an aspect
to be analysed. The objective is to achieve sub-meter error accuracy using 48
BLE packets for each of the eight positions. In total 16 positions are estimated
on each transmitting position. Once the position finding measurements are com-
pleted it is time to implement and take advantage of the previous direction finding
measurements to use in signal processing. The proposed algorithm which makes
use of frequency diversity to make the angular error accuracy more robust is used
together with PDDA algorithm. After post-processing the data, the results are
exposed in Table 4.2.

Average ∆m

Position 1 0.6198 m
Position 2 0.5819 m
Position 3 0.9178 m
Position 4 0.7612 m
Position 5 0.7465 m
Position 6 1.64 m
Position 7 0.2825m
Position 8 1.5516 m

Total average ∆m 0.8877 m

Table 4.2: Average distance error

∆m represents the euclidean distance between the estimated position and the real
position. The values in Table 4.2 corresponds to the average distance error of 16
estimations for each position. The total average distance error is 0.8877 m which
is below the 1 m accuracy objective. Thus, we can conclude that the proposed
positioning system provides sub-meter accuracy with Bluetooth v5.1 hardware.
Figure 4.6 depicts the distribution of the estimated positions at each transmitting
position. The distribution of the estimations is less confined in positions five,
seven and eight. This is due to AOA estimation fluctuation given by the physical
environment that impacts the electromagnetic wave propagation paths.
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(a) Position 1 (b) Position 2

(c) Position 3 (d) Position 4

(e) Position 5 (f) Position 6

(g) Position 7 (h) Position 8

Figure 4.6: Positioning estimation results



Chapter 5
Conclusions

In this thesis we provide the reasons why the latest version of Bluetooth, the Blue-
tooth v5.1 enhances the positioning capabilities due to its new addition, the CTE,
in the protocol. We demonstrated the benefit of its new feature by proposing a di-
rection finding system in indoor environment. In this system we carried out a deep
analysis of different DOA estimation algorithms and their performance in terms
of angular estimation accuracy and computation complexity. Furthermore, differ-
ent receiving antenna arrays are evaluated since as introduced in the theoretical
background, the angular resolution depends on the characteristics of the receiving
antenna array. In the process, we investigated the results of transmitting at the
BLE advertising channels and see how the angular estimations are affected. We
came up with an algorithm that makes the angular estimation error more robust
thanks to frequency diversity. The analysis of DOA estimation algorithm provided
us clear conclusions on which of the algorithms is more compensated in terms of
angular estimation performance and computation complexity. PDDA results to be
a promising algorithm that performs in a satisfactory manner together with the
frequency diversity proposed algorithm. We comply successfully with the original
10◦error threshold for the system reaching a MAE around 4◦using a large set of
data. Using the findings of direction finding measurements and post-processing we
proposed a position finding system in order to test the algorithms used previously
to determine the position of the transmitter. We implemented a simple positioning
algorithm using both the AOA and RSSI parameters. Due to time constraints,
the path loss model given by the RSSI values is assumed to be known and so the
actual distance between the transmitter and the receiver is known. The results
show us that sub-meter accuracy is possible using Bluetooth v5.1 hardware which
complies with our positioning accuracy objective. All in all, we made a trip from
theory to measurements and we have shown an enhanced positioning system using
Bluetooth v5.1 .
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5.1 Future work

There are very interesting research lines to be followed in the indoor positioning
field. Regarding DOA estimation algorithms, we have used the first approach
that was published for ESPRIT. However, ESPRIT algorithm evolved into unitary
ESPRIT with the aim to reduce computational complexity using only the real
numbers of the received data. This evaluation could make a difference comparing
different DOA estimation algorithms. On the other hand, machine learning is a
hot topic these years. It has shown promising results in many areas and it could
also make a difference in positioning.
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