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Abstract

Histopathology is the procedure used in medicine to optically examine microscope-
images of tissue samples (biopsies) in order to study the manifestation of disease.
It is used, for example, to diagnose the spread and type of cancer tumors, which
have implications on the chosen treatment. Currently this type of analysis is
done manually by trained professionals. It is time consuming and the diagnostic
agreement between professionals varies. Due to this, there is a potential use for
an automation of the process, using for example neural networks.

Convolutional Neural Networks (CNNs) has become increasingly popular for image
analysis within the medical field. They have proven them self to be among the
best techniques. CNNs has for example been successfully used to classify different
types of lung cancer tissue in microscope-images.

This thesis evaluates three different CNN architectures (InceptionV3, VGG16 and
compactVGG) on classification of tiles, from medical whole-slides of sliced tumor
biopsies. The biopsies are from lymph node metastases, from patients with ma-
lignant melanoma (i.e. skin cancer). The data consists of 19 whole-slides, where
four different tissue components, to be classified by the models, has been manu-
ally annotated by a pathologist. Furthermore, the thesis examines the effect of
the chosen size of the image/tile being classified (magnification or tile size).

Summary of results: It is concluded that InceptionV3 for a tile size of 224 give
the best results. With a prediction accuracy of 89.6%, 90.0%, 97.5% (the last result
did not include ambiguous tiles) on 3 different test data sets. Its performance is
very similar to VGG16.
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List of Abbreviations

• AUC, Area Under the (ROC) Curve

• CNN, Convolutional Neural Network

• H&E, Hematoxylin and Eosin

• ML, Machine Learning

• NN, Neural Network

• ROC, Receiver Operating Characteristic

• SGD, Stochastic Gradient Descent
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Chapter 1
Introduction

1.1 Background

Histopathology is the procedure used in medicine to optically examine microscope-
images of tissue samples (biopsies) in order to study the manifestation of disease.
The biopsies (a removed tumor for example) are sliced into thin slices of tissue
that is then analyzed using a microscope. The tissue is commonly stained with
two coloring agents called hematoxylin and eosin (H&E). The coloring works as
a visual aid for the pathologist analyzing the images. Histopathology is used, for
example, to diagnose cancer patients. Potential questions are: how has the immune
system responded, how has tumor responded to treatment and was the removed
tumor even malignant in the first place? It is also used to determine the type of
cancer, which have implications on the chosen treatment [7]. Currently this kind
of analysis is done manually by trained professionals. It is time consuming and
the diagnostic agreement between professionals depends on various factors. For
example the skill of the examiner, the tumour differentiation (how much cancer
cells differ from normal) and slide quality [8]. An automation of this process
could prove to be beneficial for improved accuracy and to extract information that
previously required additional and/or more costly methods. But also to reduce
the workload of the human professionals and speed up the diagnostic process. For
example, the tumor percentage area of the samples is one important factor of
interest [9],[10]. Another factor of interest is the likelihood that the patient will
develop a new tumor with in a given time period. Ideally one would be able to
diagnose patients faster and give more specific diagnoses and predictions, enabling
better treatment.

This thesis data consists of H&E images from biopsies of lymph node metastases,
from patients with malignant melanoma (skin cancer). A metastatic tumor is
cancer that has spread from other parts of the body [11]. In these cases the
patients had skin cancer which then spread to the lymph nodes.
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2 Introduction

The application of Convolutional Neural Networks (CNNs), for different types of
image and data processing, has been increasing rapidly the last couple of years,
including in the field of medicine and more specifically in histopathology [8], [12].
A CNN is a statistical model that can be used to make predictions on for example
images. A typical example is to predict whether a image contains a cat or a dog.
Another example of the use of CNN models is to detect and classify sections of
different types of cells and tissues in H&E images.

The use of CNNs for computer vision had a breakthrough at the ImageNet Large
Scale Visual Recognition Contest (ILSVRC) 2012 [13], which is one of the major
benchmark contests for computer vision tasks [14]. CNNs has since been applied
for the particular use on cellular/medical image analysis. Moen et al. 2019 [13]
summarizes the basic concepts of deep learning and its application in the area of
cell images. They also give examples of architectures, such as Mask R-CNN [15],
which has proven successful on cellular data.

1.2 Previous work on medical data

There are several fields within medical image analysis besides histopathology,
where CNNs of various types can be used. In this section works on two other
fields are first presented and then works done on histopathological images are pre-
sented. The purpose is to give an overview of the field, as well as to introduce a
number of possible CNNs that could be used on medical data.

Non-Histopathological Data

A recent study on mammography(X-ray) images, by McKinney et al. 2020 [16],
showed that an automatic approach based on Neural Networks (NN) improved the
diagnostic agreement. The authors uses a CNN type of architecture as a second
opinion, together with an initial opinion of a trained expert to diagnose breast
cancer from mammography images. This enabled faster, more accurate diagnoses
of early stage breast cancer, especially reducing false negatives.

Esteva et al. 2017 [17] uses InceptionV3 (pre-trained on the ImageNet data set)
to classify skin cancer from images of skin lesions (moles etc.), achieving a perfor-
mance equivalent of trained dermatologists. Guo and Yang 2018 [18] instead uses
multiple ResNets on similar data. ResNet [19] is CNN-type of architecture that
tries to reduce the issue of vanishing gradient when training networks and thus
enables the use of even deeper networks.

2



Introduction 3

Histopathological Data

Yu et al. 2016 [8] used the open-source software CellProfiler [20] to segment and
extract features from H&E tumor images (mainly from The Cancer Genome Atlas
(TCGA) [21]). The features are then used to classify the two major different
lung cancer types, and to make survival prognoses on patients/cases using several
different variations of Machine Learning (ML) methods, such as Support Vector
Machines (SVM) and Random Forest. The two major types of lungcancer are Lung
Adenocarcinoma (LUAD) and Lung Squamous Cell Carcinoma (LUSC). Coudray
et al. 2018 [12] improves the classification results of Yu et al. by using the CNN-
type architecture Inception V3 [22]. It also extends the application to identifying
mutations that previously required an additional method of immuno-histological
staining.

Hong et al. 2020 [23] predicts endometrial cancer subtypes from H&E images,
using a customized deep network called Panoptes and case/patient level, labelled
data. The network takes advantage of the multi-resolution structure that H&E
images has. I.e. there are several images of various resolution and size depicting
the same sample.

Mahmood et al. 2019 [24] uses a deep General Adversarial Network (GAN) for
nuclei segmentation on cells in H&E images, sampled from several different organs.

U-net [25] is another popular network, which has been previously used for cell-
counting, cell-detection and cell-morphometry. It extracts features from several
levels of resolution which is then used together to make the final classification
prediction on a pixel-level basis (semantic segmentation).

Xception is a newer architecture, that has proven to beat previous ones at clas-
sification on the ImageNet data set, using depth-wise separable convolutions [26].
Kassani et al. 2019 [27] found that Xception performed the best, compared to
several other models, on histopathological images of breast tumors.

Sun et al. 2019 [28] does a comparative study between a CNN and a Fully Convo-
lutional Network (FCN) on histopathological whole-slide images. They found that
they perform similar on high resolution data. A FCN uses 1x1 convolution layers
instead of a neural network, at the end.

3



4 Introduction

1.3 Goals and Structure of the Thesis

Ideally, one would be able to quickly and cheaply detect cancer cells and classify
their sub-types accurately, using an automated process. Furthermore, calculating
other qualities such as the tumor percentage area as an indicator of the spread,
would be valuable as well. An automatic classifier has the potential to reduce the
need of additional costly/time-consuming methods for detection. This could enable
fast, more consistent and potentially more specific and accurate diagnoses as well
as treatments (different treatments may suit different sub-types for example). It
could also enable predicting the spread of the cancer and/or urgency of the patient
returning for additional check-ups. Even when the automatic classifier determines
tumor regions less accurately than an expert pathologist it could still be of use as
long as it is accurate enough, such that it gives a roughly correct estimate about
the tumor region sizes.

This thesis will compare different CNN-type architectures for identifying sections
of four different tissue types in microscopic H&E tumor biopsy images. The images
are tiled into smaller sub-images (tiles), on which the classification is performed
and the impact of the tiling-sizes (magnification level) on prediction performance
is examined. The thesis focuses on determining the best models/pre-processing for
the application of automatic histopathology. Using the prediction accuracy (the
share of correctly classified samples) and Area Under the Curve (AUC, a measure
on how well the model differentiates between classes) as performance metrics.

An initial test is done using four different models on an initial data set (with fewer
samples) using one tile size of 224 × 224 pixels. After that, 3 types of models
are chosen and each trained for 3 different tile sizes on a larger, extended data set
with randomized, non-ambiguous tiles from 17 whole-slides. These models are first
evaluated on the extended data set and then on all tiles from two new whole-slides.

4



Chapter 2
Theory and Models

In this chapter theoretical concepts used in the thesis are defined and explained.

This thesis uses what is commonly referred to as statistical models which tries to
capture some relationships/features residing in data. The most common model
in this context is linear regression. The solution to a linear regression problem,
fitting coefficients to datapoints, is most often in a closed solution form.
Machine Learning (ML) however is an umbrella term for how more complex sta-
tistical models find their parameter values using numerical optimization methods.
There are two fundamental types of optimizations or learning in this context, su-
pervised and unsupervised. Supervised learning simplified means that there is an
answer, or ground truth for what the model should output, given a certain input.
This means that each input data sample has a corresponding sample output.
Unsupervised learning however, do not require a ground truth. Instead the idea is
instead that there is a "hidden" set of features residing inside the data. The goal
is then to extract features in such a way that similar input ends up having feature
"close" to each other in the feature space. A typical example of an unsupervised
model is Variational Auto Encoders (VAE) [29].

During the model optimization or training, the data is often split up into to three
sets, Training, Validation and Test. The training set is used to find the best
model parameters, the validation is used for hyper-parameter optimization and for
choosing a final model. Finally, the test set is used to evaluate the performance
of the chosen, trained model. It is important to note that the test set consists of
data not previously seen by the model.

2.1 Models used for classification

2.1.1 Linear Regression

Linear Regression is one of the most basic models used, when doing statistical
analysis [30]. This thesis uses a slightly modified version for classification. Multi-
nomial logistic regression (regression for discrete classification of several classes)
can be expressed similarly as with regular regression [30], see Equation 2.1

yn = β · xn. (2.1)

5



6 Theory and Models

The difference is that the yn(c) represents the log-odds of sample n belonging to
class c.

More formally, the probability of a sample n belonging to a class c, can be expressed
as in Equation 2.2,

Pr(dn,c) = Pr(dn = c|xn;β) =
exp(β0,c + βT

c · xn)∑
j∈C

exp(β0,j + βT
j · xn)

, (2.2)

where dn is the true label/class and β is the correlation matrix whose elements are
found during the optimization of the probabilities/log-odds of classifying correctly.

2.1.2 Neural Networks

A neural network [31], is a data driven model. The model parameters are fitted to
data (commonly referred to as training), to capture statistical relations between
the input-output variables of a system. The neural network model can, after it has
been fitted or trained to some data set, then be used to make predictions about
new data samples, where the real, true answer, is unknown (inference). This can
be viewed in contrast to the more classical models within physics, which should at
least theoretically, capture the fundamental, true dynamics, of a deterministic sys-
tem. Hopefully capturing some "law of nature". Neural networks are constructed
of nodes, links/weights between the nodes (the main parameters of the model)
and non-linear activation functions (described further in section 2.2.2 ). In Figure
(2.1) the structure of a "neuron" or node is presented.

Figure 2.1: A neuron/node, source: [1]

Each xi represents a signal/scalar-value which could be from, for example, either a
node from a previous layer or a data-sample input pattern. Signals between layers
are in this work referred to as features. The signals are weighted together, a bias b
is added (which can also be seen as just a weighted constant signal of value 1) and
the resulting scalar value is sent into a non-linear activation function ϕ(·). The
resulting output y, is the output of the node.

y = ϕ(b+

m∑
i=0

xi · wi) (2.3)

Neurons and nodes will throughout this paper be used interchangeable. It is worth
noting that when using a linear activation function, ϕ, this basic node becomes a
regular linear regression model.

6



Theory and Models 7

In Figure (2.2) the structure of a basic fully connected, feed-forward network is
presented, also referred to as a dense network. Feed-forward in this case just refers
to the fact that we only have connections/weights between each consecutive layer.
I.e. there are no connections that skips layers and there are no weights that goes
from a node back into itself or other nodes in the same layer. Fully connected
refers to the fact that there is a weight between any node in any layer and all
other nodes in the layers before and after, note however that this weight could be
0. I.e. the "fully connectedness" only refers to between layers, not for all nodes in
the network and it do not include self references. This is the most basic, "vanilla"
kind of network. The concept of a network being deep means that it has a lot of
hidden (i.e. middle) layers, usually more than two. Deeper networks has proven
to perform well were more shallow ones have failed in a number of cases [32].

Figure 2.2: A deep neural network, source: [2]

There are many different types of Neural Networks. This thesis focuses on Convo-
lutional Neural Networks (CNNs) [33] but many aspects brought up in this chapter
holds true for other network architectures as well. Example of such architectures
are Recurrent Neural Networks (RNNs) [34] which are used for time-series data.
Auto-encoders, used for data-compression and to extract identifiable features even
without ground truth data to train the model on. And General Adversarial Net-
works (GANs) [35] which pits two networks competing against each other. One
generates data to try to "fool" the other, which tries to not be fooled.

2.1.3 Convolutional Neural Networks

CNNs [33],[36],[31], [37], have a similar construct to ordinary Neural Networks but
are typically used for data with strong spatial correlations, such as images. Each
layer is characterized by a set of tensors (a tensor is a general multi-dimensional
version of matrices). The weights of the network are the elements of the tensors.
The tensors are also referred to as kernels. In each layer the input goes through
three stages for each kernel. Convolution, Activation and Pooling. Often the
activation step is considered to be a part of the convolution step, as in Figure 2.3.
Figure 2.3 presents an example of a CNN structure. It shows how a multimodal
image (i.e. for example a RGB image. Mode in this case is the same as channel)

7



8 Theory and Models

first goes through a convolution which results in a new "image" or map, that
goes through the pooling step which results in a new map that is finally being
vectorized. The vector is then used as input to a dense neural network. Note that
Figure 2.3 uses the word layer instead of stage.

Figure 2.3: A CNN, source:[3]

In the convolution stage the kernel slides across the image multiplying and sum-
ming the values for each position, see Figure 2.4 (note that this works just as well
with 3-dimensional inputs and kernels).

Figure 2.4: 2D-convolution, source: [4]

The step-size of the convolution is referred to as stride. Optionally one can also
choose to add zero-padding to the images before the convolution.
In the activation stage the output of the convolution is then further processed
element-wise through a non-linear activation function (further described in section
2.2.2). Finally, the results is filtered through the pooling stage. There are two types
of pooling commonly used, average-pooling (equivalent to a convolution with a
uniform kernel) and the non-linear max-pooling. Max-pooling also slides a window
over the image, and for each position it outputs the maximum value of the elements
within the window.

The entire process can be interpreted as extracting features from the input image.
Where the resulting output is called a featuremap, i.e. where the features are
positioned according to the position in the image from where they were extracted.
Giving a "distorted" version of the original image/signal. Each kernel produces
a featuremap as input to the following layer. The most basic implementations
uses the same kernel dimensions and activation functions for a set of kernels in a
convolution layer, but this is not necessary as can be seen with InceptionV3.

8



Theory and Models 9

The general structure for all classifying CNNs used in this thesis is an initial
Convolutional Network part, whos output is then used as input to a dense Neural
Network. Which can be seen in the previous Figure 2.3. One can think of it
as follows, the convolutional part extracts features from the images, such as color
composition, shapes etcetera. Which the dense part then uses to classify the image.

VGG16

VGG16 [38] (the number 16 refers to the number of layers) is a CNN-model that
has become influential due to its performance in "ILSVRC-2014" (ImageNet Large-
Scale Visual Recognition Challenge), a competition for computer vision. It has,
compared to, for example InceptionV3, a simplified structure, using only 3x3 con-
volution windows and ReLU activation functions. A implementation of the VGG16
architecture can be seen in Figure (2.5). Note that the feature-maps sizes in each
layer is adaptable depending on the sizes of the kernels and stride, as well as the
input size.

Figure 2.5: VGG16, source: [5]

InceptionV3

InceptionV3 [22] is one of the CNN-models used in this thesis. It is a continuation
of the Inception architecture [39] which enabled deep and wide networks, with
relatively low computational needs. The width refers to the number of nodes in
each layer. It introduces a mini-network/module, see Figure 2.6, with a multi-
level feature extraction using differently sized convolutional filters/windows. I.e.
the idea is to extract features of different scale/magnitude in the same layer. As
opposed to extracting large features in the initial layers and smaller in the deeper
ones, which is perhaps a more direct intuitive approach.

9



10 Theory and Models

Figure 2.6: The inception module, source: [6]

2.2 Metrics and Functions

There is a need to evaluate the performance of models both during the training
(fitting the model parameters to the data) and afterwards. Hence there is a need for
good metrics. In this part the metrics used in the thesis is defined and explained,
as well as important functions used for the models.

2.2.1 Loss function

The loss function is the metric that the model should try to optimize (the opti-
mization is commonly referred to as training). It is a continuous function which
measures the performance of the model. Typically this is based on how close (as
measured by some norm) the network managed to get to the ground truth of the
data. For a model doing classification, i.e. using a discrete ground truth (the class
a sample truly belongs to), one can use the Categorical Cross Entropy, E(·), as
loss function [30], [31], [40], [41], as defined in Equation (2.4).

E(w,X, d) = −
Ns∑
n=1

NC∑
i=1

dn,i · log(yi(xn)), (2.4)

where, dn,i = 1 if sample n belongs to class i, 0 else.
yi(·) = the output of the network. When using softmax (described in section
2.2.2) at the model output, the output can be interpreted as the model assigning
a "probability"/voting weight, of the sampe/input signal/pattern (·), to be class
i. xn =input sample n and X = all input samples.

One should note that there exist proposals of variations of this loss function for
special cases. For example in the case of noisy labels as presented by Zhang and
Sabuncu [42]. Where noisy labels can be understood as misclassifications in the
ground truth.

2.2.2 Activation functions

Activation functions are the non-linear functions in the neurons. A intuitive anal-
ogy is where the function sets a threshold for whether the neuron should "fire" or
not.

10



Theory and Models 11

Softmax (Equation 2.5) is typically used at the output of a multi-class classifying
network since it outputs a probability vector (positive elements that sums up to
one) [31],

ϕc(a) =
eac∑

i∈C
eai

, (2.5)

where a is a vector of all the node outputs of the previous layer and C is the set
of all classes.

Rectified Linear Unit (ReLU) (Equation 2.6),

ϕ(a) =

{
a if a > 0

0 else
, (2.6)

where a is a scalar. There are many variations of the ReLU function, which all
aims to alleviate the issue of vanishing gradient (as explained in section 2.3.4)
[43]. The basic ReLU presented here however also introduces the "dying ReLU"
problem [44] which also may end up preventing the training of the network. It
describes when the network weights gets stuck in a domain where the ReLU only
outputs zeros, resulting in a zero gradient and hence no update of the weights.

2.2.3 ROC and AUC

Receiving Operating Characteristic (ROC) is a performance measure for binary
classifiers. It shows the sensitivity to a changed classifying threshold. If the scalar
model output, y, is higher than the threshold value, the sample is deemed to
belong to the certain class i.e. a "positive" sample. The ROC-curve plots the true
positive rate (TPR or sensitivity) against the false positive rate (FPR), as the
model threshold goes from 0 to 1. The true false rate (TFR) is called specificity.
Hence the worst case is a straight-line, i.e. a 50/50 chance of true positive/false
positive.

Area Under the Curve (AUC) is the area under the ROC-curve and can be in-
terpreted as the classifier’s ability to distinguish the different classes. Ideally, of
course, the output should be 0 for all negative samples and 1 for all positive.
These concepts can be extended to multi-label classifiers as well, using the "one
vs all" approach. The relevant class works as the binary positive and the rest of
the classes, as the negative. The True Positive Rate of class c is then defined as
in Equation 2.7,

TPRc(th) =
TPc(th)

FPc(th) + TPc(th)
. (2.7)

I.e. of all samples being classified/predicted as c, TPRc(th) gives the percentage
of predictions that was correct. Where TPc(th) and FPc(th) is the number of
True and False Positives respectively. The False Positive Rate is similarly defined.
For the case of zero predictions of class c, the rate is defined as zero. Using these
extended definition hence results in one ROC-curve for each class (that has had
any predictions).

11
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To reduce the dimensionality of the measurements of the classifier performance,
two averages are calculated. The first is later referred to as "micro" and is defined
as the number of true/false positives (note that it is not the rate) over all classes
divided by the total number of samples, Ns, see Equation 2.8.

TPR-micro(th) =

∑
c∈C

TPc(th)

Ns
=

∑
c∈C

TPc(th)∑
c∈C

(TPc(th) + FPc(th))
(2.8)

FPR-micro(th) is similarly defined. The other average is referred to as "macro"
and is the sum of the sensitivity (TPR)/FPR of each class divided by the number
of classes, NC , see Equation 2.9.

TPR-macro(th) =

∑
c∈C

TPRc(th)

NC
(2.9)

FPR-macro(th) is similarly defined. To further clarify, "micro" looks at all sam-
ples/predictions at the same time, uniformly weighting each classification with the
number of samples. Where as "macro" looks at each individual class subset of
the predictions one at the time. The network could for example get a very good
TPR-micro(th) result without ever classifying class 0 correctly, especially with few
samples of this class. But this would then show as a bad result in TPR-macro(th).

2.2.4 Confusion Matrices

A confusion matrix is a straight-forward visualization of the classifications of the
network compared to the true class. The predicted class or label is represented
by the x-axis and the true label by the y-axis. Figure 2.7 serve as an example of
a confusion matrix, where the strength of blue represents the number of samples.
For example, 21 samples with the true label 0 was predicted as label 1 by the
network.

Figure 2.7: An example of a confusion matrix

12
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2.2.5 Moment

If it exists, the n:th moment or momentum, of a one dimensional stochastic variable
x ∈ R1 is defined as,

E{xn} =
∫ ∞
−∞

xn · dF (x) (2.10)

where E{·} is the expectation operator, F the cumulative distribution function
of x and the integral is the Riemann-Stiltje integral which is a generalization of
the more common Riemann integral [45]. The various moments can be viewed as
measures of various properties of the shape of the distribution (skewness,fatness
etc.). The centralized moment of x is the moment of y = x−E{x1}. However this
is a bit beyond the scope of this thesis. The first and centralized second moment
is more commonly known as the mean and variance of a stochastic variable. Both
moments can be estimated through discrete measurements of x.

2.2.6 Normalization

Normalization is a very broad, loosely defined term. But one context where it is
used is when one wants to transform a Gaussian (normally distributed) stochastic
variable (or samples of such) to a standard Gaussian distribution (zero mean and
unit variance/standard deviation). This is achieved by subtracting the mean µx

and scaling with the standard deviation (the square root of the variance) σx. This
is also called standardization. Of course in practice it will be estimates of said
properties.

y =
x− µx

σx
(2.11)

In general, normalization is often used to describe a transformation of data to
a more desirable distribution or domain. A typical domain is for example the
interval between zero to one.

2.3 Optimization / Training

Algorithms for optimization play a very important part in deep learning, since the
objective of fitting the parameters (which can be in the millions) to the data, is
not a trivial task. The ideal algorithm quickly finds a set of weights that makes the
network generalize (further explained in section 2.3.5). The curse of dimensionality
(as popularized by Richard E. Bellman [40]) is a concept worth mentioning in this
context. Briefly, it means that the more parameters you try to estimate,the larger
the uncertainty in the correctness of those estimates. However for neural networks
the idea is not to find one true estimate of all parameters but to find any set of
parameter values that seem to capture the correct behaviour, by exploring the loss
of the model (the training). Poggio et al. 2017 [46] explores the issue of why and
when deep networks avoids the problems of the curse of dimensionality.
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2.3.1 Stochastic Gradient Descent

A basic training algorithm is called stochastic gradient descent (SGD) [47], [48],
see Equation 2.12,

ωt+1 = ωt − α
1

m

m∑
i=1

∇ωE(ωt, xi, di), (2.12)

where ∇ωE(ωt) is the gradient of the loss function with respect to the weights, α
is the stepsize or learning rate. The stochastic (random) part is that the m number
of data samples is a randomly chosen subset of all available datapoints (allowing
for re-picking previously picked samples). These subsets will later be referred to as
batches, and m as the batch size. One of the largest benefits of training on sampled
subsets is purely from a computational cost standpoint. An epoch refers to when
the model has trained on as many samples as there is in the entire training data
set, equivalent to a certain number of batches.

2.3.2 ADAM

In this work the popular algorithm ADAM [49] (Adaptive Moment Estimation) is
used. It is based on adaptive estimates of lower-order (first and second) moments
and takes 4 hyper-parameters. The step size (α), the decay of each moment (βi)
and the numerical precision (ε). The step size to take in the parameter space
for a given sample, can be interpreted / is popularly referred to, as the learning
rate. In this work all the default values (as proposed by the original paper) are
used, α = 0.001, β1 = 0.9, β2 = 0.999 and ε = 10−8, unless otherwise stated.
The following Equations (2.13, 2.14, 2.15) describe the algorithm, where m, v is
the first respectively second estimated moment. g is the loss gradient w.r.t. the
weights, gt = ∇ωE(ωt, xi, di). t is the iteration index and i the sample index. The
moments are initialized to zero, m0 = v0 = 0.

mt+1 = (β1mt + (1− β1)gt)/(1− βt
1) (2.13)

vt+1 = (β2vt + (1− β1)g2t )/(1− βt
2) (2.14)

ωt+1 = ωt − α ·mt+1/(
√
vt+1 + ε) (2.15)

2.3.3 Back-propagation

Back-propagation describes the process of how the errors made by the models
predictions during training, "propagates", back through the models layers. And
how the weights are adjusted layer by layer, thereafter [50]. In this work the
gradient extension of back propagation is used [33]. Let Wl be the weights going
into layer l. X0 the original input and Xl the output of layer l. Let Fl(W,X) = Xl

be the input-output mapping of layer l and E(W,X) the loss function (ignoring
the true label data since they are a constant with respect to the training). Both
are assumed to be differentiable. Then for a given layer l, the partial loss gradients
w.r.t. the weights and hidden outputs, is described by Equations 2.16 and 2.17.

∂E

∂Wl
=
∂Fl(Wl, Xl−1)

∂W
· ∂E
∂Xl

, (2.16)
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∂E

∂Xl−1
=
∂Fl(Wl, Xl−1)

∂X
· ∂E
∂Xl

, (2.17)

where ∂Fl(Wl, Xl−1)/∂W and ∂Fl(Wl, Xl−1)/∂X are the Jacobians of F w.r.t W
and X, evaluated at (Wl, Xl−1). The process can be described as such, an input
sample propagates through the network updating the outputs of the network’s
nodes/layers. Next, the error made by the model propagates back through the
network updating the weights. Where the update is based on the error from
previous outputs and weights.

2.3.4 Vanishing Gradient

Networks with many layers (i.e. deep), for most architectures, suffers from a van-
ishing gradient. This problem refers to a numerical issue during the network train-
ing, when calculating the weight changes (gradient of loss) in the back-propagation
of the output. As the networks error "propagates" back through its layers, during
the training, a multiplication is performed for each layer (due to the chain rule
of derivation). If both values are less than one (which most often is the case due
to normalizations) the result shrinks and vice versa. With the result that the
differences goes to zero for layers close to the input and hence their weights will
stay fixed. A typical network that has problems with vanishing gradient is Re-
current Neural Networks (RNN), typically used for time-series (where the depth
corresponds to the length of the series) [51]. There are several methods of how
to reduce this problem to enable deeper networks. One is to modify the activa-
tion function as described in Section 2.2.2. Another is to use skip-layers (i.e. to
have some connections go to the second next layer for example), creating identity
function modules within the network as described by He et al. [52].

2.3.5 Regularization

The overarching goal of any neural network is generalization. That is, the model
should capture some important features/characteristics that holds true for data
that the network has not seen before, i.e. beyond the training data it has learned
the features from. This introduce a trade-off between over- and under-fitting to
the training data. Over-fitting means that the network has adapted to/learned
specific/unique characteristics of the training data set that do not generalize well
outside of it. Under-fitting on the other hand means that the model do not capture
enough characteristics. An indicator of over-fitting is when the network performs
well on the training data but not on other data sets. Under-fitting is just character-
ized by poor performance. To avoid over-fitting different techniques are introduced
under the umbrella term "regularization".

• Weight regularization, is typically performed using the L2-norm. This sim-
ply means that the norm of the network weights is added to the loss-function

• Dropout, means that during training, a certain percentage (the dropout
frequency) of nodes are removed from the network at random. Creating a
sub-network of the original.
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16 Theory and Models

• Stochastic learning / Batch training, has mainly computational benefits and
also enables online-training (i.e. training sample by sample (or batch-wise)).
It means that instead of training on the entire data set at the same time,
the network trains on randomized batches (subsets of the entire data set).
I.e. for each batch, the weights are updated according to the learning rate.

2.3.6 Early Stopping

Another issue during training is when one should stop the optimization and settle
for a given set of weights. There are several approaches to this but in this thesis the
early stopping approach is used. This means that the model is evaluated during
training on a validation data set after each epoch . If the model performance on
the validation data set stops improving during the training, the optimization stops
and the weights resulting in the best performance on the validation data set so far
is chosen. In this thesis the performance is measured by the prediction accuracy
for determining when to stop.

2.3.7 Transfer Learning

Transfer Learning is a concept that has proven to work well on several domains
[53]. The idea is that the weights of a network is initially trained on a large data
set, such as ImageNet. After this, only the weights of the outer layers of the
network is trained on another, more particular, data set. It can be interpreted
as the initial layers learning general features of the images, such as shapes and
color compositions, and the final outer layers making classifications, or "decisions",
based on those features. For transfer learning to work, it assumes that the features
learned from the initial data set is also present in the newer one. Note that the
ImageNet do not consist of medical data and that it is not obvious for what depth
of features (if any) learned on ImageNet, that would translate well for medical
images.
Another, very similar concept is to initialize a network with pre-trained weights.
The only difference here is that all weights get re-trained, unlike in "true" transfer
learning where the initial weights stay fixed all the time.
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Chapter 3
Material and Methods

In this chapter, the data, the pre-processing of the data, and the network models
are presented.

The original medical whole-slide images were saved in a file-format called ".mrxs"
due to their data size. The file-format includes several versions of the same image
at different resolutions. This work, however, only makes use of the images at the
highest resolution. Sub-images of the whole-slides were exported as image pairs
using Qupath [54]. Qupath is a program for analysis and annotation of histopatho-
logical images. The colored annotation was exported as .png and the actual image
as .jpg. These images was then imported into Python [55] as numpy arrays i.e.
3-dimensional tensors where the last dimension represents the 3 RGB-channels of
the images. The original whole-slides was reconstructed and the resulting images
was then split into tiles of suitable sizes. Using python, the major work of the
thesis was done with the Keras [56] and Tensorflow [57] libraries. The commu-
nication with the graphic processor is done via these libraries, who rely on the
CUDA library [58]. The training was done initially using a single GTX 1060 (6GB
VRAM) and later, on a RTX 2060 Super (8GB VRAM).

Four main architectures are used to classify tiles: Linear regression, compactVGG
(further described in Section 3.5.2), VGG16 and InceptionV3. Where the two prior
works mainly as baselines. If a parameter is not specified it will be the default
value chosen by Keras. The architectures used is summarized in Table 3.1.

Model Description
Linear regression sanity test, do we gain anything from using neural

networks?
VGG16 large pre-trained, all 3x3 kernels
compactVGG small VGG inspired architecture, do we gain any-

thing from having larger networks?
InceptionV3 large pre-trained, using different sized kernels in

same layers (the inception module)

Table 3.1: Descriptions of the four main models considered
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18 Material and Methods

3.1 Data and Pre-Processing

The data consisted of whole-slide images of Hemotoxylin-Eosin (H&E) colored
tissue-slices from tumor biopsies (see Figure 3.1). The biopsies are from lymphnode
metastases of patients with malignant melanoma (skin cancer). The images were
manually annotated in Qupath by a pathologist. This of course means that the
network will be heavily influenced by this particular pathologist and the possible
errors that he/she has made. However, the idea is that, since the images are largely
correctly annotated, the networks will be able to generalize beyond minor errors.
Since the annotation is made manually there is some overlap where the same
pixels is annotated differently. When exporting the images, an adhoc solution was
used where the highest class number was used to decide what class the conflicting
pixels should be. Due to the nature of how the annotation was done a lot of
white background area was annotated as belonging to some class of tissue. This
led to two decisions. First, a crude pre-processing/washing of background pixels
seemed reasonable, where pixels was re-annotated as background if their mean
RGB-value were above an arbitrarily set threshold. Second, networks for semantic
segmentation (i.e. classifying on a pixel-based level) such as U-net [59] would not
be considered.

Figure 3.1: Four tissue slices on a microscopic whole-slide image

Figure 3.1 corresponds to roughly 66 × 71mm. Note that most of the whole-
slide image consists of background. The pixel resolution for the whole-slides was
0.2425µm×0.2426µm (width × height). All slices on a whole-slide are from the
same biopsy but at different heights and only one of the slices is annotated (an-
notation is not seen in Figure 3.1).
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The annotated sections of the whole-slides was divided into sub-images and ex-
ported to .jpg(real image) and .png(annotation image) files using a Qupath-script.
The reason for not exporting the entire whole-slide directly was purely from a
execution time standpoint. The maximum size of the sub-images was chosen as
roughly 4000x4000 pixels. An example of resulting image pairs can be seen in
Figure (3.2), where a color in the annotation corresponds to a certain tissue type.

Figure 3.2: 4000x4000 image, original annotation to the right

These images was then put back together to re-create the original whole-slide,
before tiling it into smaller tiles, to be used as input to the models. The initial
size of the tiles was chosen as 224×224 pixels, since this is the dimensions of the
ImageNet dataset images. This corresponds to a real area of 54.32µm×54.34µm.
The tiles was converted to numpy arrays of datatype uint8 to save memory, since
the pixels RGB-values range between 0 and 255. Three additional tilings were
done as well but shifted half the tile size in the x and/or y direction respectively.

There was 5 different classes annotated. "Other" (background), "immune cells",
"necrosis", "stroma" and "tumor". The tiles were randomly split up into three
sets corresponding to training (4/6), validation(1/6) and test(1/6). I.e., such that
a proportional number of tiles from each whole-slide ended up in each set. The
training set is used to train the model weights, the validation set is used to evaluate
the model during the training (for early stopping) and to choose a set of weights
for the model. The test set is used to evaluate the final performance of the model.
In Figure 3.3, examples of tiles from respective class is shown.
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20 Material and Methods

Figure 3.3: 224x224 tiles. Upper row left to right: Other, immune
cells, necrosis. Lower row left to right: stroma, tumor.

After the images were tiled, the pixels of all tiles were automatically re-annotated.
If the mean of a pixel value was larger than 255− thwh = 240 it was re-annotated
as background. I.e. equivalent of thwh = 15. This threshold was chosen based on
what seemed to give subjectively reasonable results. The main aim was simply to
re-annotate the most visually obvious, background regions of the images.

3.1.1 Ground truth

Next the ground truth classification (true labels) of the tiles was done based on
their annotated image pair. I.e. each tile was assigned a class/tissue type. If
the percentage of pixels annotated as background was above a certain threshold
(tham = 95%), the tile was classified as background. Else wise, if the percentage of
pixels annotated as background and the dominating class was above the threshold,
the tile was labelled as the dominating class. Otherwise the tile was deemed as
ambiguous and thrown away. I.e. in a worst case scenario a tile with 48% pixels
belonging to class a (not being "Other"/background) and 47% pixels belonging to
background would still be classified as belonging to class a. However if the ratios
had been reversed the tile would be classified as ambiguous. All tiles was then
converted to images and saved to an appropriate folder. The data labels were
saved as a numpy array. In total three main datasets was created and used as
described in the following sections 3.2, 3.3 and 3.4.
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3.2 Initial Dataset I

This was the initial dataset of 6 whole-slides, that was mainly used as a test for
the code as well as to determine whether the more complex/larger CNNs improved
the results compared to a basic regression model. Hence, only one tile size of 224
was used. During the tiling process for this set only one extra, diagonally shifted,
tiling was performed to limit the size of the data set and thus the training time.
The values presented in Table 3.2 is the number of tiles of a corresponding class
and set. This includes the shifted tiles but not the ambiguously annotated ones.
Using tile size 224×224. In table 3.2 the number of tiles for each class and set is
presented.

Set\Class Other immune cells necrosis stroma tumor Total
Training 12408 5686 2803 6098 8001 34636

Validation 7082 3344 2038 2554 5067 20085
Test 7070 3345 2063 2468 5051 19997
Total 26560 12375 6904 11120 18119 74718

Table 3.2: Data distribution, tilesize 224, dataset I

Table 3.2 shows that the class distribution was not uniform. Having an uneven
data distribution can impact the training, for instance having lots of samples of
class A but few of class B will make the network to only learn to identify class
A. A possible solution is to simple remove samples from the training set so that
it becomes uniform. This should not be done for the validation or test set, since
they would then no longer mirror the true performance. However there are lots of
samples for all classes and the difference in number of samples is at least less than
a factor ten (commonly used as order of magnitude), hence it was decided to not
modify the training set.

3.3 Extended Dataset II

This was the extended data set used to train the final models and for examining the
impact of magnification, i.e. tilesize, on the performance of the models. Several
more whole-slides were added, giving a total of 17 whole-slides. The whole-slides
was tiled for three different tile sizes of 448,224 and 112 pixels. Further more,
during the tiling process for each tile size, three extra, shifted tilings was performed
with a shift of half the tile size. The shifts was performed horizontal to the right,
vertically down and a combination of both i.e. diagonally. The values presented
in the following tables are the number of tiles of a corresponding class and set.
This includes the shifted tiles but not the ambiguously annotated ones. Similarly
to the Initial Dataset I, no tiles were removed to make the class distribution more
uniform.
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3.3.1 Dataset224 II

Using tile size 224×224. In table 3.3 the number of tiles for each class and set is
presented. Note that "Dataset I", under section 3.2, is a subset of "Dataset224
II".

Set\Class Other immune cells necrosis stroma tumor Total
Training 143887 44424 34403 28714 87874 339302

Validation 36346 11068 8859 7273 21976 85522
Test 35799 11008 8705 7235 21945 84692
Total 216032 66500 51967 43222 131795 509516

Table 3.3: Data distribution, tilesize 224, dataset II

3.3.2 Dataset448 II

Using tile size 448×448. In table 3.4 the number of tiles for each class and set is
presented.

Set\Class Other immune cells necrosis stroma tumor Total
Training 32535 10765 8831 6906 21649 80686

Validation 8066 2720 2155 1694 5433 20068
Test 8091 2702 2198 1684 5443 20118
Total 48692 16187 13184 10284 32525 120872

Table 3.4: Data distribution, tilesize 448, dataset II

3.3.3 Dataset112 II

Using tile size 112×112. In table 3.5 the number of tiles for each class and set is
presented.

Set\Class Other immune cells necrosis stroma tumor Total
Training 611872 178256 133275 115525 348461 1387389

Validation 152551 44585 33148 28948 87090 346322
Test 152483 44375 33248 28716 87192 346014
Total 916906 267216 199671 173189 522743 2079725

Table 3.5: Data distribution, tilesize 112, data set II

Note that all the final models used, for each respective tile size, was trained only
on the training sets of Dataset II.
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3.4 Dataset III

After the models had been trained on data set II and evaluated on its test data, the
models was evaluated on tiles from two whole-slides not previously used, these tiles
are referred to as Dataset III. Important to note is that since this tests purpose
was to simulate a real situation where the actual annotation is not known, the
ambiguously annotated tiles was not removed. However the pixel level annotations
of the annotation tiles was still re-annotated for background pixels. This was done
for the purpose of determining the class belonging of the tile, just the same way
as for the other data sets.

3.4.1 MM1279-1-12-23

The whole-slide MM1279-1-12-23 and its corresponding data is also referred to
as "testdata0". For visualization of the annotation each class is assigned a color.
Figure 3.4 shows the re-constructed original whole-slide to the left and its an-
notations, before and after, re-annotating background pixels, to the right. The
whole-slide has 19500× 22000 pixels, corresponding to 4.7× 5.3mm.

Figure 3.4: test whole-slide MM1279-1-12-23

The whole-slide in Figure 3.4 was chosen as a test slide due to the fact that it was
annotated as only tumor, which was the the main tissue type of interest.

Table 3.7 shows the distribution after the re-annotation. It also includes the
percentage of tiles classified as ambiguous as described in section 3.1.1, using a
threshold of 90%.

Tilesize\Class Other immune cells necrosis stroma tumor Total Ambiguous[%]
448 1069 0 0 0 1038 2107 7.55%
224 4461 0 0 0 4065 8526 6.19%
112 18241 0 0 0 15863 34104 5.74%

Table 3.6: Data distribution, testdata0
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3.4.2 MM812-19-25-31

The whole-slide MM812-19-25-31 and its corresponding data is also referred to
as "testdata1". Figure 3.5 shows the re-constructed original whole-slide to the
left and its annotations, before and after, re-annotating background pixels, to the
right. The whole-slide has 20700× 28100 pixels, corresponding to 5.0× 6.8mm.

Figure 3.5: test whole-slide MM812-19-25-31

The whole-slide in Figure 3.5 was chosen due to the fact that it contained almost
all tissue types, fairly evenly distributed, except necrosis (black).

Table 3.7 shows the distribution after the re-annotation. It also includes the
percentage of tiles classified as ambiguous as described earlier, using a threshold
of 90%.

Tilesize\Class Other immune cells necrosis stroma tumor Total Ambiguous[%]
448 1335 483 0 314 720 2852 10.17%
224 5571 1882 0 1215 2832 11500 6.88%
112 22807 7452 0 4732 11009 46000 5.40%

Table 3.7: Data distribution, testdata1
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3.5 Models

All versions of VGG16 and InceptionV3 was imported pre-trained on ImageNet
via Keras. The networks was imported without the last fully connected part, i.e.
only the convolutional layers. Instead a fully-connected hidden layer of 1024 nodes
was added (with dropout frequency 0.2 and ReLU activation function) and then
the final output layer of 5 nodes (which uses softmax as activation function). The
input dimensions (i.e. tilesize) was set using a input argument to the networks.
If weights is not pre-trained on ImageNet, the weights of each layer are randomly
initialized from the uniform Glorot distribution [60] by default [56]. This is a
uniform distribution with limits ±

√
6/(xin + xout). Where xin and xout is the

number of values going in and out of the layer, i.e., corresponding to the number
of weights in each direction. In appendix A, overviewing graphs of three different
network implementations used are shown for 448x448 tiles.

3.5.1 VGG16

Ignoring the input-size changes for different tiling, three variations of VGG16 was
used. All of which was imported using the Keras library. "vgg16_20200508"
and vgg16_20200510 (which made use of transfer learning), were both trained on
Initial Dataset I. And "vgg_20200527" which was trained on Extended Dataset
II and also made use of transfer learning.

The models using transfer learning only trained the last three convolutional layers
and the following dense neural network, see Figure A.1 in the Appendix.

All VGG16 models convolutional layers use stride 1 and one layer of zero-padding,
to keep the x,y dimensions of the layers input-output tensors constant. The max-
pooling layers use stride 2 which halfs the x,y dimensions (i.e. the position of
the "pixels") of the tensors. The convolutional layers use the ReLU activation
function. The structure of the initial convolutional part of the network is split
into 5 blocks of 2 or 3 convolutional layers, using the same number of kernels
and 1 max-pooling layer. At the end of the convolutional part it uses a global
average pooling layer before the final dense neural network layer. The global
part refers to that the window has the dimensions of the input tensor, i.e. no
striding/convolution, which results in that the output is a vector with the length
of the previous number of kernels used. Too compensate for the gradually decrease
in the x,y size of the tensors the number of kernels between blocks is gradually
increased.
The total number of trainable parameters/(non-locked) weights for the models is
7609861 regardless of tile/input size.
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3.5.2 compactVGG

This is a smaller model that was used to examine if the large sizes of the other
networks improved the results. It is based on the same structure as VGG with only
3 convolutional windows for the kernels and the ReLU activation function. The
stride is set to 1 and it uses no zero-padding for the convolutional layers. The max-
pooling layers use a window of 2 and a stride of 2 as well, with no zero-padding.
The convolution part of the model consists of 5 blocks of one convolution layer
and one max-pooling layer. The number of kernels used in each layer is gradually
decreased from 9 to 3. The final dense neural network part have a hidden layer of
25 nodes (with dropout frequency 0.2), before the output layer of 5 nodes (one for
each class). The ReLU activation function is used for all nodes except the output
where Softmax is used.
The total number of trainable parameters/(non-locked) weights for the models of
tilesizes 448, 224, 112 is 12032, 3107, 1307 respectively.

3.5.3 InceptionV3

The model was imported using the Keras library. An overview of its structure can
be found in Figure A.3 in the Appendix. Further details on its implementation
can be found at the Keras website [56] and the original paper [22].
The total number of trainable parameters/(non-locked) weights for the models is
23871653 regardless of the tile/input size.

3.5.4 Linear Regression

In this thesis the tile features used to identify and classify tiles in the regression
model was the mean and standard deviation of each RGB-channel of the tiles. I.e.
each tile generated a data point of 6 values used to classify 5 classes. The main
purpose of this regression model was a sanity test of the other models. I.e. did
they improve anything from this very basic model? Or could the classification
be done based on these basic color metrics. This linear regression model is later
referred to as "linreg_20200512".
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3.6 Training

The training of the networks was done using the "fit" method in Keras [56]. It
uses stochastic gradient descent in an attempt to optimize the models weights
to the data. To generate data-batches for the optimization, the Keras function
ImageDataGenerator was used [56]. Which in this thesis case, fetches a batch of
images from a directory and both pre-process and randomly augments them. The
purpose of the pre-processing here is just to force the data to have nice numerical
values. Since the images pixels is represented in 8-bit integer RGB (white is for
example represented by (255,255,255)) the images is first scaled by 1/255, next the
mean of all values in the image is subtracted ("centering") and the resulting image
is scaled by the inverse standard deviation. Notice that this pre-processing must be
done on validation- and test-data as well, before the model can make predictions.
The random augmentations was only used during training and consisted of flipping
the image vertically/horizontally and rotating the image between 0 to 45 degrees.

The batchsizes used during the training was 12,8 and 1 samples, times a model
dependant factor bs, for the three different tilesizes 112,224,448. CompactVGG
used bs =64, VGG16 bs =32 and InceptionV3 bs =16. The main reason for using
different batch sizes was too make efficient use of the GPU memory. But different
batch sizes can also impact the training, generally smaller batch sizes cause over
training and vice-versa.
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Chapter 4
Results and Discussions

In this chapter the results of the thesis is presented and discussed. All results
are evaluated on the test set, for all data sets. I.e. the model has never before
seen/trained on, the samples it is making its predictions on.

4.1 Dataset I

In this section a brief summary of the results is presented. Further details (ROC,AUC
and confusion matrices) is shown in the Appendix B. In Table 4.1 the prediction
accuracy of the models trained on Dataset I (which only used tilesize 224) is pre-
sented.

Model Accuracy
linreg_20200512 0.685
myCNN_20200508 0.906
inceptionV3_20200508 0.945
vgg16_20200508 0.354
vgg16_20200510 0.935

Table 4.1: Prediction accuracy, Dataset I

The results from vgg16_20200508 implies that it had not been trained at all.
This is most likely due to the issue of dying ReLU or vanishing gradient since
it is a deep network and it did not make use of transfer learning. As opposed
to vgg16_20200510. The simple linear regression model did not perform very
well either compared to the other models. From these results, the conclusion was
drawn that for future model testing, VGG16 would only be trained using transfer
learning and linear regression would not be used.
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4.2 Dataset II

In this section a brief summary of the results is presented. Further details (ROC,AUC
and confusion matrices) is shown in the Appendix B. In Table 4.2 the test predic-
tion accuracy of the models trained on Dataset II is presented

Tilesize\Model compactVGG InceptionV3 VGG16
448 0.959 0.948 0.974
224 0.929 0.975 0.963
112 0.903 0.961 0.939

Table 4.2: Prediction accuracy, Dataset II/Test

Note that this is the result on randomized tiles sampled from all whole-slides used
in the training, all though these particular tiles has not been used for neither
training nor validation. This can be compared to where the entire whole-slide is
new as can be seen in the next section.

Both VGG networks seem to have a reduced performance as the tilesize decrease
and the larger VGG16 consistently outperforms compactVGG with around 1.5-
4%-units. InceptionV3:s performance does not share this pattern and also seem to
have less variance in its performance w.r.t. the tile size.
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4.3 Dataset III

In this section some of the test performances on the whole-slides MM1279-1-12-
23/testdata0 and MM812-19-25-31/testdata1 are presented. The predictions are
made by first tiling the whole-slides and then the networks make a prediction for
each tile. After this the whole-slide is re-constructed, coloring the tiles according to
the predicted class. Note that ambiguous tiles with several different true annotated
classes is not removed. Instead the dominating class (determined as described in
section 3.1.1) is used.

4.3.1 MM1279-1-12-23/testdata0

In Figure 4.1 the original whole-slide and the used ground truth annotation is
shown.

Figure 4.1: test whole-slide MM1279-1-12-23, ground truth anno-
tation
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In Figure 4.2 the predictions of the three trained models, on each tilesize, is de-
picted. From left to right: compactVGG, InceptionV3 and VGG16. From up and
down, tilesizes: 448,224,112

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure 4.2: model predictions on MM1279-1-12-23
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As can be seen in Figure 4.2, where the ground truth is that all tissue is tumor
tissue (red), the networks have a hard time differentiating between tumor (red)
and immune cells (blue). This makes sense, since they look similar for an untrained
human eye as well. It is also interesting to note that InceptionV3 (the middle)
seems to improve, differentiating from immune cells, as the tile size is reduced.

It can also be seen in the original whole-slide of Figure 3.4, that the sections in
the upper middle and lower right, where the networks seems to predict immune
cells, has differentiating (compared to other tumor areas) characteristics such as
denser, smaller cells and a darker blue/purple color. This is further illustrated in
Figure 4.3. This could be an example of incorrect labelling by the pathologist.
If so, this would be very encouraging since the network then actually manage
to perform despite errors found in the ground truth it has trained on. Another
possible explanation is that the areas consists of an artefact called tissue-folding.
This simply means that when the tissue-slice is put between the two glass disks,
the tissue folds in on itself. Figure 4.3 shows the upper middle part zoomed in, of
the whole-slide.

Figure 4.3: test whole-slide MM1279-1-12-23, zoomed in on upper
middle area

In Table 4.3 the resulting prediction accuracy of the models are presented.

Tilesize\Model compactVGG InceptionV3 VGG16
448 0.816 0.872 0.802
224 0.785 0.896 0.887
112 0.812 0.915 0.874

Table 4.3: Prediction accuracy on MM1279-1-12-23
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4.3.2 MM812-19-25-31/testdata1

In Figure 4.4 the original whole-slide (left) and the used ground truth annotation
(right) is shown.

Figure 4.4: test whole-slide MM812-19-25-31, ground truth anno-
tation
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In Figure 4.5 the predictions of the three trained models is depicted. From left
to right: compactVGG, InceptionV3 and VGG16. From up and down, tilesizes:
448,224,112

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure 4.5: model predictions on MM812-19-25-31

Looking at the predictions in Figure 4.5 and comparing with the ground truth in
Figure 3.5, one can observe that the models seems to get it mostly right. However
it still has problems at the boundaries between different tissue types, even for
smaller tile sizes. Especially, the models seem to confuse stroma (green), with
immune cells (blue) and tumor (red). It is also clear that the same model, gets
trained to predict different classes on the same areas, depending on the tile size.
Ideally a lower tile size would just mean better resolution in the predictions, but
this does not seem to be the case. This could perhaps be caused by the errors in
the annotation, especially around tissue boundaries. Another reason for this could
be artefacts from the way the discretized ground truth is established.
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In Figure 4.6 the confusion matrices of the respective models are presented. From
left to right: compactVGG, InceptionV3 and VGG16. From up and down, tilesizes:
448,224,112. Where 0:Other, 1:immune cells, 2:necrosis, 3:stroma, 4:tumor.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure 4.6: Confusion Matrices on MM812-19-25-31
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In Table 4.4 the resulting prediction accuracy of the respective models are pre-
sented.

Tilesize\Model compactVGG InceptionV3 VGG16
448 0.896 0.878 0.840
224 0.856 0.900 0.869
112 0.842 0.861 0.871

Table 4.4: Prediction accuracy on MM812-19-25-31

In Figure 4.7 the resulting ROC-curves of the respective models are presented.
From left to right: compactVGG, InceptionV3 and VGG16. From up and down,
tilesizes: 448,224,112. In Table 4.5 the corresponding AUC i presented.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure 4.7: Receiving Operating Characteristic (ROC) curves,
MM812-19-25-31
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Table 4.5 shows the AUC from the ROC-curves.

AUC
Tilesize 448 Other immune cells necrosis stroma tumor micro average macro average

compactVGG 0.989 0.987 nan 0.957 0.984 0.985 0.979
InceptionV3 0.995 0.983 nan 0.967 0.983 0.987 0.982

VGG16 0.977 0.986 nan 0.966 0.969 0.974 0.975
Tilesize 224 Other immune cells necrosis stroma tumor micro average macro average

compactVGG 0.991 0.980 nan 0.921 0.967 0.980 0.965
InceptionV3 0.992 0.982 nan 0.969 0.984 0.989 0.982

VGG16 0.991 0.982 nan 0.960 0.981 0.984 0.978
Tilesize 112 Other immune cells necrosis stroma tumor micro average macro average

compactVGG 0.989 0.963 nan 0.912 0.957 0.975 0.955
InceptionV3 0.987 0.974 nan 0.948 0.976 0.983 0.971

VGG16 0.990 0.972 nan 0.956 0.973 0.984 0.973

Table 4.5: Area Under the Curve (AUC) MM812-19-25-31

Looking at Table 4.4 it is clear that the models have most difficult to distinguish
stroma from the other classes. When one goes through the whole-slides one can
note that areas with stroma often tends to be smeared out with a lot of background
which could perhaps be a part of the problem.
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Chapter 5
Summary

This thesis work focused on the impact of magnification when classifying tissue-
types using CNNs. It did not find any major performance differences for the models
on different tile sizes. However, InceptionV3 at tilesize 224 seems to give the best
results generally. One should be aware though, that the Keras implementation of
InceptionV3 is based on the version using 299 × 299 images as input, and hence
there could be a bias towards this size, since the network was initially designed
for it. The issue of possibly incorrect ground truth, especially for small areas and
borders between different tissue types (i.e. if the annotation is not detailed/precise
enough), is a factor that should be taken into account when viewing the results.
It could implicate that the true performance is actually better than measured.
Another annotation for the same data by a second pathologist would facilitate
the interpretation of the results. Is the model making an error according to both
pathologists?

There is a clear discrepancy between the performance on the test data from Dataset
II and the two test whole-slides in Dataset III. This is a bit discouraging since it
implies that the network somehow has overtrained on the whole-slides albeit not
on the exact tiles it trained on. The percentage of ambiguous tiles is of course
also an explanatory factor for the discrepancy. Obviously there is going to be
variance between the whole-slides due to artefacts from how that particular slide
was produced. For example, the tissue could become damaged or smeared from
the glass or during the slicing, and differing amount of coloring agent (H&E)
will produce variations in colors. So a section of tumor may look different from
whole-slide to whole-slide. More whole-slides to train on than the 17 used, would
hopefully help bridge the performance gap.

Using the overall accuracy as performance measure for the validation and test set
was perhaps not the best choice since the sets was not uniformly distributed. This
means that models performance on classifying, for instance background tiles, had
a disproportionate impact on the measured performance. A better measure would
perhaps be to look at the ratio between correctly classified tiles of class c, and
all true and false positives of c. And then average the result for each class. One
could also argue that classifying the background should be done by a separate
model and should not be included at all when evaluating the performance since
the background has very clear characteristics (homogeneous roughly white pixels)
which is actually also used in the pre-processing.
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5.1 Future Work

During the work for this thesis a lot of possible variations was not tested due to
limited computational power and time. In this section some of those variations
are listed.

• Hyper-parameter optimization on training (learning rate etcetera) and pre-
processing (thresholds for ambiguous tiles etcetera)

• Add a class for ambiguous tiles

• Train on continuous labels of percentage of pixels belonging to a certain
class instead of discretizing the ground truth

• Optimize/improve how pixels are re-annotated as background

• Since the annotations contains errors one could also try to use newer meth-
ods to try to take this into account, for example changing the loss function.

A more ambitious continuation would be to train several networks on different tile
sizes and then either weight the predictions of overlapping tiles together by a fixed
set of weights or use the predictions as input to a final network. One could also
Introduce a model solemnly to classify background tiles.

It would also be interesting to have another pathologist correct the predictions of
the network, mainly as a source of second opinion on the ground truth but also to
correct the performance measures of the networks.

Another continuation would be to compare the CNNs performances with more sta-
tistical models than just the multi-nomial logistic regression model. One could test
different Generalized Linear Models (GLMs), Supporting Vector Machines (SVM)
and Bayesian Regression Tree / Random Forest models. One could also extend
the explanatory variables/signals, using more than just the mean and standard
deviation of the color channels used in this thesis.
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Appendix A
Architectures

In this chapter the graphs of the three models used is shown. The question mark
in the layers represents the unknown number of samples.
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Figure (A.1) shows the layout of the implementation of VGG16 for the case of
448x448 tiles.

Figure A.1: Visualization of the implementation of VGG16 used

48



Architectures 49

Figure (A.2) shows the layout of the implementation of "compactVGG" for the
case of 448x448 tiles.

Figure A.2: Visualization of "compactVGG"
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50 Architectures

Figures (A.3, A.4, A.5) shows the layout of the implementation of InceptionV3 for
the case of 448x448 tiles. The graphs are connected from the bottom of the left
image to the top of the right in each Figure. And the bottom of the right image,
is connected to the top of the left image, in the succeeding Figure.

Figure A.3: Visualization of the first layers of the implementation
of inceptionV3 used
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Figure A.4: Visualization of the middle layers of the implementation
of inceptionV3 used
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Figure A.5: Visualization of the last layers of the implementation of
inceptionV3 used
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Results
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54 Results

B.1 Model Performance on Dataset I

In this section the test performance on the randomized test tiles, after removing
all ambiguous tiles, from the Initial Dataset I. The data set which was used as an
early evaluation of models and to test the code. Figure B.1 shows the confusion
matrices and B.2 shows the ROC-curves.

Figure B.1: Confusion matrices, Dataset224_202005/Test
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Figure B.2: Recieving Operating Characteristic (ROC) curves,
Dataset I/Test
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B.2 Model Performance on Dataset II

In this section the test performance on the randomized tiles, after removing all
ambiguous tiles, from the Extended Dataset II, used for training the final networks,
is presented.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure B.3: Confusion Matrices, Dataset II/Test

In Figure B.4 the resulting ROC-curves of the respective models are presented.
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(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure B.4: Receiving Operating Characteristic (ROC) curves,
Dataset II/Test

B.3 Model Performance on Dataset III

In this section the test performance on the whole-slides MM1279-1-12-23/testdata0
and MM812-19-25-31/testdata1 are presented (for the final models trained on
Dataset II). The whole-slides are tiled and then the networks make a prediction for
each tile. Note that ambiguous tiles with several different true annotated classes
is not removed. Instead the dominating class (determined as described in section
3.1.1) is used.
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B.3.1 testdata0

This section presents the models (trained on Dataset II) performance on the
whole-slide MM1279-1-12-23/testdata0. In Figure B.5 the confusion matrices of
the respective models are presented. Where 0:Other, 1:immune cells, 2:necrosis,
3:stroma, 4:tumor.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure B.5: Confusion Matrices, MM1279-1-12-23
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In Figure B.6 the resulting ROC-curves of the respective models are presented.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure B.6: Receiving Operating Characteristic (ROC) curves,
MM1279-1-12-23
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B.3.2 testdata1

This section presents the models (trained on Dataset II) performance on the whole-
slide MM812-19-25-31/testdata1. In Figure B.7 the confusion matrices of the
respective models are presented.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure B.7: Confusion Matrices on MM812-19-25-31
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In Figure B.8 the resulting ROC-curves of the respective models are presented.

(a) tilesize 448

(b) tilesize 224

(c) tilesize 112

Figure B.8: Receiving Operating Characteristic (ROC) curves,
MM812-19-25-31
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