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Abstract
For individuals with gender dysphoria, voice therapy can be an important tool to change
characteristics about their voice to align better with their gender identity. This is often
done by practising with a speech therapist and can be a long and difficult process. A
useful tool in this setting would be software that can generate a voice, based on the
patients voice, which lies slightly closer to their desired voice. The patient could then
mimic the generated voice in order to train their voice.

The purpose of this thesis is to explore how voices can be digitally modified in order
to change how their gender is perceived. The aim is to find a method of interpolation
where a voice could gradually be modified to sound like a target voice, and where all
intermediate points on the path sound natural. Two methods were evaluated, but only
one produced adequate results that were evaluated with a participant survey.

Survey participants listened to voices that are a mix of female and male voices, and
rated on a scale how they perceived the gender and if the voices sounded natural. The
results show that there is a decrease in how natural the modified voices sound. On
average there is a consensus that the perceived gender is changed, however the individual
participant results showed that there is a need for improvement.

Keywords: speech modelling, speech morph, interpolation, gender dysphoria
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Chapter 1

Introduction

In this thesis we have studied methods of morphing voices to sound more male or fe-
male, with applications to voice therapy for people with gender dysphoria. Our report is
structured as follows: First, we give a background to the problem and state the project
goal. After the goal is stated, some relevant mathematical theory is presented. This is
followed by two chapter that present the deep learning and the source-filter approaches
to the problem respectively and their results. Chapter 5 treats the survey evaluation of
the morphed voices and a chapter follows with a discussion of the results and suggestions
for future research.

1.1 Gender dysphoria
Transgender refers to individuals whose gender identity doesn’t match their assigned sex
at birth and is the opposite of cisgender/cis. A transgender woman is a woman who was
assigned man at birth, and a transgender man a man who was assigned woman at birth
[1].

Transgender individuals can experience a lot of distress due to the mismatch in gender
identity and assigned sex and this is known as gender dysphoria (GD). GD is associated
with anxiety, stress, social isolation and an increased risk for suicide, and the American
Psychiatric Association deems the presence of clinically significant distress a symptom
central to the condition. It is common for people with gender dysphoria to experience
disconnect and discomfort with their body and attributes [2, 3].

According to the American Psychiatric Association, the needs of individuals with gen-
der dysphoria range from wanting support in their gender identity to a desire to transition
to the opposite sex [2]. Accommodating treatments include counseling, hormone therapy,
sex reassignment surgery and voice therapy [2].

Voice therapy
The voice is an important tool for communication and we use it to communicate ideas
and emotions, but also our identities. A testimony to this are technological systems that
can verify speaker identity just by listening to a voice, like the Amazon Alexa R©. Because
of this, it can be an important attribute to change for a person with gender dysphoria [4].

Voice therapy refers to techniques for modifying the way a person sounds when speak-
ing, and strives to change characteristics like quality, pitch and resonance [4]. These
traits can be changed with treatments that involve hormones and even surgical proce-
dures, but adjustments can also be made by practising to speak in a different way [4]. For
transgender men, hormonal therapy is effective, as testosterone naturally induces male
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characteristics, by enlarging the larynx [5]. In contrast, for transgender women, female
hormones do not affect the size of the larynx and thus they are the majority of people
seeking speech therapy for gender nonconformity [4]. The research shows that it is not
enough to only change the pitch into the female range, but that other aspects such as
resonance and intonation is also important [4].

Tools for voice therapy assistance
A tool where a patient could record their voice and then play it back slightly modified
in a direction towards a target voice would be of use for speech therapists working with
people with gender dysphoria. This could aid by letting the patient imitate the modified
voice, and thus practise in smaller steps. There are existing smartphone applications that
track the pitch of the user, but not other characteristics of the voice [6].

1.2 The human voice
In order to properly describe what a voice is, a brief background in the anatomy of the
speech production system is needed. A diagram of the vocal tract and its constituent
parts is shown in Figure 1.1.

Figure 1.1: Schematics of human vocal tract. Created by Tavin / Wikimedia Commons /
CC BY 3.0

The human voice production system can produce many different sounds, such as
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whisper, scream and laughter. The voice is also used to communicate using language;
what we call speech. There are two predominant classes of sounds used in speech; voiced
and unvoiced speech [7]. Voiced speech is produced when the vocal cords are taut, air from
the lungs then cause them to vibrate, which in turn results in glottal pulses of air traveling
through the vocal tract [8]. The frequency of the vocal cord vibration and in extension the
frequency of the glottal pulses is what determines the fundamental frequency, or pitch, in
the produced speech [8]. The acoustics of the resulting speech is further altered when the
glottal pulses travel further along the vocal tract, through the mouth and nasal cavities
[8]. In unvoiced speech there are no periodic pulses generated from the vocal cords [8].
Unvoiced sounds include fricatives and consonant sounds whereas voiced speech is consists
of vowel sounds or singing [8].

The shape of the vocal tract impacts the sound of the voice and adjusting the shape,
by moving the tongue, lips, jaw or larynx is what allows humans to produce different
vowel sounds [8]. The vocal tract acts as a resonator for the sound produced at the vocal
cords, and changing the vocal tract shape changes its resonating characteristics [8]. The
resonant frequencies tend to be about 20% lower for cis men than for cis women [9]. It
is hypothesised that this difference is due to differences in physical dimensions of the
vocal tract [8]. However, the difference in dimensions does not fully explain the gender
difference in the resonances [8]. Accordingly, another hypothesis is that there are gender
dialects that cause different articulation of vowels [8].

The voice production also differs at the vocal cords; the vocal cords tends to be longer
in cis men than in cis women, which is the predominant reason males tend have lower
pitch voices than females [10]. Further, the dynamics of the vocal cords also affect the
shape of the pulses, resulting in further differences in speech [8]. For example, if the vocal
cords do not fully close, the voice will sound leaky or breathy [8].

Features of a voice
In figures 1.2 and 1.3 speech signals are shown in time and frequency respectively for
both a female and a male. In the time domain, one can discern a periodic structure and
some variations in the amplitude. In the frequency domain, four important features are
visible:

• The fundamental frequency, f0: The frequency we perceive, and usually the first
strong peak in the spectrum [8].

• Overtones/Harmonics: Multiples of the fundamental frequency that arise when the
vocal cords vibrate [8].

• The smooth spectral shape: The overarching shape of the spectrum.

• Formants: The frequency bands where there are peaks in the smooth spectral shape
due to the vocal tract resonances [8].

If we were to listen to these signals, they would immediately reveal two different people.
They would also likely be perceived as being of different gender. In the frequency domain
it is obvious that all of the previously mentioned frequency characteristics (fundamental
frequency, overtones, spectral shape and formants) are different.

The formants are a result of the vocal tract resonances and there are four to five
formants of importance. The frequency at the peak value of a formant is known as the
formant frequency. The formant’s effect on the sound is to amplify the overtones that are
close to the formant frequency, which affects the shape of the smooth spectrum [8].

In appendix B more examples of the frequency representations are shown for a more
complete picture of the individual differences between voices.
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(a) Female (b) Male

Figure 1.2: Audio waveforms

(a) Female (b) Male

Figure 1.3: Power spectral density for the waveforms in Figure (1.2). Fundamental frequency, overtones and
estimated formant frequencies are marked.
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There are other features that describe a voice. Jitter and shimmer, small variations in
the fundamental frequency and the amplitude of the fundamental frequency respectively
for example. These features have been used in order to improve the performance of voice
identification systems [11], which shows that the features contain important information
regarding the identity of the speaker.

1.3 Project goal
The goal of this project is to explore different methods of digitally morphing voices to
change how their gender identity is perceived. The research questions we study are:

• Can spectral methods be used to find a transformation of a voice from female to
male and vice versa?

• Is it possible to find an interpolation between two voices of different gender?

We believe that it is important in a voice therapy setting that the morphed voices
sound natural. Synthesized voices can be perceived as unnatural and in the article "Mea-
suring the naturalness of synthetic speech", the authors write:

"There is no extant objective definition of naturalness that we are aware of -
it is a voice quality that is purely subjective. Thus there is no filter or signal
processing algorithm that we can apply to a sample of speech that will yield
a measure of naturalness." [12]

The lack of a measure presents problems not only for evaluating final results, but also for
comparing how well different methods work and subjective evaluation has been used in
order to compare results. In this thesis, we will consider a voice natural if it is perceived
as coming from a real human.

By interpolation of a voice we mean a system capable of generating voices at different
points in between two voices with respect to their perceived identity. We believe that
it is reasonable to expect the formants to be placed part way between the formants of
the original voices, in both frequency and amplitude. Further, we think that the pitch of
an intermediate voice ought to lie in between the pitch of the original signals. However,
exactly how these formants and fundamental frequency should be altered is not clear.

Voice data was provided for the project, recorded with mobile phone at patient sessions
with a voice therapist, where the patient was voicing an "Ah". Some of this data was
discarded as some patients had undergone vocal tract surgery. We also collected some
additional voice data from family and friends. In total, the data set consisted of 123
samples: 56 females and 67 males. Our goals of the project were restricted to finding
interpolation on the provided data.

1.4 Contributions from this work
In this thesis we explore two methods for solving the voice interpolation problem. The
first method uses deep learning. It explores the idea of generating a voice from a speaker
embedding in a latent space, as previous research in image generation has shown that
interpolation in such spaces can yield realistic results [13].

The second method we tried is based on the commonly used source-filter model for
speech. In this system we implemented some existing filter estimation and interpolation
techniques, and provide a new technique for filter morphing. The methods were integrated
into a well known pitch shifting pipeline. The quality of the resulting audio was assessed
by the authors using the different combinations of estimation and interpolation.
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We created a survey containing the audio of many different morphs using the combi-
nation of techniques we thought produced the highest quality interpolations. The par-
ticipants in the survey were asked to rate the perceived gender of the speaker and the
naturalness of the voice. The survey was created to give an idea of the interpolation
quality and to give insights of how future surveys may be constructed.
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Chapter 2

Mathematical background

2.1 Stationarity of signals
For modelling signals, the notion of stationarity is important. In An Introduction to Time
Series Analysis by A. Jakobsson a stochastic process or signal is defined as wide sense
stationary (WSS) if [14]

• The mean of the process is constant and finite.

• The autocovariance depends only on the time lag and not on the time itself.

• The variance of the process is finite.

The frequency characteristics are determined by the autocovariance [15]. Which in con-
junction with the second condition means that the frequency characteristics cannot change
over time. Many of the spectral analysis methods used in speech analysis assume that
the signals in question are WSS, but speech signals typically are not as they change over
time [7]. However, they can be approximated as such on a short time scale of 20-30 ms
[7].

2.2 Frequency representations
The frequency content of a time domain signal can be estimated using the Discrete Fourier
Transform or (DFT). For a discrete signal s(n) with N samples this transform can be
defined as

ŝ(ω) = F [s(n)](ω) =
N−1∑
n=0

s(n)e−iωn/N (2.1)

with i as the imaginary unit [16].
The absolute value of the Fourier transform |ŝ(ω)| and the argument arg(ŝ(ω)) cor-

respond to the amplitude and phase of the sinusoidal component of the signal with the
angular frequency ω [17]. In order to convert angular frequency to Hertz we use the
relationship

f = fs
2πω (2.2)

where fs is the sampling frequency [17].
For finite length signals the transform often contain artifacts known as lobes [14].

Mainlobes which smear and smooth the frequency content among nearby points in the
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transform and sidelobes which causes energy to leak from frequencies where there is actual
energy to frequencies where there is less energy [14]. In order to reduce the impact of
the lobes for a given application, the signal can be multiplied by a window function w(n)
[18]. For voice modeling purposes the Hanning window is a common choice [7]. Zeros
can be appended to the end of a signal before it is Fourier transformed, a practice which
is called padding [16]. Padding results in a finer frequency grid which may yield more
accurate representation of peaks in the transform [16].

Often, the periodogram P (ω) is used as an estimate of the the power spectral density
(PSD), or the energy contained in each frequency of the signal, and is defined as [18]

P (ω) = 1
N
|ŝ(ω)|2. (2.3)

As mentioned previously, speech is considered to be stationary only on short time
frames. For such signals the Short Time Fourier Transform or STFT can be used. The
transform is performed by dividing the signal into short segments of equal length. The
frames often overlap and there is a set length d between the beginning of each window
[19]. A window function is applied to each of the frames and the Fourier transform is
performed. For discrete signals the STFT, S(n,ω), can be written as

S(n,ω) =
N−1∑
k=0

x(k)w(k − nd)e−iwk, (2.4)

describing the amplitude and phase in the n′th frame, at the angular frequency ω [19].
There is a trade-of concerning the length of the windows; shorter frames result in more
smeared frequency resolution and longer windows leads to a poor time resolution [20].

The time-frequency information of the STFT can be visualized as a spectrogram. The
spectrogram visualizes the relative power of the frequencies (thus discarding all phase
information) and is defined as [20]

Ŝ(n,ω) = |S(n,ω)|2. (2.5)

The Mel spectrogram

The human auditory perception is logarithmic for changes in amplitude, via the well
known decibel scale [21]. Likewise, we perceive changes in frequency in a non linear
fashion [22].

In an attempt to capture how we perceive frequencies, the mel scale was invented
based on listening experiments [23]. The mel scale is a quasi-logarithmic frequency scale
constructed so that pitch increments are perceived the same anywhere on the scale and
conversion from Hertz is often calculated with the formula

fmel = 2595log10(1 + fhz
700),

which is also visualized in Figure 2.1a [24].
In the python audio package Librosa, a mel filter bank can be created by specifying

the sample rate and the number of filters and this can be used to bin spectrograms [25].
The filters are spaced at equal perceptive distance and are normalized so that their area
is equal to 1 and can be seen in Figure 2.1b. As can be seen, projecting onto a mel
frequency basis compresses frequency information more at higher frequencies. The mel
filter bank is applied to the spectrogram in order to transform the linear frequency scale
spectrogram to a mel-scale spectrogram. The bins are also referred to as channels. The
mel spectrogram is frequently used as input feature in deep learning, see [26, 27, 28].
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(a) Approximate mel frequency scale. (b) Mel filter bank with 10 filters

Figure 2.1: Mapping from linear frequency to mel frequency (left) and mel filter bank
(right)

2.3 Linear predictive speech coding

Figure 2.2: Image showing how the source filter models try to separate the effects of the
anatomy of the vocal tract. Created by Emflazie / Wikimedia Commons / CC-BY-SA-3.0

The bio mechanical production of speech was used as an inspiration for the Linear
prediction coefficient or LPC speech coder proposed in the 1970s [29]. In the analysis
stage of the LPC pipeline the vocal tract acoustics are modelled as an autoregressive
filter on a short time interval, typically overlapping windows that are 20− 30 ms [7, 29].
In the synthesis stage, an excitation signal representing the pulses created by the vocal
folds is passed through the time varying filters. The pink area in Figure 2.2 shows where
the excitation signal is created and the blue area is modeled by the autoregressive filters.

In chapter 4 we make use of the source-filter model. The first objective is to separate
the source and filter characteristics so that they can be modified independently. We think
that ideally, the spectrum of the residual is a series of Dirac pulses at multiples of the
fundamental frequency on a noise floor representing the glottal excitation and the flow of
air, which are then amplified by the vocal tract filter.

The roots of the filter polynomial A(z) are often called the poles of the system and
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have an important relationship to the acoustics. For one, if the poles of the polynomial
lie outside the unit circle there will be feedback in the system causing the magnitude of
the output to tend to infinity [14]. Filters with all poles inside the unit circle are called
stable whereas filters with poles outside the unit circle are called unstable [14]. Another
relation between the roots of the polynomial and the effect of the filter is a relation of
the power spectral density of the excitation and the output of the system. Under the
assumption that the signal is wide sense stationary the following relation holds

φy =
∣∣∣∣ 1
A(ω)

∣∣∣∣2 φx (2.6)

where φy, φx are the power spectral densities of y, x and A(ω) = A(z)|z=eiw [14]. The
filter polynomial is monic [14], and therefore we get∣∣∣∣ 1

A(ω)

∣∣∣∣ =

∣∣∣∣∣∣ 1
Π

reiθ∈R
(1− e−iω

re−iθ )

∣∣∣∣∣∣ = Π
reiθ∈R

1∣∣∣(1− ei(θ−ω)

r )
∣∣∣ (2.7)

where R is the set of roots of A(z). Note that for a given root the denominator is small
when the angle θ − ω is small, and large when θ − ω is large. Note also that the effect
is increased when the pole is close to the unit circle. This relationship shows that the
power spectral density is amplified at frequencies close to poles in the filter polynomial
and attenuated at frequencies with large angles to the poles [18].

As seen above the roots can give important information about the acoustics of a filter,
however, the problem of finding roots of a polynomial of order 5 or higher does not have
a general solution which means an approximation has to be used. In this thesis the
eigenvalues of the companion matrix are used when finding roots of polynomials [30].

2.4 Optimal mass transport
The optimal mass transport (OMT) distances are a set of metrics for computing the
distance between two probability distributions [31]. An OMT metric gives the total
distance that all the particles have traveled when the particles in one of the distributions
are reassigned to the other, under the condition that the reassignment plan minimizes the
total distance [32]. Here ’particles’ refers to each infinitesimal mass of the distribution.
In a future chapter, the optimal mass transport formulation is used to interpolate the
vocal tract characteristics of two voices.

The Earth Mover’s distance or Wasserstein metric is the special case where the L1

metric is used to measure the distance each particle has traveled [31]. The name comes
from the fact that it can be thought of as giving a distance for moving an initial mound
of earth to another shape and place under the conditions that each grain is moved in an
optimal way [33]. A plan can be denoted as a function π(x,y) defining how much mass,
is moved between distributions X(x) and Y (y). The definition of the Wasserstein metric
plan can be stated more formally as follows: For the discrete probability distributions
X(x), Y (y) the optimal plan in the Wasserstein metric, π∗, is defined as [31, 34]

π∗ = argmin
π

∞∑
x=−∞

∞∑
y=−∞

|x− y|π(x,y) (2.8)

subject to the mass conservation constraint
∞∑

y=−∞
π(x, y) = X(x) and

∞∑
−∞

π(x, y) = Y (y). (2.9)
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The optimal mass transport formulation has previously been used to slide between the
STFTs of two signals for musical applications [32]. For one dimensional distributions X
and Y , no mass can pass over any other mass in the optimal plan, since a lower cost
could be achieved by swapping the reassignments [32]. This also means that the optimal
Wasserstein plan is equivalent to any optimal mass transport plan using an Lp norm.
Further, the restriction results in a fast recursive algorithm to find the optimal path π∗
between the two discrete distributions X and Y , see Algorithm 1 [32].

Algorithm 1 Optimal transport plan
Input Probability distributions X,Y
Output Optimal transport plan π∗

1: i,j ← 0,0
2: π∗ ← 0 . Initialize transport matrix
3: ρX , ρY ← |X0| , |Y0| . Assign the initial masses
4: while True do
5: if ρX < ρY then
6: π∗i,j ← ρX . Assign as much as mass as possible
7: i← i+ 1
8: if i = length(X) then
9: break . End the algorithm

10: else
11: ρX ← Xi . Refill the bin
12: ρY ← ρY − ρX . Complete the assignment
13: end if
14: Symmetric to other case.
15: end if
16: end while

Given a transport plan π∗ and any interpolation coefficient τ ∈ [0,1] an interpolated
probability distribution, Zτ (w), can be generated by

Zτ (z) =
∑

x,y∈I(z,τ)

π∗(x,y) (2.10)

where the set I(z,τ) = {x,y|(1 − τ)x + τy = z} [32]. This interpolation places a mass
reassigned from x to y at the point (1−τ)x+τy. There is no guarantee that the displaced
masses are placed on query points and we use a linear interpolation to split the masses
between the bins.

Figure 2.3 shows the optimal mass transport interpolation and linear interpolation of
two distributions. The distributions are horizontally shifted copies. The blue and orange
graphs depict the source and target distributions X and Y . The Figure shows that a
linear interpolation creates two objects while the optimal mass transport shifts the object
existing in the first image and transports all the points to the goal function.

Figure 2.4 displays another optimal transport interpolation. This time the input
distributions are not simply shifted along the horizontal axis. As can be seen in the middle
three graphs the interpolation is not smooth even though both the input distributions
are smooth. As we will use the optimal plan to interpolate between smoothed spectra
representing vocal tract characteristics, we expect the result to be relatively smooth as
well. A smoothing filter could be used to fix this problem but we propose our own solution
in chapter 4.
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Figure 2.3: Optimal transport interpolation (top) and linear interpolation (bottom) be-
tween the blue and orange functions.

Figure 2.4: Optimal transport interpolation between two smooth functions.

15



Chapter 3

Deep learning

In this chapter we explore deep learning as an approach to the interpolation problem.
The approach is based on the idea of extracting unique speaker embeddings from an
audio file and being able to reconstruct a mel spectrogram from this embedding. If such
a model could be trained, a speaker embedding can be perturbed to produce new mel
spectrograms. These can then be converted to audio using the Griffin-Lim algorithm [19].

Artificial neural networks
Artificial neural networks (ANNs) are network like architectures that have the ability to
learn a function from experience and the early models were invented based on a a simple
model of how neurons in the brain work [35].

The simplest neural network, the one layer perceptron, shown in Figure 3.1, simply
computes a weighted linear combination of the input and then passes it through an
activation function a [35]. The output ŷ for this network becomes

ŷ = a(
4∑
k=1

wkxk)

where wk denotes weight k. Normally, a bias term b is also included [35].

Figure 3.1: One layer perceptron

The ANN’s function is to transform the input x to an output ŷ and its objective is to
tune its weights so that it can do it well; this process is referred to as training [35]. To do
this, the network has to be given a mathematical objective, a loss function L(ŷ), which
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measures how well a given forward pass is, compared to a target y [35]. The network
keeps track of all operations so that the gradient of L(ŷ) with respect to all weights is
known, making it possible to use an iterative optimization algorithm to reduce the loss
function, hence training the network [35].

For an in-depth description of deep learning architectures like convolutional and re-
current blocks, optimization algorithms and loss functions we refer to [35].

The promise of deep learning
In the past years, generative networks have been more deeply explored. For natural
language processing there are now famous models that can produce coherent articles from
just an input sentence [36]. One kind of model architecture known as Variational Auto
Encoders, or VAEs for short, are trained to compress(or encode) data into a latent space
and then regenerate the original sample. VAEs typically learn a Gaussian distribution in
the latent space, which can then be sampled from to generate new data samples [35].

This type of model has been used to generate remarkably real looking human faces
[13]. But what truly makes the idea of sampling from a latent space interesting is that this
research has shown that the latent space can support vector arithmetic and interpolation
[13]. On the author’s github page, they show how they can transform faces of men into
faces of women [13].

If we can create a model that encodes and decodes voices through a latent space, then
we can experiment with perturbing a specific individuals representation in the latent space
to modify their voice.

Deep learning generally requires large data sets, but we justified this approach since
the data we had was very simple as it was only the voicing of one vowel.

3.1 Previous research in speech generation
In 2017, a Google research team presented a text-to-speech(TTS) model called Tacotron2.
The system consists of two parts: a synthesizer and a vocoder. The synthesizer is trained
on a data set of speech from a specific person, and tries to predict a mel spectrogram from
a string of text. A vocoder is trained to produce a waveform from these mel spectrograms
and is trained on a single person [26].

In 2018, this model was extended to include a speaker encoder, making it possible
to generate speech from different target voices. The extension is simple enough: the
aforementioned synthesizer now takes a second input in the form of a speaker embedding.
This model is known as SV2TTS [27].

The speaker embeddings are produced by an encoder. The encoder is trained sepa-
rately to compress utterances into a latent space using a loss function invented for speaker
verification, known as Generalised End-to-End Loss (GE2E) [37]. The loss function forms
a cosine similarity matrix, where it tries to group utterances of the same person and sep-
arate them from the utterances of the closest person [37].

What especially caught our eye in the paper was the fact that after a non-linear dimen-
sion reduction to two dimension using UMAP the male and female speaker embeddings
were linearly separated. And since the embeddings contained enough information to gen-
erate any text from a voice, it seemed plausible to perform interpolation in the latent
space.

In his master’s thesis, Corentin presented a pretrained, open source version of this
system with some slight modifications to make it computationally lighter [38]. Since we
had limited access to data and computation resources, we decided to investigate if we
could use the pretrained encoder from his open source system.
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3.2 SV2TTS
This section describes the open source version of the SV2TTS model in short since its
architecture provided a start for our own model. SV2TTS consists of three different parts,
all trained separately:

1. Speaker encoder

2. Synthesizer

3. Vocoder

3.2.1 Speaker encoder
The role of the speaker encoder is to capture a meaningful representation of an individuals
voice; to do this it takes a mel spectrogram as input and outputs a 256 dimensional vector
[27]. The architecture is simple: the mel spectrogram is fed into a three layer LSTM block,
after which the last hidden layer is projected onto the 256 dimensional vector [38]. This
is shown in Figure 3.2.

Figure 3.2: Speaker encoder architecture in SV2TTS

The three LSTM layers all contain 256 hidden nodes each and the fully connected
layer has a ReLU activation function [38]:

ReLU(x) =
{
x if x ≥ 0
0 if x < 0

Due to the threshholding of the ReLU, the embeddings are sparsely activated [38].
This output is then L2 normalized [38].

The inputs are 40 channel mel spectrograms computed on 16kHz audio files [38]. The
window size and step length for the spectrogram estimation are 25 and 10 ms respectively
and the number of FFT points is 2048 [38]. The open source version of the encoder was
trained 1.56M steps (20 days with a single GPU) with a batch size of 64 [38].

Generalized End-to-End loss
This is short presentation of the loss function used in the encoder, as originally presented
in the paper Generalized End-to-End loss for Speaker Verification, 2016, by Wan et al
[28]. It was originally developed for speaker verification tasks but was later incorporated
in the encoder of SV2TTS.

During training, the encoder takes M utterances from N different speakers and pro-
duces embeddings eij , 1 ≤ i ≤ N, 1 ≤ j ≤ M , and for each speaker i a centroid can be
computed as [28]

18



ci = 1
M

M∑
j=1

eij (3.1)

.
To compare distances in the latent space, a scaled cosine similarity is used to define

the similarity matrix S(see equation (3.2)) which compares each embedding eij with each
centroid ck [28]. The weight w and bias b in this equation are both trainable parameters
[28].

Sij,k = w · cos(eij ,ck) + b, w > 0 (3.2)

The authors of [28] propose defining the loss for one embedding by penalizing the
distance to its own centroid, and rewarding the distance to the closest other centroid.
When minimizing this loss, it should result in a force that pulls it close to its own centroid
while pushing it away from the closest other centroid [28]. It is formulated as

L(eij) = 1− σ(Sij,j) + max
1≤k≤N
k 6=i

σ(Sij,k) (3.3)

where σ denotes the sigmoid function, σ(y) = 1
1+e−y .

In [28] the authors note that removing eij in the computation of ci gives desirable
effects during training and therefore reformulated the similarity matrix as

Sij,k =
{
w · cos(eij ,c(−j)

i ) + b, if k = j

w · cos(eij ,ck) + b, otherwise
(3.4)

where c(−j)
i are defined as

c
(−j)
i = 1

M − 1

M∑
m=1
m 6=j

eim

The loss over the entire training batch x is the sum of the individual losses, i.e.,[28]

LGE2E(x) =
N∑
i=1

M∑
j=1

L(eij). (3.5)

3.2.2 Synthesizer
The SV2TTS synthesizer takes as input a string of text and a speaker embedding and
produces a log-mel spectrogram [27]. A log-mel spectrogram simply refers to a mel spec-
trogram where the amplitude is compressed by some logarithmic function. A graph
showing the flow of information is displayed in Figure 3.3.

The first three blocks(shown in blue) are used for text encoding [38]. They output a
sequence of features that is then concatenated with the speaker embeddings before going
into an attention block [38].

The blocks shown in the upper part of the figure(coloured orange) form the decoder,
and produce the actual mel spectrogram. It predicts a coarse frame of the mel spectrogram
at a time, and uses the prediction as feedback for the next frame prediction [27]. To aid
the prediction, a convolutional post-net adds finer details to the predicted frame [27]. We
refer to the entire coarse spectrogram as ỹ and the entire output spectrogram as ŷ.

The attention block(shown in gray) is what connects the encoder and decoder of the
synthesizer. It is a mechanism that learns relationships between the events in time in the
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input sequence and output sequence [38]. Without an attention mechanism, the decoder
would only see the encoded feature vector at each time step.

To allow for dynamic duration of generated speech, the authors of [27] include a
prediction of a stop token which is used at inference to determine if it is time to stop
predicting spectrogram frames. This will not be used in our model.

Figure 3.3: SV2TTS synthesizer and vocoder architecture. Vocoder highlighted in red.
Image taken from original Tacotron2 paper with author’s consent.

As loss function for the synthesizer the authors of [27] propose the sum of the mean
square error(MSE) of the predicted spectrogram before (ỹ) and after the postnet (ŷ):

LMSE = MSE(ỹ,y) + MSE(ŷ,y)

where

MSE(ŷ,y) = 1
n

n∑
k=1

(ŷk − yk)2.

3.2.3 Vocoder
SV2TTS uses an existing neural vocoder architecture known as WaveNet which synthe-
sizes a waveform from a mel spectrogram [39]. An alternative is to use the iterative
Griffin-Lim (GL) algorithm, which estimates the time domain signal using only the spec-
trogram, without needing any training [19]. Wavenet has the advantage of producing
better quality audio, but needs to be specifically trained for outputs from a given synthe-
sizer [39]. We found that GL produced results sufficient to determine if the spectrogram
corresponded to a voice. Comparing 16kHz audio and audio generated from its mel spec-
trogram using GL, we found no perceptible loss of quality when using more than 200 mel
channels.

3.3 Experiments
For detailed information on the model architectures we refer to our git repository at
https://bitbucket.org/Hitmonlundgren/tacotron3.
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3.3.1 Preprocessing
Since pretrained encoder was trained on 40 channel mel spectrograms from audio sampled
at 16 kHz, we down-sampled all of our audio files to 16kHz. The files were also trimmed
so that they were five seconds long in such a way that there were no silent periods at the
beginning or end.

In the synthesizer part of the SV2TTS network, the authors use log dynamic com-
pression to limit the amplitude range, likely to make the weight optimization easier [27].
Equation (3.6) shows how this is performed, where γ is a tunable parameter. Since the
authors of the original paper did not reveal their choice of gamma we investigated the
effect on a few mel spectrograms. The results are shown in Figure 3.4, with γ chosen as
10,100,1000 and 10000 respectively.

ycompressed = ln(1 + γ ∗ y) (3.6)

Figure 3.4: Log dynamic compression of mel spectrograms using four different values of γ

Immediately clear is that a higher value of γ amplifies noise, whereas a lower value
attenuates both noise and other information. The horizontal lines in the mel spectrograms
are the overtones of the voice, and thus carry important information about the tone of
the voice. Therefore it should be easy for the network to realize their importance; they
should be visible in the images.

To choose a good value of γ we want to balance compression against noise amplifi-
cation. We ruled out both γ = 10 and γ = 10000 due to the first not compressing the
dynamic range enough, and the latter too much. In the end, γ = 1000 was chosen, af-
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ter training some easier models revealed this choice to yield lower validation losses after
compensating for the compression.

3.3.2 Modifying SV2TTS decoder
Starting from the SV2TTS synthesizer described in section 3.2.2, we clearly needed to
modify the blocks that were meant to decode text since our objective was to create a
model that could reconstruct a log-mel spectrogram.

Although a deep learning model theoretically can learn any abstraction, in practise it
is important to exploit the structure of the data to obtain good results [35]. ANNs used
for image related tasks use convolutional layers, since neighbouring pixels in an image
have a close spacial dependency [35]. In sequence models, recurrent layers like the LSTM
and GRU architectures are used since the parsed data has dependency in time [35].

Mel spectrograms are a two dimensional representation of a waveform, frequency vs
time. They can thus be seen as either a gray scale image or a multidimensional sequence.
Although there is previous work with spectrograms where convolutional networks are used
(see [40]), the axes in a spectrogram do not carry the same spatial relationship as in a
normal image. Another disadvantageous fact is that frequencies far from each other can be
related. Take for example the relationship between the fundamental frequency of a voice
and its overtones; a convolutional architecture would have a hard time understanding the
relationship between the frequency 440 Hz and and its third overtone at 1760 Hz.

It is therefore more intuitive with a recurrent architecture, as it should should look at
each frequency channel developing in time. The voices in our data have approximately
constant pitch and seem stationary to some degree, but in reality there is always some
degree of both jitter (pitch variation) and shimmer (amplitude variation). These varia-
tions are important to capture for the network to reconstruct the mel spectrogram. We
exploit the already existing architecture of SV2TTS by removing the text parser with an
LSTM block to detect time variations.

To choose the number of features for this LSTM block we have to be cautious: the
idea is to use the final model and perturb the speaker embeddings to generate new voices.
Thus we do not want the introduced LSTM block to capture any speaker identity, only
jitter and shimmer. We restrict the features and decide on five hidden features. The
model thus extracts a few time features over the length of the mel spectrogram, and then
concatenates the speaker embedding to each of these, making the input to the decoder.
This is shown in Figure 3.5.

The synthesizer is left unmodified, apart from removing the stop token prediction as
we have data of fixed length. We also try training on mel spectrograms with 80, 256 and
512 channels to see if the frequency resolution was of any importance for the training. For
the actual implementation, we use an open source version of the Tacotron2 synthesizer
implemented in Pytorch by NVIDIA, and modify it accordingly [41].

Training is done both with the originally proposed MSE loss

LMSE = MSE(ỹ,y) + MSE(ŷ,y)

and with Huber loss which is less sensitive to outliers [42].

LHuber = Huber(ỹ,y) + Huber(ŷ,y)

The Huber loss is a scaled MSE for small errors, and a scaled L1 loss for larger errors
and is defined as [42]:
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Huber(ŷ,y) = 1
n

n∑
i=1

hi

hi =
{

0.5(ŷi − yi)2, if |ŷi − yi| < 1
0.5|ŷi − yi|, otherwise

.

Figure 3.5: Modified encoder architecture

Figure 3.6: Modified decoder architecture

3.3.3 Exploring pretrained embeddings
We retrieved embeddings for the entire data set in order to explore the potential of the
latent space, and we use principal component analysis (PCA) to reduce the dimensionality
of the embeddings [43]. A two dimensional PCA projection of the speaker embeddings
retrieved using the pretrained encoder are shown in Figure 3.7. We see that there is some
separation between males and females, but it is far from total.

To verify how well they were separated in the full 256 dimensional space we fitted a
simple perceptron classifier with a linear activation function, which could separate the
points completely.

As mentioned before, the ReLU function in the encoder leads to sparsely activated
embeddings. When investigating the embeddings, we find that in many cases, as few as
80 out of 256 dimensions are activated. This is likely due to many features that exist in
general speech does not exist in our data of voiced vowels. Because of this, we also try
training our model with embeddings reduced to 64 dimensions using PCA.

3.3.4 Gaussian speaker embeddings
The pretrained encoder was trained on a data set consisting of general speech, unlike ours
consisting of one voiced vowel only. We therefore investigate training our own embeddings.
Because of how small our data set is, we rule out using the same independent encoder
structure as the pretrained encoder, due to how the GE2E loss is implemented. For GE2E
loss to be efficient, it is of importance that each batch contains many speakers N to push
speaker centroids from each other [28].

Instead we opt for an architecture that uses an LSTM block and then learns a Gaussian
distribution by sampling the speaker embedding from it. This architecture is shown in
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Figure 3.7: Pretrained encoder embeddings of male(red) and female(blue) voices projected
onto 2D with PCA.

Figure (3.8). The mel spectrogram passes through a three layer LSTM and then the
last hidden state is projected onto a mean and a standard deviation, from which the
embedding is then sampled. This is a common strategy in VAEs [35].

This encoder is trained together with the synthesizer described in section 3.3.2. The
embeddings after training for 1000 epochs are shown in Figure 3.9. They are well sepa-
rated even in the two dimensional plane. They also have less in group variance compared
to the pretrained embeddings, something we think could be problematic when performing
an interpolation if the model does not understand the space in between these groups.

Training
All models train for a maximum of 1000 epochs using the ADAM optimizer. The data
set was split into training and validation at a 85:15 ratio. The Griffin-Lim algorithm is
then used to evaluate if the predicted mel spectrograms on the validation set sound like
voices.

3.4 Results
We only present the results from the two best models:

• Tacotron3 : Non-reduced pretrained embeddings - 256 mel channels - MSE loss

• Gausstron: 64 dimensional Gaussian embeddings - 256 mel channels - MSE loss

The models that trained on the pretrained embeddings reduced to 64 dimensions did
not show any improvement in validation scores compared to the full 256 dimensional
embeddings.

In regards to the number of mel channels in the input spectrograms, the models trained
with 80 and 256 have no significant difference in MSE on the predictions, while 512 mel
channels. We thus opted for only training with 256 since the Griffin Lim algorithm output
benefits from a higher resolution spectrum.

In Figure 3.10a we see a predicted mel spectrogram from the validation set and in
Figure 3.10b the real spectrogram by the Tacotron3 model. The output from Gausstron
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Figure 3.8: Chart over our modified speaker embedding which samples from a Gaussian
distribution in the latent space.

are shown in Figure 3.11. Both model outputs show some understanding of the spectro-
gram structure. After generating waveforms from these spectrograms, they sometimes
resemble the original voices, but were induced with a lot of noise and sometimes strange
artifacts. The predictions are not robust and interpolation only yields noisy audio which
does not sound human.

The predicted mel spectrograms on the validation set show that the network has learnt
some structure. It seems to understand the general harmonic structure by looking at the
images. Unfortunately, it seems to introduce frequency content in between the harmonics,
making the evaluated audio extremely noisy. The models had stagnated in training and
no experiment with hyper parameters and/or choice of loss function could improve it
significantly.

The models do not generalize well enough to reconstruct validation or test data.
Because of this, interpolation in the latent space is meaningless due to the over-fitting in
the system. We conclude that the data set is too small to spend more time investigating
this approach, but believe that it can be revived at a later point in time.
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Figure 3.9: Gaussian encoder embeddings of male(red) and female(blue) voices projected
onto 2D with PCA

(a) Predicted mel spectrogram

(b) True mel spectrogram

Figure 3.10: Tacotron3 output on validation data
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(a) Predicted mel spectrogram

(b) True mel spectrogram

Figure 3.11: Gausstron output on validation data
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Chapter 4

Source-filter models

In this chapter a method for voice morphing is investigated which uses the linear pre-
dictive modeling described in the mathematical background. As previously mentioned,
the method consists of modeling the linear predictive filters on short time frames in or-
der to capture the vocal tract acoustics. These filters are altered in order to change the
characteristics towards a target voice and the residual signal is altered to change the fun-
damental frequency. In the next section the estimation techniques used to model the filter
are discussed. Subsequently, methods for altering the filters are presented. Following this
the pitch shifting work is presented and finally we describe how the methods fit together
as parts in a voice morphing pipeline.

4.1 Estimating a linear predictive filter
In time series analysis the input signal is assumed to be generated from independent and
identically distributed (iid) Gaussian noise. Assuming that the true model order is known
there are several ways of estimating the filter coefficients with slightly different constraints.
Examples of these are the autocorrelation method and the covariance method [14]. The
aforementioned methods have been widely used in speech communications modelling and
transmission even though the excitation of voiced speech is more accurately described
as a semi periodic impulse train with some added noise [44]. In this section, we present
methods for estimating a smoothed spectrum and estimating a digital filter from it.

4.1.1 Periodogram and smoothed spectrum estimates
The periodogram autocorrelation estimate of the LP filter is found by first calculating
the windowed periodogram P (w) = 1

M ((F [y(n)W (n)](ω))2, where M is the number of
samples in the frame. We use a Hanning window, W (n), as a compromise between
large and small scale feature resolution. Subsequently the periodogram autocorrelation
estimate r∗(τ) can be calculated as [15]

r∗(τ) = F−1[P (ω)]. (4.1)

The filter coefficients {ak}Nk=1 can then be estimated by solving the Yule-Walker equations,
corresponding to r(τ) of order N [16].

A drawback of the periodogram estimated LPC coefficients is that it is difficult to
select a good model order. Parts of the glottal excitation will be modeled by the filter if
the order is set too high [45]. In contrast, we have found that if the model order is set too
low the filter will be unable to capture all the vocal tract information resulting in a poor
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separation of glottal excitation and filter. A previously used method for mitigating the
problem of selecting the LPC order is to estimate the autocorrelation based on a smoothed
spectrum [45]. This smoothed spectrum ideally corresponds to the vocal tract acoustics.
Given an smoothed spectral magnitude, Ŝ, the filter coefficients can be estimated by first
calculating the autocorrelation sequence corresponding to the smoothed spectrum as [45]

r̂(τ) = F−1[Ŝ(w)2]
M

. (4.2)

The filter coefficients can then be found using the Levinson-Durbin recursion. Since Ŝ
ideally contains less glottal source information than P (ω) the Levinson-Durbin recursion
can be solved for a high order filter without overfitting the filter [45]. We will call this
way of estimating autocorrelation and LP coefficient the smoothed spectrum estimation.

The periodogram and smoothed spectrum estimates of LP coefficients are based on
the assumption that the smoothed spectrum represents the acoustics of the vocal tract.
In reality it may be harder to separate the spectrum generated from the glottal pulses
and the amplification due to the vocal tract. The vocal tract acoustics have positive
spectral slope and that the resulting negative slope is due the fact that the harmonics
of the glottal pulses have an even steeper negative slope [8]. This discrepancy may
cause the filters estimated from smoothed spectra to be a poor representation of the
vocal tract acoustics. This can be seen in appendix B where some periodograms and
smoothed spectra are shown. Globally the spectra all have negative spectral slope, with
most of the power situated at low frequencies. Nonetheless, three techniques for obtaining
smoothed spectra are presented below and the results are evaluated. The techniques work
by estimating a smoothed log-spectrum which means the result has to be exponentiated
before generating a corresponding filter.

4.1.2 Quefrency smoothing
Quefrency analysis can be used to estimate the smooth magnitude response of the vocal
tract by modelling the periodicities in the log magnitude spectrum of a signal. The anal-
ysis is performed on the real cepstrum which is the time lag representation corresponding
to the log magnitude spectrum [7]. Given a signal, s(n), a smooth spectral shape can be
calculated by first calculating the log magnitude spectrum

L(w) = ln |(F [s(n)]|. (4.3)

Subsequently the real cepstrum is calculated as [46, 17]

c(n) = Re(F−1[L(w)]). (4.4)

The smooth spectral shape can then be estimated as

Ŝ = Re(F [c(n)W (n)]) (4.5)

where W (n) is a window function referred to as the liftering function [46]. Often, W (n),
is set to a rectangular window centered at zero [7]. A multiplication in the time domain
corresponds to a convolution in the frequency domain and the Fourier transform of a
rectangular window is a sinc function [8]. This means that the rectangular liftering
corresponds to filtering the log spectral magnitude with a sinc function.

An example of a cepstrum for a voiced speech segment can be seen in Figure 4.1a.
We see that there is a lot of information in the low time lags and periodic peaks of higher
lags. The periodic peaks correspond to information about the excitation of the signal [47],
whereas the low lag values correspond to the overarching structure of the log-magnitude
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(a) Cepstrum (b) Rectangular lifter envelope

Figure 4.1: Cepstrum of a voiced speech signal (left) and log-magnitude spectrum of the DFT and the smoothed
spectrum extracted via a rectangular liftering of the same cepstrum (right).

spectrum [7]. Figure 4.1b displays the DFT of the same frame as 4.1a and the smooth
spectrum calculated using equation (4.5) with a rectangular window of length 39 centered
at zero. As we can see the low order lags capture a smoothed estimate of the DFT.

Figure 4.2: Spectral amplification of two filters. The blue is estimated from a smoothed
spectrum and the red from the periodogram.

Figure 4.2 shows the the amplification due to two LP filters of order 100. The blue
graph is the amplification corresponding to the smoothed spectrum in Figure 4.1b and
the red graph is the filter amplification corresponding to the periodogram. The filters are
estimated using equation (4.2). In the periodogram estimate we see spikes corresponding
to the harmonic peaks of the voice whereas the smoothed spectrum amplification is not
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as affected by the harmonic content of the signal.

4.1.3 True Envelope

Figure 4.3: Envelope estimated using the True Envelope algorithm and Log-amplitude
spectrum (DFT)

The spectral envelope is a smooth function tangent to the peaks in the spectrum and
can be used to estimate a filter [48, 45]. The True Envelope estimation is a quefrency
analysis method for estimating the spectral envelope [45]. The method is based on iter-
atively re-estimating the envelope in order to achieve a more accurate description of the
vocal tract acoustics [45]. The estimated envelope is then used to compute an all pole
filter from the biased auto correlation estimate [45].

The re-estimation is performed by first calculating the cepstrum and using a rect-
angular window in order to generate the smoothed spectral envelope of the signal [45].
The algorithm for generating the True Envelope estimate is described in Algorithm 2.
When using the algorithm the lifter window was chosen as a rectangular window of order
10− 40. The tolerance was chosen to correspond to 2 db as suggested by the authors of
the algorithm [45].

Figure 4.3 shows the result of a True Envelope estimate. As can be seen the resulting
smooth spectrum from this technique follows the peaks of the Log-spectrum. This is in
contrast to the rectangular lifter smoothing where the signal lies in the middle of the
peaks.

To show the difference, Figure 4.4 displays the magnitude response of three different
filters: a low order LPC, a high order LPC and high order filter from the True Envelope
estimated filter.
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Algorithm 2 True Envelope estimation
Input Signal: y, Lifter window: W , tolerance: tol
Output True Envelope estimate: S

1: A0 ← ln(|F (y)|) . Compute the log-amplitude
2: a0 ← Re(F−1(A0)) . Compute the cepstrum
3: v0 ←Wa0 . Perform the liftering
4: V0 ← Re(F (v)) . Compute the envelope
5: while d > tol do
6: Ai ← max(Ai−1,Vi−1) . Iterate modified log amplitude
7: ai ← Re(F−1(Ai)) . Compute new cepstrum
8: vi ←Wai . Perform the liftering
9: Vi ← Re(F (vi)) . Compute new envelope

10: d← max(A0 − Vi) . Compare envelope to log amplitude
11: end while
12: S ← exp(Vi)

Figure 4.4: Magnitude response for three LPC polynomials: two using the periodogram
estimate of the LPC, and the third by first estimating the spectral envelope using the True
Envelope algorithm
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4.1.4 CheapTrick envelope
In [47] the authors suggest using a pitch varying lifter function W (n) = sin(πf0n)

f0n
in order

to smooth a log-spectrum. The lifter function cancels the harmonic information of the
signal by aligning the zeros of the lifter function with the periodic peaks in the cepstrum.
This liftering also corresponds to filtering the log magnitude spectrum with a rectangular
window since the Fourier transform of a sinc function is a rectangular window.

(a) Cepstrum and CheapTrick lifter. (b) DFT and CheapTrick smoothed spectrum

Figure 4.5: CheapTrick smoothing of spectrum.

Figure 4.5a displays the previously shown cepstrum, and the CheapTrick lifter func-
tion. As can be seen in the figure the periodic high lag peaks coincide with the zeros of
the lifter function. In Figure 4.5b the resulting smoothed spectrum is graphed together
with the periodogram of the signal. Although more jagged than the rectangular lifter
smoothing the CheapTrick smoothed spectrum seems to capture the overall shape of the
log magnitude spectrum while containing little information about the harmonics.

4.2 Interpolating Filters
In this section we will present methods for interpolating the linear predictive filter. As we
have previously stated we believe that a good interpolation of voices consists of smoothly
moving the peaks and troughs of the smooth spectrum in frequency from the source to
the goal spectrum. This corresponds to moving the poles of the filter polynomial A(z) in
some smooth way starting with one filter and ending up in the other. Previous methods
have been proposed for interpolating directly in the poles of the filter. The interpolation
is then produced by moving the poles continuously between the representations [49].
However, this requires finding an assignment of the poles which requires a large amount
of computations and moving a pole affects the power spectral density across all frequencies
which means that it is difficult to choose the path the poles are to take in the interpolation.
With this in mind we chose to work with simpler methods for interpolating the filters. A
description of the four methods of filter interpolation are described below.
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Figure 4.6: Series of connected tubes corresponding to an autoregressive filter.

4.2.1 Interpolating in reflection coefficients
The first method of interpolating between autoregressive filters draws inspiration from
a physical interpretation of the LPC filter. Specifically the fact that the autoregressive
process is equivalent to passing the excitation signal through a series of joined, reflecting,
cylindrical tubes of equal length and varying radius. Figure 4.6 shows a series of tubes
corresponding to an autoregressive filter. In the speech production model the tubes can
be thought of as an approximation of the vocal tract even though the throat is neither
lossless nor does it visually resemble a series of tubes [50].

The amount of energy reflected at each joint in the system of tubes is related to the
relative areas of the tubes at the joint. The proportion of reflected energy is quantified
by the reflection coefficients [7]. The coefficients are an alternate representation of the
LPC filter in the sense that each linear predictive filter is equivalent to a set of reflec-
tion coefficients. Further, sets of reflection coefficients in the box (−1,1)n correspond to
stable AR filters, where n is the order of the filter [7]. This means that a straight line
interpolation of reflection coefficients will also correspond to a stable filter.

The reflection coefficient km can be calculated from the filter coefficients by first setting
bn,i = ai and then iteratively solving

bn−1,m = bn,m − knbn,n−m
1− k2

n

km = bm,m, for m = 1,2,...,n− 1
(4.6)

The relationship can also be used in reverse in order to compute the filter coefficients
given only the reflection coefficients [7].

Reflection coefficient interpolation has previously been used to interpolate between
the spectral contents of sound signals [51]. An interpolated filter, Aτ (z), in between two
filters with interpolation coefficient, τ , is generated by the following procedure:

• The reflection coefficients of the source and target filter ~ks, ~kt are calculated using
relation (4.6).

• A new set of reflection coefficients is generated using ~kτ = (1− τ)~ks + τ~kt.
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• The interpolated filter is found by solving equation (4.6) backwards using the ~kτ .

4.2.2 Interpolation in tube area
The second interpolation we test is also based on the joint tube representation of the
autoregressive process, but this time the areas of the tubes are used as a representation.
The relation between the tube areas, Ti, and the reflection coefficients, ki, is [50]

Ti = Ti−1
ki − 1
ki + 1 . (4.7)

The highest order area has to be specified and is set to one. This tube area representation
of LPC filters has previously been used in order to perform interpolations between filters
[52]. The interpolation for a given interpolation coefficient, τ , is produced by the following
steps

• The source and target filters, As(z), At(z), are converted to reflection coefficients
and subsequently to tube area vectors, ~T s, ~T t, using (4.7).

• A morphed tube area vector is created as ~T τ = (1− τ)~T s + τ ~T t.

• The synthesised tube vector is subsequently converted to reflection coefficients and
finally these are converted to filter coefficients.

4.2.3 Line spectral frequency interpolation
Another representation of the filter polynomial A(z) is the line spectral pairs. In [7] the
line spectral pairs are defined as the polynomials P (z), Q(z) that satisfy

P (z) = A(z)− z−(n+1)A(z−1) (4.8)
Q(z) = A(z) + z−(n+1)A(z−1). (4.9)

The LPC polynomial can then be written as the mean of the two polynomials

A(z) = P (z) +Q(z)
2 . (4.10)

The poles of the line spectral pairs have roots on the unit circle implying that the
pairs are fully described by the angles of their roots [7]. The set of angles are called the
line spectral frequencies or LSFs. The LFSs have previously been used to perform voice
conversions [53]. The line spectral frequencies of stable polynomials have the property that
if the LSFs are sorted according to the angle then the poles alternate in originating from
P (z) and Q(z) and the first angle always corresponds to a root of P (z) [53]. This structure
implies that a straight line interpolation of two sets of LSFs from stable filters will also
correspond to a stable filter [53]. Closely spaced line spectral frequencies corresponds to
a filter A(z) which has a small bandwidth and large amplification at the corresponding
frequency [53].

In practice the roots of the polynomials P (z),Q(z) are estimated, and the angles
extracted yielding an approximation of the line spectral frequencies. The LSF interpola-
tions, with interpolation coefficient τ can then be generated by linearly interpolating the
ordered line spectral frequencies of the source and target filters, ~θs, ~θt that is,

~θτ = (1− τ)~θs + τ~θt. (4.11)
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The interpolated frequencies can then be converted back to the line spectral pairs by

P (z) = (1− z−1)Πk∈E(1− 2z−1 cos θτk + z−2)
Q(z) = (1 + z−1)Πk∈O(1− 2z−1 cos θτk + z−2)

(4.12)

where E is the set of even positive integers ≤ n and O is the set of odd positive integers
≤ n [53]. The interpolated filter is finally calculated using equation (4.10).

4.2.4 Optimal mass transport filter interpolation
We finally propose our own method for interpolating the vocal tract acoustics using the
optimal mass transport formulation from section 2.4. Since the interpolation described in
equation (2.10) often produces a non-smooth distribution we decided to construct a new
way of interpolating, this time interpolating both in frequency and in amplitude according
to the optimal mass transport assignment. This approach alone misses some of the query
points in a discrete setting which motivates using weights to create an interpolation which
is defined on all the query points. After normalizing the smoothed spectra to sum to one
the optimal transport plan, π is calculated as explained in algorithm 1. For a source
and target smooth spectrum, Ŝs, Ŝt, an interpolated smoothed spectrum Ŝτ (z) with
interpolation coefficient τ is generated. For each query point, z, let

J(τ,z) = {x,y|π(x,y) 6= 0 and |(1− τ)x+ τyc − z| < 1} (4.13)

which is the set of all points within unit distance to z after linearly interpolating the points
according to the optimal mass transport assignment. For each element x,y ∈ J(τ,z) let
the weight

w(x,y) = 1− |(1− τ)x+ τy − z|

and
W (τ,z) =

∑
x,y∈J(τ,z)

w(x,y).

The proposed interpolation is then calculated as

Ŝτ (z) =
∑

x,y∈J(τ,z)

w(x,y)((1− τ)Ŝs(x) + τ Ŝt(y))
W (τ,z) . (4.14)

The Matlab code is seen in appendix A for further details on the implementation. In
Figure 4.7 we see a comparison between the original optimal mass transport interpola-
tion and the proposed interpolation. For the given distributions the new interpolation
produces smooth results where the original method fails. As of yet we have no proof
that smooth input distributions always result in smooth results. But after trying some
different inputs we have not seen any distribution where the proposed method fails.

The new method no longer conserves mass and the interpolated smoothed spectrum
is normalized to sum to one. The resulting interpolation is then multiplied by a linear
interpolation of the energies in the source and target spectra. A corresponding LPC
filter was then generated by using the periodogram method described in section 4.1.1.
We would also like to point out that the interpolation may work with other methods of
reassignment than optimal mass transport. For example it may be used with dynamic
frequency warping.
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Figure 4.7: Proposed interpolation (top) and Optimal mass transport interpolation (bot-
tom).

4.3 Pitch correction
In order to change the fundamental frequency of the voices we implement a method called
resampled pitch synchronous overlap add (re-PSOLA). As the name suggest re-PSOLA
is largely based on the original PSOLA. In the original PSOLA the duration and location
of each period in the voice is found by estimating each period in the signal [54]. Some of
the periods are then deleted or repeated and are overlap added into a synthesised signal
at a new frequency [55]. The result is a signal with a new fundamental frequency of the
same number of samples as the original signal [55].

4.3.1 Period picking
In order to track the pitch of the signal we use the autocorrelation method on short time
frames [56]. The signals are divided into 40 ms frames. For each of the k frames the
period of the fundamental frequency is estimated by finding the lag, T , maximizing the
periodogram estimate of the autocorrelation function r∗k(T ), for lags, T in the range corre-
sponding to a frequency between 100−300 Hz, encompassing the fundamental frequencies
of most human speech and singing, i.e [56]

T ∗k =argmax
T

r∗k(T )

such that T ∈ [Tmin,Tmax].
(4.15)
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For a periodic signal the autocorrelation estimate is periodic [56]. We find that this
results in the autocorrelation estimate often finding multiples of the fundamental period.
In order to combat this a re-estimation is performed. The median period, T̃ , over all
the frames is calculated. The period in each frame is then re-estimated using the same
autocorrelation maximization step but this time only optimizing over lags with small
deviation from the median, Tmin = (1− ε)T̃ to Tmax = (1 + ε)T̃ . A subjective evaluation
of the results suggests that ε = 0.05 give the best results. Such a small epsilon, however,
means that the method only works for signals with very small variation in fundamental
frequency.

The maximal points in each period is estimated by first finding the maximum value of
the signal in the first T samples. The peaks, j∗i , in the signal, s(n), are found iteratively
by

j∗i =argmax
j

s(j∗i−1 + j)

such that j ∈ [(1− ε)T ∗k ,(1 + ε)T ∗k ]
(4.16)

where Tk is the estimated period in the frame corresponding to the sample j∗i−1.

4.3.2 Resampled PSOLA
The PSOLA works well provided that the desired pitch changes are small [55]. In our
data set we find that some of the male voices had a fundamental frequency half that
of some females. We therefore think it is important that our pitch shifting method can
accommodate such changes and extend the PSOLA to the re-PSOLA algorithm. As
previously stated the idea of the algorithm is to allow for large pitch shifts by resampling
each pitch synchronous frame before overlap adding the result into the synthesised signal.
This is done by choosing the length of the resampling such that there is always a 50%
overlap between successive frames.

For the resampling we tested three methods

• Linear interpolation

• Linear interpolation with filtering to avoid aliasing

• Fast Fourier transform resampling method [57]

These were compared by listening to a few signals generated using the different methods
of resampling. We perceived that the linear interpolation with filtering produced the most
natural sounding voices.

The re-PSOLA produces voices which are rescaled equally in pitch and overarching
shape of the spectrum resulting in voices which sounds like cartoon chipmunks or giants.
The chipmunk or giant effect can also be achieved by simply resampling the signal or
playing the signal at a different sampling frequency [58]. However, the re-PSOLA keeps
the duration of the signal constant and keeps the sampling frequency constant. Keeping
the signal duration constant was not essential for investigating interpolations of stationary
voices and a simpler pitch shifting algorithm may have been used. Although for more
general speech conversion systems the duration of each syllable is important to conserve.
The constant sampling rate is essential for this method since the magnitude response of
a filter is relative to the sampling frequency. Another advantage of the re-PSOLA is that
it may be extended to time varying pitch changes on very short time frames the uses of
which will be discussed in later sections.
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4.3.3 Voice interpolation pipeline
The source filter voice conversion method is constructed by combining the previously
suggested linear predictive models, in order to change the vocal tract characteristics,
with the re-PSOLA, in order to change the pitch of the residual signal.

• First, the pitch markers of a source and target voice are extracted.

• The vocal tract characteristics are then modeled by extracting a frame of set length
centered at each of the period peaks and, for a specified order, modeling an LP filter
using one of the methods presented in section 4.1. The modeling is performed for
both the signals and results in a collection of autoregressive filters for each speaker.
The sets generally contain a different number of elements since the voices contain
a different number of period peaks.

• Filters in the target signal are deleted or repeated until there are the same number
of source and target filters. A set of interpolated filters is then created for each pair
of source-target filters using one of the methods described in section 4.2.

• The median pitch, f̃s0, f̃ t0, of the source and target is calculated using the period
markers and the interpolation pitch ratio was set to

rτ = (1− τ)f̃s0 + τ f̃ t0
f̃s0

. (4.17)

New period peaks are then calculated such that the new signal has the instantaneous
fundamental frequency rτfs0 .

• In contrast to the re-PSOLA, each frame is inverse filtered with the corresponding
source filter before being resampled, ideally removing the vocal tract characteristics.
The corresponding interpolated filter is then applied to the resampled residual, with
the aim of introducing interpolated vocal tract characteristics.

• The result is then overlap added to the synthetic signal at the corresponding pitch
marker.

The last two steps are repeated until a synthesized frame has been added to all of the
new pitch markers.

4.4 Linear predictive modeling evaluation
The methods for extracting smoothed spectra, Ŝ, discussed in section 4.1, were used to
estimate LPC filters for a short frame of voiced speech. Residuals of filters estimated using
the periodogram, rectangular liftering, True Envelope and CheapTrick method are seen
in Figure 4.8 and the log-amplitude spectra of the residuals are seen in Figure 4.9. The
periodogram estimated filter uses 12 linear prediction coefficients, the spectral smoothing
estimation models uses 50 linear prediction coefficients and a lifter order of 20 for the
rectangular lifter and True Envelope.

The features of the residuals vary between the voices being modeled but the residuals
shown here share some common characteristics with most other residuals we have looked
at. For example we see that to some degree all four residuals in Figure 4.8 have periodic
peaks. These are the peaks which ideally represent the glottal pulses in the biomechanical
model. The residuals are also noisy and may even contain some structure in between the
peaks. The structure in between the peaks suggest that none of the models fully separate
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Figure 4.8: Residuals of a signal using different filter estimation methods.

Figure 4.9: Log-amplitude spectra of a residual using different filter estimation methods.
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the glottal pulses from the vocal tract characteristics. We also think that the ratio of
peak to noise in the residuals is stronger than an ideal model would produce. The signals
do contain measurement noise and any voice is in part driven by noise but the level found
in the residual does not reflect what is heard in the voice.

The amplitude spectrum of the residual obtained from the True Envelope was often
flatter than the other spectra and the time domain residual had comparatively weak
peaks. The rectangular lifter and the CheapTrick method produced residuals similar to
each other but the structure in between the pulses often had slightly less amplitude in
the CheapTrick residual. This result is also seen in the figure.
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4.5 Filter interpolation evaluation
In Figure 4.10 each row corresponds to one of the interpolation methods proposed in
section 4.2 and each column is represents different interpolation coefficients. The figures
were generated by extracting the smoothed spectra of frames from a female speaker and a
male speaker. The frames were 40 ms long and the smoothed spectra are estimated from
order 12 LPC filters. All of the methods of filter interpolation seem to shift the acoustic
characteristics rather than fading in the new objects. Visually, there seems to be no major
differences between the log amplitude spectra of the interpolation methods. However, the
intermediate magnitudes are not identical. For example the highest frequency peak is
smoother in the optimal mass transport interpolations than any of the other methods.
We cannot visually exclude any of the interpolated filters as valid vocal tract acoustics
based solely on the magnitude response.

(a) Reflection coefficients (b) Area

(c) Line spectral frequency (d) Optimal mass transport

Figure 4.11: Poles of 64 interpolation filters using reflection coefficient, area interpolation, line spectral frequency
and optimal mass transport interpolation.

Figure 4.11 shows how the poles of the different interpolation methods between using
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the same source and target frames as in the previous image but with 64 interpolation
points. The poles of the source and target filters are marked as black circles. In these
figures the poles move continuously between the source and target poles on slightly dif-
ferent trajectories and speeds. We noted that in the reflection coefficient, area and LSF
interpolations increasing τ reduces the distance of each pole to the target of that pole
whereas this is not true for the optimal mass transport interpolation. It is at the time
not clear if this is true in general or if it has a major impact on the resulting sound of
the voice interpolations.

4.6 Subjective evaluation of the morphed voices
We performed a subjective evaluation of the voice conversion system, comparing different
combinations of methods and model orders. We found that the most natural sounding
interpolations were achieved when using the CheapTrick method for modelling, using the
line spectral frequency interpolation, and an LPC order of 50. We used a 100 ms window
for filter modeling. Long analysis window were found to reduce buzzing sound in the
resulting voice. However, for general speech with faster changes in spectral properties a
shorter analysis window needs to be used.

When using a morphing factor greater than around τ = 0.5 many of the generated
voices sounded unnatural, containing a buzzing sound and artifacts, and this problem
seemed to be worse for interpolations from a male source voice. Further, many of the male
to female morphs sounded nasal regardless of the nasality of the input voices. Sometimes
the nasality was so pronounced that the voices did not sound like humans. In general we
though the interpolations generated with a female source voice sounded like male voices
even for interpolation coefficients around τ = 0.5.

Morphs were also created using interpolation coefficient τ = 1 which corresponds
to changing the source filters to the target filters and pitch shifting to around the target
speaker fundamental frequency. Regardless of the source and target speakers these signals
were dominated by buzzing synthetic sounds. We can thus say that the final pipeline does
not accommodate a full conversion of a voice.

We also created some morphs using separate interpolation factors for the pitch and
formant shifting. The resulting voices revealed that most of the perceived voice change
came from the pitch shifting system. These results suggest that most of the information
about the speaker is not contained in the autoregressive filters but in the residual.
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Chapter 5

Survey evaluation

5.1 Method
In order to evaluate the source-filter pipeline, we create a survey where participants can
listen to audio samples and then rate how they perceive them. Voice-expert listeners are
not explicitly chosen as participants of the survey.

The survey contains 28 audio samples of voices. Out of these, 24 are modified and
four are unmodified (two male and two female). The 24 modified voices are constructed
from four male-female pairs, each pair interpolated with coefficients τ = 0.3, τ = 0.5
τ = 0.7. Each pair of voices are interpolated in both directions, i.e., using both the male
and female as source voice resulting in six voices per pair. The voices generated from the
same source will be referred to as interpolation triplets. To avoid any selection bias from
our part, we randomize the male-female pairs from our data set.

Before the actual survey, participants are presented with two voices, one female and
one male, and are told to see these as reference voices. In the survey, the unmodified
voices are placed at indices 6,12,18 and 24 to act as hidden anchors and as a way to
compare the synthetic and unmodified voices. The modified voices are placed at random.

For each audio sample, the participants are asked to rate how they perceived the voice
on an unnumbered scale with ten ticks from female to male, see Figure 5.1. They are also
asked if the voice sounds natural, i.e., if it sounds like a human voice.

Figure 5.1: Scale used in survey for expressing how the gender of a voice was perceived

For analysis, we divide the voices into eight classes:

• Female to male: τ = 0.3

• Female to male: τ = 0.5

• Female to male: τ = 0.7

• Male to female: τ = 0.3

• Male to female: τ = 0.5

• Male to female: τ = 0.7

• Unmodified female
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• Unmodified male

The analysis consists of computing histograms over class ratings, naturalness per class,
and how many interpolation triplets were rated in a consecutive order. The interpolation
triplets were assessed on both a global level and by individual survey responses. On
a global level, the mean rating for all audio samples are calculated and the analysis
script checks if they are ordered according to the interpolation order. It also counts the
percentage of individual survey respondents who order the triplets in consecutive order.

5.2 Results
In total, the survey got 61 replies. Although the gender perception scale looked unnum-
bered for the survey participants, it was numbered from 0(female)-9(male). Histograms
of the perceived gender rating for the unmodified classes are shown in Figure 5.2 and for
all modified classes are shown in Figure 5.3. As the interpolation constant increases, the
histograms show that the perceived gender is changed in the intended direction, although
the variance of the answers is high.

Looking at the histograms for the unmodified females and males, Figure 5.2, some
survey participants guessed completely opposite to the truth. This surprises us since the
unmodified voices, to us, represents typical male and female voices. Two participants had
for all four unmodified voices guessed on the wrong side of the scale. It is unclear if this
was due to technical difficulties or their actual perception. Keeping this in mind, there
are potential error sources in the results.

Figure 5.2: Histogram of perceived gender for the unmodified classes.
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Figure 5.3: Histograms of perceived gender for the six modified classes of audio samples.
τ denotes the interpolation constant.

Table 5.1 displays mean and standard deviation for all eight classes, and the percentage
of survey participants who found the voices in the classes sounding natural. Looking at
the mean ratings we can see that it correlates with the value of τ for both the female-to-
male(F2M) and male-to-female(M2F) classes, but the standard deviation is large, which
can be seen in the spread in the histograms as well. Note that the variation of the
unmodified classes is not lower.
Looking at the naturalness however, there is a large difference between the modified
classes and the unmodified ones.

The interpolation triplet results are shown in Table 5.2. The "Individuals" column
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Class τ µ Rated natural
F2M 0.3 5.2(σ = 2.1) 63%
F2M 0.5 5.8(σ = 2.2) 54%
F2M 0.7 6.6(σ = 2.0) 58%

M2F 0.3 6.5(σ = 1.9) 76%
M2F 0.5 5.4(σ = 2.0) 66%
M2F 0.7 4.3(σ = 1.8) 29%

Female - 1.2(σ = 1.9) 93%
Male - 7.3(σ = 2.2) 90%

Table 5.1: Survey results showing mean class rating µ (and standard deviation σ) as well
as percentage of answers that found them sounding natural. τ : interpolation coefficient

displays the proportion of participants who perceived the triplets to be in the intended
order. The global median and mean columns show if the median or mean where ordered
correctly for the triplet. Looking at the global ratings, there seems to be consensus
that the triplets reflect the desired effect of the interpolation for seven and six classes
respectively. However, at the individual level this is not seen to a similar extent, with a
maximum of 31% of correspondents ordering a triplet correctly.

A noteworthy relationship seen in the individual ratings of triplets is the ordering of
the male-female pairs. M2F 4 has the highest percentage out of the M2F transitions, while
F2M 4 has the lowest in F2M. This relationship is the same for all other pairs: ordering
from best-to-worst in M2F is mirrored in worst-to-best in F2M. This could suggest that
for some transitions, interpolating in one direction is easier than the other.

Triplet Individuals Global median Global mean
F2M 1 19.7 % Yes Yes
F2M 2 8.2 % Yes No
F2M 3 24.6 % Yes Yes
F2M 4 1.6 % No No

M2F 1 26.2 % Yes Yes
M2F 2 29.5 % Yes Yes
M2F 3 19.7 % Yes Yes
M2F 4 31.1 % Yes Yes

Table 5.2: Survey results for interpolation triplets for if they were rated in consecutive
order. Showing percentage of individual survey respondents and ordering by global median
and mean.
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Chapter 6

Discussion

In the following chapter we discuss results from the previous chapters. We also discuss
how they could be improved and suggest methods for future research.

Survey
The survey results indicate that the interpolation does change the perceived gender in the
direction of the interpolation. They also clearly show that the voices sound less natural
than an unmodified voice.

Comparing the transitions F2M and M2F, the results show that the interpolation
coefficient affects the voices differently. The mean rating of class F2M with τ = 0.3 is
µ = 5.2 which is already closer to the male end of the scale. It is even clearer looking
at the histograms in Figure (5.3) where all six modified classes are skewed towards the
male/right end. We had previously noticed that F2M morphed voices often sounded more
male than M2F sounded female, so this does not surprise us.

The problem of how fast the interpolation should be changed in order to create an
interpolation which sounds linear was not taken into account when constructing the in-
terpolation. In future research a function which regulates the speed of the interpolation
may be investigated. The shape of such a function may be estimated using survey results.
Alternatively, the pipeline may be extended to accommodate time varying interpolation
coefficients. The function can then be tuned such that if the interpolation coefficient
varies linearly in time it results in a voice which sounds like it varies linearly in perceived
voice.

The survey result regarding the speed of interpolation is also interesting from the
point of view of the mel scale and how we perceive pitch. Since we are more sensitive to
frequency changes at lower frequencies, interpolating linearly in pitch should result in a
perceived higher change going from a lower to a higher frequency than vice versa if pitch
is the most important indicator. The results suggest that the mel frequency scale might
not translate well to how humans perceive gender in voices, and that pitch is not the only
important factor in determining gender.

Some participants suggested using a scale for the naturalness of the voices. This
could give a more accurate picture of the naturalness, as a scale might more accurately
describe how the participants perceived the voices. It would also be much easier to assess
naturalness of general speech, as a short snippet of a vowel is very little information to
make a judgement based on.

The histograms of the ratings for the unmodified classes were more varied than ex-
pected and this could be a sign of weakness in the survey format. It is realistic to assume
that when making an assessment of a voice, it is influenced by the most recent voices one
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has heard, which can lead to undesirable effects in the results. On the other hand, we
thought it was more important to avoid any construction bias on our part. By random-
izing the placements, we hoped for some independence within the interpolation triplet
ratings. The survey format is also somewhat vague as the question of which gender is
perceived leaves some room for interpretation. It could mean "How sure are you of the
gender of the speaker?" or "How do you perceive the gender of this voice on a scale?". This
type of ambiguity can also affect the way the participants answered and could explain
some of the variability.

Regarding the percentages of participants who rated the triplets in consecutive order,
the results leave much to be desired. We believe that also these results are affected by
the survey format. This makes it hard to say what a good result is. One could imagine
solving this problem by asking the participants to order the perceived gender of one triplet
at a time. However, the triplets are easily sorted based solely on the pitch and most of
the vocal tract information about gender would be disregarded. In the current survey
format we think that a global consensus in mean and median on all triplets as well as a
percentage of at least 50 % would be a required. The triplet results are also connected to
the problem of finding a linear speed of interpolation. The perceived gender of the triplets
may be further separated by choosing a better speed of interpolation. Further, we believe
that these results could be improved by increasing the naturalness of the interpolated
voices.

Another idea for the survey format is to always calibrate results against the same
anchor, and letting the participant reset their reference after each voice in the following
format:

1. Play and listen to anchor voice

2. Play and listen to a modified voice

3. Rate it on a scale

4. Repeat

The ordering of the modified voices could still be randomized, but with the repeated
anchor reducing the aforementioned undesirable effects.

Source-filter
From our survey and subjective evaluation of the voices we have produced, we can con-
clude that increasing the naturalness is an important subject for future research.

The nasality and low naturalness found in many of the male to female interpolations
may be caused by some unintended effect of resampling the residuals or it may be due to
a poor separation of glottal excitation and the vocal tract acoustics. A poor separation
would mean that the pitch shifting method will affect more than the pitch. This suggest
that the system may be improved by finding a better way of modeling the source and
filter decomposition. One possibility is to use a sparse linear predictor as presented in
[44]. It minimizes the one norm error of the residual, promoting sparse residuals which
are dominated by the glottal pulses.

While a better filter modeling technique may result in filters which contain more
information about the speaker identity this would increase the need for investigating
different filter interpolation paths. Another interesting way of performing the smoothed
spectrum morph is proposed in [59] where dynamic warping techniques are used to find
a reassignment between smoothed spectra. The reassignment could be tested with our
smoothed spectrum interpolation proposed in equation (4.14).
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Our current system of voice morphing cannot produce a full voice conversion; a morph
with interpolation coefficient τ = 1 does not return a voice sounding like the target voice.
This is because the residual is simply pitch shifted to the target frequency instead of
being interpolated between the signals. A method for interpolating between the residuals
of voices may increase the naturalness of signals synthesised with large interpolation
factors. It may also circumvent the fact that the source-filter decomposition is poor. The
problem of how such an interpolation should be constructed is not trivial.

In [60] a method is proposed where dynamic time warping techniques are used to
construct an interpolated residual. The system uses an interpolation similar to the one
we proposed in equation (4.14). The author, however, notes that the voices which are
investigated share some characteristics which are not universal, and the framework might
not work for general voices.

Another alternative for interpolating the residuals of voices is proposed in [52], where
the waveform interpolation techniques are used to extract a three dimensional represen-
tation of the excitation. Two residuals are then interpolated by a linear interpolation
between two such three dimensional representations. Other alternatives for interpolating
the excitation signals may include using a parametric model and interpolating the model
parameters.

The period picking algorithm has some drawbacks. One of the restrictions is a re-
sult of limiting the search for fundamental frequencies close to the median fundamental
frequency. This limits the method to marking periods in signals with fairly uniform fun-
damental frequencies. Another weakness is as previously stated that the autocorrelation
method often finds multiples the fundamental frequency and there is no guarantee that
the re-estimation solves this problem. Further, finding maximum values in the signal is
heavily influenced by noise and relies on the assumption that there is one unique maxi-
mum point of the signal in each period. There may exist pitch tracking algorithms which
allow for more widely varying fundamental frequencies and are more robust. We think
that a more robust period picking method may increase the naturalness of the voices.

Deep learning
Under the assumption that the main bottleneck in the deep learning experiments was the
size of the data set, a technical solution could be to construct a matched data set of female
and male voices saying the same sentence using dynamic time warping for alignment.
There exists such data sets online and they could also be created by extracting audio
from videos on streaming sites.

It would also be interesting to explore a GAN like architecture like the one presented
in [61]. GAN networks are set up like a game where a generator is trying to fool a
discriminator [61]. The generator’s objective would be to transform the gender identity of
a voice, and the discriminator’s to detect if it is a real sample from the set of male/female
voices.

General speech
As of now the pipeline generates a voice saying "ah". From this alone it might be hard
to asses how natural the voice sounds. The framework can be extended to work with
general speech, such as full sentences. For the current method this would require a data
set where voices are perfectly aligned in time, which is challenging to collect. However,
in previous research, dynamic time warping has been used in order to align the rhythm
of different speakers which could solve this problem [62].

The period picking in the PSOLA would also have to be modified as it currently
assumes a stationary pitch, which is not true for general speech.
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Concluding remarks
With the data provided for the project only the source-filter method yielded results that
were worth investigating in a survey. After evaluating the results in the survey we can
conclude that our interpolation did affect the perceived gender of the voices. However,
the results suggest that there is a need to improve the naturalness of the morphed voices,
and are not satisfactory for any implementation in a voice therapy tool.

Our initial research questions were:

• Can spectral methods be used to find a transformation of a voice from female to
male and vice versa?

• Is it possible to find an interpolation between two voices of different gender?

In regards to the first one, we can not conclude that there is a full conversion with
the methods we tried. Even still our results indicate that the voice interpolation does
change the perceived gender as desired. However, since we could not find the complete
transform, the interpolation did not sound good for interpolations close to the target
voice. We think that either better separation of vocal tract characteristics and excitation
signal, or interpolation in excitation signal is required for this.

We have suggested potential methods for improving the naturalness and modifications
to the survey format for better evaluation. We have also suggested methods for extending
the source-filter framework to more general speech.
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Appendix A

Envelope interpolation code

function [ i n t e rp ] = enve l ope_ in t e rpo l a t i on ( l e f t , l e f t_ind , r i ght , r ight_ind , k )
%In t e r p o l a t i o n between the l e f t and r i g h t s i g n a l us ing the assignment s p e c i f i e d
%in l e f t_ ind and r igh t_ind . k i s the i n t e r p o l a t i o n c o e f f i c i e n t .
path_len = length ( l e f t_ ind ) ;
%I n i t i a l i z e i n t e r p o l a t i o n wi th an ex t ra b in due to roundo f f e r ror .
l en = max( [ length ( l e f t ) , length ( r i g h t ) ] )+1 ;
i n t e rp = zeros ( len , 1 ) ;
% vec to r to keep t rack o f the we i gh t s o f a g iven bin .
l ine_vec = zeros ( len , 1 ) ;
for i = 1 : path_len

ind = (1−k )∗ l e f t_ ind ( i ) + k∗ r ight_ind ( i ) ;
l e s s = f loor ( ind ) ;
mor = ce i l ( ind ) ;
weight = ind− l e s s ;
i f weight == 0

in t e rp ( l e s s ) = in t e rp ( l e s s ) + (1−k )∗ l e f t ( l e f t_ ind ( i ) ) . . .
+ k∗ r i g h t ( r ight_ind ( i ) ) ;
l ine_vec ( l e s s ) = l ine_vec ( l e s s ) +1;

else
i n t e rp ( l e s s ) = in t e rp ( l e s s ) + (1−weight ) ∗ . . .
((1−k )∗ l e f t ( l e f t_ ind ( i ))+ k∗ r i g h t ( r ight_ind ( i ) ) ) ;

i n t e rp (mor) = in t e rp (mor) + weight ∗
((1−k )∗ l e f t ( l e f t_ ind ( i ))+ k∗ r i g h t ( r ight_ind ( i ) ) ) ;

l ine_vec ( l e s s ) = l ine_vec ( l e s s ) + (1−weight ) ;
l ine_vec (mor) = l ine_vec (mor) + weight ;

end
end
% Fix roundo f f e r ror .
i n t e rp (end−1) = in t e rp (end−1)+in t e rp (end ) ;
i n t e rp = in t e rp ( 1 :end−1);
ind = ( l ine_vec ( 1 :end−1) ~= 0 ) ;
i n t e rp ( ind ) = in t e rp ( ind ) . / l ine_vec ( ind ) ;
end
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Appendix B

Spectral representations of
voices

Additional spectral representation of male and female voices. Envelopes estimated with
a rectangular lifter of order 20.
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(a) Female (b) Male

(c) Female (d) Male

(e) Female (f) Male

Figure B.1: Some examples of periodograms and estimated spectral envelopes.
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