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Abstract

This thesis aims at investigating the interaction between thermal gradients and acoustic fields in mi-

crofluidic devices. In the research branch of acoustofluidics, which bridges together acoustics and fluid

dynamics, inhomogeneity in the medium has gained great interest due to the novel physics behind and

the potential in manipulating submicrometer particles. Concentration gradients of solute molecules

have already been proven in previous studies to be effective means to obtain differences in fluid prop-

erties, such as density and compressibility, which induce acoustic body force and heavily affect the

acoustic streaming. In this project another approach was taken, i.e. generating the inhomogeneity by

thermal fields, to achieve a more stable and smooth variation in the thermophysical properties of the

medium across the microchannel.

The thesis work developed mainly in two subsequent phases. Firstly, a set-up which is able to

generate and maintain a temperature gradient across a channel cross-section was designed, built, and

then automated via software control. Secondly, this platform was tested with a glass-silicon-glass

microfluidic chip, recording the fluid motion by tracking micrometric particles via General Defocus-

ing Particle Tracking (GDPT) technique. This experiment was done for three conditions: only with

thermal field, only with acoustic field and with the two combined.

The results validate the effectiveness of the platform in generating and maintaining the thermal

field and have a good agreement with literature, although the acoustic field appeared undesirable due

to some channel geometry flaws. The novelty of the project, i.e. the thermal-acoustic interaction,

revealed itself to be quite complex. As predicted, high velocity fields were observed, associated with

some unexpected flow behaviours, particularly along the length of the channel. Further measurements

using a device with ideal channel geometry, together with a closer collaboration with the theoreticians

who are able to explain the underlying physics, are needed to reveal the full picture of this novel

phenomenon.
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Chapter 1

Introduction

1.1 Microfluidics and Lab-on-a-Chip systems

Thanks to technological development in the last few decades, performing experiments at a very small

scale has become much easier and consequently the comprehension of phenomena at the micro-scale

(and their applicability) has greatly improved. One could say that microfluidics has its origins in

the 1960s, when microfabrication methods made possible to create and tune microstructures. This

technique was first used in integrated circuit fabrication, thus allowing the electronics miniaturization

race that is still going on to these days. The first application involving fluids appeared in 1965 and it

was the ink-jet printing [1], that exploit the instability of a falling continuous flow of liquid to break it

down to discrete droplets. This flow was forced through a vibrating micrometric nozzle and then the

method was further developed to arrays of nozzles in 1977 [2], making possible to commercialize the

technology in the following decade. It was around those years that the true potentiality of microfluidics

in analytic field started to unfold, with a 1979 research in Stanford which explains how to fabricate a

functional microscale gas chromatography system [3]. However, it was only in the 1990s that started

being widely used not only in chemistry, but in many other fields, such as biotechnology, with the

concept of micro total analysis systems (µTAS) [4]. The application of this technology to biology

and medicine opens up the possibility to conduct complete physical-chemical analysis in so-called

microfluidic chips: sub-millimeter channels embedded in an unique structure by various techniques,

for example silicon etching (from which the name that resembles the more known electronic chips).

To have an idea of the dimensions involved in such systems, one could have a look to Fig. 1.1, in

which the scales that are usually dealt with in microfluidics are compared with more familiar objects.

1



Figure 1.1: A logarithmic scale showing the dimensions of different objets. In blue it is highlighted the
metric region usually involved in microfluidic systems. Figure courtesy of Rune Barnkob, from [64].

The possibility to perform multiple various operations in sequence in a controlled environment

created the idea of Lab-on-a-Chip systems (LoC systems): more or less complex circuits in which

different fluids, gases or liquids, interact with each other. The name wants to resonate the fact that

the activities conducted in a whole analysis laboratory could in principle be scaled and processed on

a suitable chip, thus tremendously improving in efficiency, reliability and reproducibility.

The expectations on the new-born field of microfluidic were enormous and they haven’t of course been

met yet. This is due to the fact that the smaller the scale L, the more different the fundamental physic

is from the macroscopic classically studied fluid dynamics, with effects that are commonly negligible

becoming dominant. This concept can be express by the surface-to-volume ratio:

surface

volume
∼ L2

L3
=

1

L

This relation expresses the fact that the smaller the scale L becomes, the more predominant surface

effects, such as viscosity, surface tension and adhesion, will be against volume ones (like gravity, mo-

mentum and kinetic energy). This allows to have high controlled and predictable flows (usually in

microfluidic devices the flow is laminar, concept that will be deepened in section 2.6), for which the

mathematical modelling results way less computational power-demanding. Besides modelization, the

advantages of using microfluidics are numerous, but mainly the small volumes involved grant little

reagents and samples consumption: this, alongside the fast time-scale required to perform experiments

in such a small scale, implies great saving in both time and money. The highly controlled environ-

ments in which the operations take place and the chips small dimensions allow the scalability and

parallelisation of a lot processes. These concepts alongside a great level of automation (thanks to the

sensors and controls that are usually implied in microfluidic devices) are making the field exiting the

research environment to be employed in the real industry (from product quality check, to diagnostics).

1.1.1 Fabrication processes

The gold standard in microfluidic chip fabrication was silicon etching. As in circuit board, the mi-

crostructures are usually obtained by photolithography: coating a silicon wafer with a polymer resist

that can be then degraded or cured (depending if it is a negative or positive tone) by UV-exposure

through a mask with the desired design, as shown in Fig. 1.2.
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Figure 1.2: Silicon etching process via positive photoresisty photolithography. The process starts with
a silicon buffer that then undergoes several steps before being etched, cleaned and anodically bonded
to glass to create the microchannels. Reproduced from [5] for the courtesy of Giulia Core and the
original author, Andreas Lenshof [6].

Then the silicon is chemically etched [7], process in which the atomic disposition (i.e. the crys-

talline planes in the solid) is crucial [8]. Different etching agents on different materials have isotropic

or anisotropic etching, meaning that the material will be engraved differently in different directions.

This can lead to various wall geometries in the microfluidic device, letting the researchers to be cre-

ative in designing solutions for their experiments. The etched silicon buffer is then anodcally bonded

to glass, in order to actually create the channels and at the same time to allow visualisation, as shown

in the last passage (number 10) in Fig. 1.2.

Figure 1.3: A: Schematic representation of how the moulding process for building polymeric chips
works. Reproduced from [10] B: A replica-mould microfluidic device compared with a coin to give
an idea of the small channel dimensions achievable. Reproduced from [9]. Reprinted with permission
from AAAS.

Another interesting method consists of replica moulding [9]: this implies pouring pre-polymer

against a mould (that has been usually produced by silicon etching) and then cure it, like in Fig.

1.3. The downside of this technique is that it is not an automated process, thus making industrial

applicability impossible [10]. To counter this, micro-injection moulding has been developed. The fab-

3



rication method involves the injection of molted polymer into a closed mould, allowing the production

of many uniform parts; the macro-scale version of this approach has been extensively used after WWII

to manufacture goods in large scale. There are definitely some issues for applying injection moulding

to micro-fabrication (like non uniformity, bubbles and thermal stresses during the cooling process),

but there are successful examples in using this technique to fabricate working microfluidic devices [11].

Lately rapid prototyping (RP) has emerged as a possible solution as cheap and customized mean

of fabrication. Classic RP methods include fuse deposition modelling (FDM), in which little quantity

of a thermoplastic polymer is extruded by a heated nozzle along a pre-established pattern. Once one

layer is completed, the printer shift to the next one, which is deposited on top of the previous one,

thus building the object in 3D. Even if the nozzle dimensions have greatly decreased during the past

two decades, the surface resolution and smoothness reached by FDM is not good enough [10]. This

makes almost impossible to perform fluid dynamic experiments in such built channels, but they are

still useful for reaction ones as in [12] and [13]. An approach similar to RP but much more precise is

two-photon polymerisation lithography (2PPL): this involves a photopolymerisable pre-polymer bath

in which an infrared laser is focused in the 3D space. Only where the laser beam is on focus the two-

photon absorption occurs, thus polymerising the material with high resolution (as low as 120 nm [14]).

Figure 1.4: Example of a mixing thread-device, in which threads that are surface-treated allow to
create the shown pattern (scale bar: 5 mm). Reproduced with permission from [17].

Interestingly, analytical microfluidic devices can also be built with really cheap materials and

they can be designed in such a fashion that they work without the need of external forces. This is

the concept behind paper [15] and thread [16] microfluidics, which exploit capillarity to drag fluid

into the material matrix, thus making it react with substrates embedded on the paper or threads or

carried by other capillary pathways. In these techniques, surface treatments (mainly related to the

hydrophobicity or hydrophylicity of the material) are fundamental in designing the device, as in Fig.

1.4. Surprisingly, these materials allow for more complex structures than more canonical and precise

fabrication methods, being that the 3D structure of the material itself can be exploited to guide fluid

along different planes [18].

4



1.1.2 Applications

Microfluidic applications are various and they span across many different fields. While there are

already consumer products relying on this technology (such as disposable pregnancy test and urine

glucose test [19]), most of the applications are still in research or have made it just to small sectors

of medicine (like insulin pumps [20]). Interesting new applications that could soon reach the market

span from wearable electronics, in which microfluidics can play a key role (thanks to the versatility it

has in collecting, amplifying and even power supplying [21]), to smart bandages, able to monitor real

time the state of a wound [22], as shown in Fig. 1.5.

Figure 1.5: Woven-thread bioassays used to monitor the state of a wound in a common bandage.
Adapted with permission from [22]. Copyright 2010 American Chemical Society.

Microfluidics played a key role in the Human Genome Project, which started in 1990 and it involved

researcher for more than 15 years for mapping the whole human genome: the sequencing techniques

available at the time had to greatly improve if they wanted to make it. So capillary electrophoresis

was developed [23], reaching more than twice better resolution in one third of the time compared

with classical slab gel electrophoresis. Subsequent steps were taken in order to magnify the genetic

signal, meaning performing polymerase chain reaction (PCR) in a more efficient way: this led to the

first PCR thermocycler chip [24], idea that with the years has greatly improved in throughput and

automation [25].

Even more interesting (and recent) applications are the so-called organs-on-a-chip, in which a com-

plex structure with different tissues is grown thanks to microfluidics techniques. Thanks to the versa-

tility of the various microfluidic platforms, researchers could implement not only automated medium

exchange in such cell culture, but also mechanical [26], chemical [27] and even electrical [28] stimula-

tion to the cell populations. This approach aims to substitute the canonical cell culture methodology,

which is limited to 2D structure or to organoids (i.e. different tissues growing together but without

the physiological spatial arrangement): the ultimate goal will be to have different chips simulating

different organs and the possibility to connect them. This would greatly enhance the complexity of

the in-vitro experiments, making them much more resembling an actual functioning organism and

thus allowing to test drugs much more efficiently, safely and way more inexpensively. The progress in

this field is forecast to keep going at an incredible pace till the dream of a human-on-a-chip will be

reached (as depicted in Fig. 1.6).
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Figure 1.6: Scheme representing the human-on-a-chip concept. Every organ with its own different
tissues is reproduced on a microfluidic chip and then, via suitable connections that resemble the
physiological ones, multi-organ interaction for drugs/treatments can be studied. Reproduced with
permission from [29].

Another broad field in which microfluidics has been widely used is cell or particles assessments

through different techniques, some biomimetics (i.e. taking inspiration from biological processes), like

fluid margination [30], and some exploiting complex artificial structures, such as deterministic lateral

displacement (DLD) [31], in which arrays of micro-obstacles in the fluid path are used to separate

suspended particles according to their dimension. Other examples in handling suspensions are micro-

filters [32] or dielectrophoresis [33]. In the next section, the particle manipulation technique on which

this thesis work focuses on, called acoustophoresis, will be introduced.

1.2 Acoustofluidics

The term acoustofluidics refers to the interaction between ultrasonic waves and suspensions. The

ultrasound-generating element is usually a piezo-electric transducer made of a ceramic material that

responds to oscillating currents with corresponding oscillating mechanical deformations. It can thus

transmit sound waves inside the microchip and this is the base concept for bulk acoustic waves (BAW)

devices. This has been shown to affect the streaming of the fluid and the behaviour of particles inside

acoustic resonator [34].

6



Figure 1.7: Basic design of a separation chip for continuous flow, consisting in a silicon-etched channel
bond with a glass lid. The lead zirconate titonate (PZT) transducer generates an acoustic standing
wave (the oscillating pressure field is represented by the dashed line) that allows gentle manipulation
of particles. This approach has been called the Lund method. Reproduced with permission from [34].

One fundamental property of the forces generated by such an actuation is the low mechanical

stress induced on the particles in suspensions: this opens up the possibility of manipulating delicate

objects, such as cells and other suspended materials in biological samples [35].

The term acoustophoresis refers to the control of suspensions via sound waves and it derives from

the Greek words acousto (sound) and phoresis (migration). The parameters on which this separation

technique heavily depends are the size of the suspended particles and their relative density and com-

pressibility compared with the surrounding medium. The size matters because the acoustic radiation

force scales with the volume (i.e. the bigger the particle, the larger the force), while relative den-

sity and compressibility are important in determining the direction of such a force (via the so-called

contrast factor).

Figure 1.8: Whole blood in a microfluidic channel when (A) no sound field is present, (B) the sound
field is actuated and thus the cells are then focused to the center, leaving the plasma at the side.
(C) By introducing a simple threshold it is then possible to measure the hematocrit of the sample.
Reproduced with permission from [36].

Taking as an example whole blood flowing inside an acoustic resonator [36], the cells (more dense
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and less compressible than the surrounding fluid) have positive contrast factor and are thus focused

at the center, while the plasma keeps flowing at the side (Fig. 1.8). Another example might be raw

milk analysis via acoustophoresis [37], in which lipids (less dense and more compressible than the

surrounding medium) are pushed to the acoustic antinodes (negative contrast factor), while the cells

are once again focused at the center, as shown in Fig. 1.9.

Figure 1.9: Three-nodal acoustophoresis is useful to separate cells from lipids in raw milk. The
blue arrows indicate the flow directions. The cells go to the pressure node, while the lipids to the
pressure antinodes: with the right flow tuning at the inlet, lipid depletion above 90 % can be achieved.
Reproduced with permission from [37]. Copyright 2009 American Chemical Society.

The manipulation of suspended particles in fluids thanks to their acoustic properties has been

proven useful in different biomedical applications, such as cancer cell enrichment [38] or separation of

cell populations [39]. This latter technique exploits the fact that different cells have different acoustic

properties and thus it is possible to differentiate them in an acoustic resonator with a chemical gradient

(Fig. 1.10). This new technique is really powerful due to the fact that it allows cell sorting without

using harmful or laborious labelling techniques, which could change the cell properties or not target the

whole population. Of course even this technique, called iso-acoustic focusing, has indeed limitations:

for example the different populations do not have clear intervals of density, but they have usually

gaussian distributions that slightly overlay, making the separation between cell-types not optimal.
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Figure 1.10: Schematic representation of iso-acoustic focusing: the cells, undergoing the sound field,
will be subjected to a force till they reach a point in which there is no difference in acoustic impedance
between them and the surrounding medium. This makes possible to differentiate among different cell
populations only thanks to their intrinsic physical properties and without labeling. Figure courtesy
of Per Augustsson.

However, standing waves generate not only the acoustic radiation force, but also acoustic stream-

ing. This latter is the reason why this powerful tool has a size limitation, meaning that too small

particles cannot be focused due to the drag force by the acoustic streaming. Recent development in

theory and corresponding experimental observations have however proven that this limitation can be

overcome by suppressing the acoustic streaming either by geometry tuning [40] or by introducing an

inhomogeneity in the material properties of the medium within the channel [41].

The link between fluid inhomogeneity and acoustic has become clearer and clearer in the past few

years, thanks to several studies and researchers putting a lot of effort into it, among which some works

on fluid relocation [42] are fundamental for this thesis. As in experiments and explained by modeling,

the acoustic field generates an acoustic body force able to stabilize or relocate fluids with different

density inside a microchannel, as shown in Fig. 1.11.
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Figure 1.11: Halfchannel (mid-line is dashed in magenta) with two different miscible fluids with high
(white) and low (black) density in three different situations. (a) the denser fluid is in the center at
the initial time and so it remains due to the stabilizing effect of the body fore. (b) the denser fluid
starts at the bottom of the channel, but, once the sound field is turned on, it relocates at the center,
meaning that the acoustic body force can overcome gravity. (c) opposite situation as (a), with the
denser fluid starting on the side but then relocating at the center once the acoustic field is on. It is
worth noting the enhanced diffusion due to the fluid motion. Reproduced with permission from [42].

1.3 Thermal control in microfluidic devices

Managing the temperature inside a microfluidic device is challenging. There are several factor to

consider, that can be coarsely divided in two main areas: generating the temperature field [43] and

mapping the temperature [44].

There are several useful techniques to generate thermal fields in microfluidic systems. One com-

monly employed is external heating. One of the easiest techniques is using hot or cold fluids flowing

parallel to the analytical channels. Doing so, the temperature in these latter ones will be influenced by

the heat reservoir at their side. This method has for example been used to generate linear gradients

across an array of parallel microchannels [45], as shown in Fig. 1.12.
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Figure 1.12: Two fluids (one hot to the left and one cold to the right) acting as thermal reservoir
and thus making possible to have heat transfer from the left to the right, so generating a thermal
gradient in the microchannel array. Reproduced with permission from [45]. Copyright 2002 American
Chemical Society.

One of the drawbacks of this technique is the T stability, considering that while flowing in the

device there will be a temperature change in the hot/cold fluids, even if small. Another approach

that has been extensively used in literature is attaching to the device (or to its holder) thermo-electric

elements, such as resistors or peltier elements [46]. Doing so it is possible to conduct heat in and

out the microchannels, in presence of good thermal coupling of course. It was also possible for some

researchers to integrate micro-peltier of size 0.6 x 0.6 x 1 mm3, thus enabling measuring and control

of temperature in super localised regions and thereby heating/cooling fluids in the nanoliter scale [47].

This last approach bridges between external heating and integrated heating techniques. These latter

ones differ from the previous ones because the temperature control system is embedded within the

microfluidic device. There are indeed several ways to build such a system. Chemical reactions in

channels parallel to the analytical one (Fig. 1.13) is one example [48]: endothermic reactions (such as

evaporation) or exothermic ones (such as acid dissolution) are used to control the temperature.
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Figure 1.13: Schematic representation of how the chemical mean of temperature control works: on
the side of the analytical channel, two reagents are mixed, causing either an endo- or an exo-thermal
reaction. The mixing angle θ is an important parameter especially for cooling [49]. Reproduced
from [43].

It has been proven that managing the flow rates of the reagents and the geometry of the channels

in which the reactions happen (especially for cooling) can provide precise temperature control [49].

However, the most common integrated technique for managing the temperature is Joule heating, which

relies on the dissipated power in a resistor (as function of the applied electric potential) [50]. Thanks

to platinum (Pt) or gold (Au) wires embedded in the microfluidic device, it is possible to control the

temperature in their proximity by making an electric current flow through. It is even possible to built

arrays of such micro-heaters to localize heating and making it as uniform as possible [51], as shown

in Fig. 1.14. One major downside of this technique is that the temperature cannot be controlled for

low values, but just in a range that is higher than the room T .

Figure 1.14: Micro-heaters made up by metal arrays to localize as much as possible the heat generation.
The image shows the three different chambers to perform PCR at the three different T required, plus
the heat sinks (dark blue) on the side. Reproduced with permission from [51].

Electromagnetic waves can also be used to perform heating of the liquid. These approaches differ

from the ones presented above because they do not need contact to deliver energy. Microwaves (in the
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range from 3 to 20 GHz) can be used to make liquids like water heat up by several degrees. Building

miniaturized microwave heating elements and integrating them in microfluidic devices allow to pre-

cisely control temperature in localized regions (used for example, for PCR [52]). Another approach

is the use of lasers: the high spatial resolution offered (around 1 µm) allows for precise temperature

control, allowing heating of really small volumes and thus low reagents consumption. Applications

can cover a wide and variegated range, like homogeneus temperature fields for real-time PCR [53] and

thermal gradients for droplet control via thermocapillary effects [54]. Also for these electromagnetic

techniques one of the major drawback is the lack of control in cooling the system, leaving it at just

the thermal dissipation between the microfluidic device and the surrounding environment.

Once heat has been added to (or removed from) a system, its not trivial to quantify the tem-

perature in such configuration, especially when considering microfluidic devices in which the small

dimensions make direct probing very difficult. Of course modelling the system can help to have an

idea of the temperature distribution, but the numerical models have the limitation of being idealized

systems (for example complex geometries or imperfect boundaries conditions). Thus, there are several

methods being applied to measure the temperature and it is possible to group them in three categories:

invasive, semi-invasive and non-invasive.

Invasive techniques consist in temperature probes put in direct contact with the medium to be anal-

ysed: commonly used probes are thermo-electrical materials that change their resistivity with T , such

as nickel (Ni) [55] or platinum (Pt) [56]. These are not so widely used due to difficulties in fabrication

processes (the wires need to be deposited inside the channels/chambers) and because, despite being

extremely small, they nonetheless affect the fluid dynamics inside the device.

Semi-invasive techniques measure the temperature at distance, but the medium to be analysed needs

to be treated with an ad hoc probe. These ones generally work by collecting images of the device with

the thermosensitive probe by optical microscopy and linking back its intensity with a pre-established

calibration curve. Initially thermochromic liquid crystals were used in such applications [57], but their

big dimensions (around 10 µm) prevent their applicability in many microfluidic devices. Nowadays

kinetic fluorescent probes are more commonl used: they are molecules that can be exited by light at

a certain wavelength, for then emitting photons at a higher wavelength. Examples of such molecules

are Rhodamine B [58], acridine yellow [59] and many more [44].

Non-invasive techniques allow to measure the temperature from distance without the use of any

pretreatment. One of these methods is infrared thermography, that quantifies the emitted light at

low wavelength that every heated body emits [60]: an example of this visualisation can be seen in

Fig. 1.14. A drawback is that solvents like water highly absorb wavelengths beyond 1 µm, but mainly

this technique has the defect of the low spatial resolution due to diffraction. Another technique is

backscatter interferometry [61], that measures variations in the optic path due to heating: it is a well

known property of fluid to change refractive index in dependence on temperature.
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1.4 Aim and outline of the thesis

This master thesis work has two main subsequent goals: designing an automated set-up to control

the temperature inside a microfluidic device and then testing it on an acoustic resonator to see the

interaction between the thermal and the acoustic field.

Once the goals were clear, the temperature control set-up was conceptualized and built in every part:

from the design (done in Autodesk® Fusion 360TM software), to the actual milling of all the compo-

nents. The automation of the system was done controlling the heating/cooling elements and imaging

via the National Instrument software LabView [86], together with the open source image acquisition

software Micro-Manager [87]. The interaction between the thermal and acoustic fields was docu-

mented by tracking particles inside the microchannel in the three possible scenarios: only thermal

field, only acoustic field and the two combined. Doing so, the fluid motion could be characterized

and the differences between the various situations highlighted. investigating the interactions between

external temperature fields and standing sound waves inside an acoustic resonator. Hence, following

the work as in [39], the inhomogeneity in this work will not be generated by a chemical mean, but

exploiting the thermo-physical properties on the liquids at different temperatures.

This thesis consists of three main parts followed by an Appendix (with detailed materials and

methods), plus of course the hereby introduction, that aims to give a context in which this scientific

investigation has been conducted and the reasons why. The other three main parts are briefly sum-

marized below.

Theoretical background (Chapter 2) This chapter aims to give a brief introduction to the basic

laws of physics useful to describe the phenomena involved in the thesis work. The three different

areas/disciplines to be comfortable with for designing and performing such an experiment are fluid

dynamics, acoustics and heat transfer. Each of them has its own section that starts from the basic

principles for then building up the complexity needed to describe the physics behind the observations

and formulate solutions or improvements to the experiments.

Experimental section (Chapter 3) This chapter deals with the practical work done for this

thesis. It starts with a short introduction to the used chip and holder, plus a brief explanation of

the methods involved in the automated temperature control and the particle tracking. Subsequently,

the results are introduced and discussed. They are divided into three main areas: temperature field

characterization, acoustic actuation and thermal acoustic actuation. The first one starts showing a

COMSOL model that is used to understand the expected thermal field with different set-ups; then it

introduces the temperature calibration technique and the subsequent temperature gradient character-

ization, with the induced fluid motion. The second section deals with the acoustic actuation, in which

the sound field has been characterized both with particles focusing and streaming to see how much it

resembles the expected one. Lastly, the thermal acoustic actuation is investigated: this is the novelty

of this project. The aim was to understand how a temperature gradient and an acoustic field interact

when propagating along the same direction (across the channel width). This was done using particle

tracking in a spot and an actuation frequency at which a “regular” acoustic streaming was observed,

as proven in the previous section.
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Conclusion and Outlook (Chapter 4) This chapter summarizes the project work findings, its

limitations and suggests future developments and prospects for this thermal-acoustic interaction.
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Chapter 2

Theoretical Background

2.1 Fluid dynamics

This section aims to introduce the basic concept of fluid dynamics and to briefly explain which physical

phenomena are to be described in order to perform microfluidic experiments.

The main sources used to write this section are a fundamental physics text, Transport Phenomena by

Bird, Stewart and Lightfoot [62], a text more related to the microfluidic topic, Theoretical Microfluidics

by Henrik Bruus [63], and a PhD thesis by Rune Barknob, Physics of microparticle acoustophoresis-

Bridging theory and experiments, from Bruus’ group [64].

2.1.1 Viscosity and the continuum hypothesis

Fluids is the definition given to materials that are not solids, thus without a proper shape because

they continuously deform under applied shear stress. Both gases and liquids fall in this category, but

they are different in density determined by the intermolecular space (e.g. 0.3 nm for liquids and 3

nm for gases), due to atomic forces that bind matter together. Focusing on pure liquids, these forces

confine the movements of each molecule, that are anyway always in motion as “vibration” in the

space among its neighbours. These interactions are the primary cause of fluid viscosity, which may

be defined as the tendency of the molecules to stick together under shear stresses. Seen in another

perspective, given a fluid with a certain velocity, viscosity is its capability to transfer momentum from

the moving molecules to the steady state ones, in the opposite direction of the velocity gradient.
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Figure 2.1: A fluid element with the shear stresses τ applied on its surface. The plate at distance
y = H from the fixed plate is moving at constant velocity v. McGraw-Hill Concise Encyclopedia of
Physics. Copyright 2002, from [65].

This observation was first mathematically formulated by Sir Isaac Newton, who noticed how in a

liquid constantly moving with velocity v a force rises, proportional to the area A and its velocity, but

inversely proportional to the distance H from the steady wall:

F = ηA
v

H

in which η is the dynamic viscosity, that quantify the “stickiness” of a fluid or better, its resistance

to flow. Going to the differential formulation and considering not a force, but the shear stress (that

is a force per unit area):

τ = −ηdv

dy
(2.1)

its generalisation in three dimensions is possible considering the tensor notation:

τ = −η(∇v + (∇v)T ) + (
2

3
η − ζ)(∇ · v)δ (2.2)

Here there are the two coefficients characterizing the fluid: the dynamic viscosity η (relation between

the shear stress and strain in one direction) and the dilatational (aka bulk) viscosity ζ, related to the

fluid resistance to dilatation and compression.

While for gases the momentum transfer arises from molecule collisions, for liquids it depends on

the intermolecular forces mentioned above and this explains their different viscosity dependence on

T : for gases it usually increases with T (more collisions), while for fluids the higher kinetic energy of

individual molecules makes the intermolecular forces less predominant, thus resulting in a decrease in

viscosity with T . Furthermore, for liquids the viscosity may be dependent on the applied shear strain

velocity, especially true if the molecular weight is high or if we are dealing with suspension instead

of pure liquids: if the stress-strain proportionality is constant (i.e. constant viscosity), the fluid is

defined as Newtonian, otherwise it is considered as non-Newtonian.

Considering molecules of mass mi and velocity vi in a volume ∆V large enough for the physical

properties to be statistically invariant, in an Eulerian coordinate system, the density and the velocity
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field of this volume can be defined as:

ρ(r, t) ≡ 1

∆V

∑
i∈∆V

mi (2.3a)

v(r, t) ≡ 1

ρ(r, t)∆V

∑
i∈∆V

mivi (2.3b)

In which the velocity has been defined through the concept of momentum. Another characteristic for

the dimensions of ∆V is to be small enough to not be subjected to external forces: considering such a

fluid particle as basic element, the whole fluid can be approached as a continuous structure made up

of these constituents. This is the so-called continuum hypothesis and given that there is no defined

size for the particle elements, it is natural that the mathematical description of the phenomena deals

with definitions per unit volume. However, typical fluid particle dimensions are in the range of 10 nm,

well in between the intermolecular distance and the system characteristic dimensions (ca 10 um).

2.1.2 Conservation equation

Assuming a compressible, thermoviscous, Newtonian fluid particle, one can mathematically describe

the conservation equations of mass, energy and momentum balancing the quantities variation within

the volume ∆V with the fluxes entering or exiting it.

Mass

It follows simply by the continuum definition, meaning that mass can vary only with mass flows in/out

through the surface dV and it is possible to define a consequent mass density current J.

M(∆V, t) =

∫
∆V

drρ(r, t) (2.4)

J(r, t) = ρ(r, t)v(r, t) (2.5)

It can be derived that

∂tρ = −∇ · (ρv) (2.6)

This equation compare the rate of increase the fluid particle density (mass per unit volume) on the

left side with the net rate of mass that is added to the particle volume due to convection (right side).

To give a visualisation of this, let’s imagine to observe from a bridge the fishes swimming underneath

the observer position. In the volume of interest, the density of the animals will change over time due

to their movement in the river: according to the different velocities at which the fishes will enter or

exit the volume, there will be an increase or a decrease in density over time. In order to link back

to Eq. 2.6, it’s enough to consider instead of the single animals each fluid molecule and as volume of

interest a fluid particle and thus the concept of density takes its more natural sense (as in Eq. 2.3a).
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Energy

This balance looks at the energy accumulation in a fluid particle, disregarding any heat source or

sinks in the sample volume.

∂tE = ∂tE
adv + ∂tE

P + ∂tE
visc + ∂tE

cond (2.7)

Defining all the energies in term of entropy s, stresses σ′, velocity v and temperature T , the balance

becomes:

ρT
[
∂ts+ (v · ∇)s

]
= σ′ : ∇v +∇ · (kth∇T ) (2.8)

This equation would be useful in this thesis for the description of both the temperature filed in the

acoutic perturbation theory and the thermal gradient built across the system, especially with the term

Econd.

Momentum

To get the third conservation equation, let us consider a fluid particle, its momentum density and the

momentum fluxes that go in and out of the surface. It is the fluid equivalent of Newton’s II law:

ρ Dtv =
∑
j

fj (2.9)

in which Dt represents the material derivative, that shows how a physical property changes in a

material element (in this case, a fluid particle) with a time and space dependent velocity field. To

easily explain this type of derivation, let’s go back to the fish observation example; this time, one can

imagine an observer on a raft going with the current (velocity vx, vy and vz) on a river, observing the

fish concentration c underneath: reporting the change in the animals concentration, the observer has

to count his own movement as well. At each instant, this change is given by:

Dc

Dt
= Dt c =

∂c

∂t
+ vx

∂c

∂x
+ vy

∂c

∂y
+ vz

∂c

∂z

or in compact form:

Dt c =
∂c

∂t
+ (v · ∇c)

From 2.9, it can be derived that:

(∂tρv + (ρv · ∇)v) = −∇p+ η∇2v + (
1

3
η + ζ)∇(∇v) + ρg + ρeE (2.10)

In which the left side represents the rate of increasing momentum within the fluid particle (one term

for the internal increase in time, the other for the addiction by convection), while on the right side

there are losses due to pressure, viscous friction and body forces (gravity and external electric fields).

2.1.3 Fluid solutions

To give a possibility to solve the dynamic and kinematic fields of a fluid in different states, the

conservation equations in the previous paragraph (Eq. 2.6, 2.8 and 2.10) have to be combined with
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the particular material constitutive equations (that bind stresses and strains) and the thermodynamic

relations defining density and entropy per mass unit as function of temperature T and pressure p.

dρ = (∂T ρ)pdT + (∂pρ)T dp (2.11)

ds = (∂T s)pdT + (∂ps)T dp (2.12)

In Eq. 2.11 the density change dρ is defined as function of the derivative with respect of T at constant

pressure and of the derivative with respect of p at constant temperature. Analogously, in Eq. 2.12 it

is described the entropy change ds.

For every medium in which an adiabatic compression takes place, small changes in pressure are

related to small changes in density p′ = (∂p/∂ρ)sρ
′. It is therefore possible to define the isentropic

compressibility κ, linking the compression of the fluid to changes in pressure, the bulk modulus K,

that is the inverse of κ, and the isentropic speed of sound (c) as follows:

κ = − 1

V

(∂V
∂p

)
s

=
1

ρ0

(∂ρ
∂p

)
s

(2.13a)

K =
1

κ
=
( ∂p

∂V/V

)
s

(2.13b)

c =

√
1

ρ0κ
=

√(∂p
∂ρ

)
s

(2.13c)

For a Newtonian fluid Eq.2.2 may be used to determine the shear stresses, while the hydrostatic

components can be found with equilibrium considerations. Of course, in order to find a solution for

the system of differential equations, suitable initial and boundary conditions are needed.

2.1.4 Boundary

In order to solve the system of differential equations, one needs to find suitable boundary conditions,

meaning knowing (or hypothesising) the velocity or stresses values at the boundaries of the system.

One of the most common boundary conditions is the so called no-slip condition, which states that

tangent velocity components are the same at every side of the interface. For a solid-liquid interface

this equality is valid for the velocity normal component as well, so that the fluid velocity matches

the solid surface one. This assumes the complete momentum relaxation between the solid molecules

to be at rest and that the fluid molecules that collide with the wall. Whatever boundary conditions

are applied, a usual assumption is that there is no material passing through the interface, meaning

that no absorption, adsorption, dissolution, chemical reaction, evaporation and melting happens at

the interface, if not stated otherwise.

2.1.5 Diffusion

Diffusion is the motion of particles (solute) in a liquid (solvent) from the regions of high to low

concentration: it originates from the thermally induced random motion of particles. The i-th solute

one-dimensional flow Jy along y at a steady state can be described by the Fick’s first law of diffusion:

Jy = −Di
dCi

dy
(2.14)
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in which Di = (kBT )/(6πηa) is Einstein’s diffusion constant definition for the i-th solute and Ci is

the steady concentration variation along y for the i-th species. Its generalisation in three dimensions

is possible considering the vector form:

J = −Di∇Ci (2.15)

In order to describe diffusion at a transition state, Fick’s second law of diffusion can be used:

∂tCi = Di∇2Ci (2.16)

The so-called diffusion length, that is the average distance covered by a particle in a time t, can be

expressed as L3D =
√

6Dit when considering the movement in three dimensions and as L1D =
√

2Dit

in one dimension. The dependence on the square root of time makes diffusion really effective over

short distances, while a very slow process over long distances.

2.1.6 Laminar flow

As the adjective suggests, this type of flow has to be thought as different fluid lamina streaming one

adjacent to the other, in an ordered way; it is juxtaposed to “turbulent”, a more chaotic flow in which

fluid rolls (called eddies) greatly enhance the mixing. One gets the latter one if the convective term

in the momentum flux results predominant, while the former one is characterized by a dominance

by viscous forces. In order to understand which flow regime a case study has, one can evaluate the

Reynolds number, one of the dimensionless number of fluid dynamics that relates the ratio between

inertial and viscous forces.

Re =
ρvL

η
(2.17)

if Re < 1 it means that the inertial forces are small compared with the viscous one and thus the flow

is orderly. The more this number increases, the more the momentum is transferred by convection than

by viscous dissipation, meaning that the flow would present more and more vortices (called eddies)

that would make the flow more chaotic and thus making it harder to have proper mathematical field

characterisations (Fig. 2.2). There is no clear cut between Re number for laminar or turbulent flow,

but by convention if Re > 4000 the flow is considered to be fully turbulent [10].
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Figure 2.2: Scheme of the effects of flows with different Reynolds numbers on a steady sphere. As one
can see, with very low Re (a) there is perfect continuity of the flow, but as soon as Re increases (b),
some eddies start to form downstream of the sphere. Adapted with permission from [62].

To summarize, the change between viscosity-dominated motion to inertia-dominated one it is not

sudden, but with increasing Re the inertia will have more and more influence and it is for really high

Re that the flow is completely chaotic.

It is typical for microfluidic to have small characteristic lengths and little fluid velocity, meaning

that the resulting Reynolds number is usually well below 1: this allows to have a good mathematical

description and thus modelization of the transport phenomena within the system, making possible to

forecast pure fluids or suspensions behaviour with good approximation.

2.1.7 Creeping flow and drag force

Consider the situation in Fig. 2.2, in which a static sphere of radius a surrounded by a fluid with

density ρf in motion in one direction (as example z) with velocity v∞, characterized by Re� 1. The

submersed body would modify the fluid trajectory and this latter would in contrast exert some forces

on the sphere. As discussed in paragraph 1.4, the velocity at the surface is null, being the sphere

assumed static: the stress tensor can be obtained from the velocity distribution, computed together

with the pressure field as explained in paragraph 2.1.3 (in this case the spherical coordinate approach

is preferable and the reader who wants to deepen the topic may refer to [62]).

In order to obtain the force applied by the fluid to the sphere, one could integrate the z-components of

the normal and tangent tensors over the sphere surface, exploiting the simple observation of symmetry

around the z-axis that evens out the other components.

The fluid exerts a normal force per unit area which is the sum of the pressure and the radial component

of the stress tensor, resulting in the force Fn
z .

Fn
z =

4

3
πa3ρfg + 2πηav∞ (2.18)

The force has the first component representing the buoyant force (mass of moved fluid times gravity)

and the second component gives the “from drag”, proportional to the fluid approaching velocity v∞

and related to the shape, thus to the resistance offered.

The tangent z-component of this force per unit area is just dependent on the stress tensor. Again,
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this will be multiplied by the infinitesimal surface area and then integrate along the whole sphere,

resulting in the force F t
z .

F t
z = 4πηav∞ (2.19)

This force is also known as “friction drag”, related to the dissipation on the body surface caused by

the flow.

Hence the total force that the fluid exerts on the sphere is given by the sum of these two terms:

F tot
z =

4

3
πa3ρfg + 6πηav∞ (2.20)

The first term, as previously stated, is the buoyant force that is present even with the fluid at rest; on

the other hand, the second term refers to the kinetic force resulting by the fluid motion, also known

as Stoke’s law. This law is useful just for Re up to 1, at which it already predicts a force about 10%

too low ( [62], 2.6).
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2.2 Acoustics

In this section an introduction to acoustic is given, followed by the physical concepts needed to perform

experiments in an acoustic resonator and the basics of acoustofluidics.

The main sources for this section are a basic physics book, Fundamentals of Acoustics by Kinsler and

Frey [66], two PhD thesis, Physics of microparticle acoustophoresis- Bridging theory and experiments

by Rune Barnkob [64] and On microchannel acoustophoresis- Experimental considerations and life

science applications by Per Augustsson [67], and the Acoustofluidics tutorials on Lab on a Chip [68].

It is stated when more precise referencing is needed.

2.2.1 Acoustic wave equation and its solution

Sound can be thought as a pressure difference p that moves through matter: there is no net dis-

placement of molecules or atoms, but each of them “vibrates” around its equilibrium position with a

relative displacement s, meaning that there is no mass transport, but just energy transfer. Depending

on the nature of the medium in which it moves, this pressure wave can propagate in different ways; a

transverse wave would arise if the displacement is perpendicular to the wave propagation, while in a

longitudinal wave the displacement is parallel to the wave propagation. This thesis work focuses on

fluids that, as explained in section 1.1, have no shear elasticity: hence fluids cannot transmit trans-

verse waves, but just longitudinal ones.

Considering the continuity equation as in Eq. 2.6 and decomposing the instantaneous density ρ =

ρ0(1 + h) in a constant mean term ρ0 and a relative condensation h = −dV/V due to the travelling

acoustic wave, if one consider ρ0 independent of time and with small variation in space, with the

assumption of h being small compared to unity, it is possible to rewrite the continuity equation as:

∂h

∂t
+∇v = 0 (2.21)

The motion induced by a moving acoustic wave does not introduce rotational motion of fluid particles

[66], meaning that the velocity is an irrotational vector that can be represented as the gradient of a

scalar potential φ = φ(x, y, z, t), known as velocity potential, so that:

∂φ

∂x
= u;

∂φ

∂y
= v;

∂φ

∂z
= w

Hence, Eq. 2.21 can be rewritten as:
∂h

∂t
+∇2φ = 0 (2.22)

To find a relationship between φ and h one can consider the forces acting on a fluid particle only

subjected to an acoustic wave. The momentum balance as in Eq. 2.10 will result in a balance between

the rate of momentum increase in time and the instantaneous pressure p′ gradient:

∂(ρv)

∂t
= −∇p′ (2.23)
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Introducing again ρ = ρ0(1 + h) with the assumption h � 1 and considering each component inde-

pendently, it is possible to obtain:

∂p′

∂x
= −ρ0

∂u

∂t
∂p′

∂y
= −ρ0

∂v

∂t

∂p′

∂z
= −ρ0

∂w

∂t

Multiplying the first equation by dx, the second by dy and the third by dz and then summing up the

three, one gets:
∂p′

∂x
dx+

∂p′

∂y
dy +

∂p′

∂z
dz = −ρ0

∂

∂t

(
u dx+ v dy + w dz

)
(2.24)

Upon simplification and reintroducing the velocity potential φ, it becomes:

dp′ = −ρ0
∂

∂t
dφ (2.25)

Integrating at any random time instant and considering the initial resting condition p′ = p0, it is

possible to write the incremental pressure p:

p = p′ − p0 = −ρ0
∂φ

∂t
(2.26)

Recalling the bulk modulus K from Eq. 2.13b and noting that the volume strain corresponds to a

negative condensation h
dV

V
= −dρ

ρ0
= −h

it is possible to write:

p = hK = ρ0c
2h (2.27)

In which the speed of sound definition c2 = K/ρ0 has been used (from Eq. 2.13c).

Combining the previous equation with Eq. 2.26, it is possible to express h as function of φ, thus,

insrting it in Eq. 2.22, the so-called acoustic wave equation in its three dimensional form can be

written:
∂2φ

∂t2
= c2∇2φ (2.28)

Its solutions represent the propagation of a velocity potential φ with velocity of propagation c, from

which all the other acoustic variables might be readily obtained by using relations such as:

p = −ρ0
∂φ

∂t
, h =

p

ρ0c2
, u =

∂φ

∂x
, v =

∂φ

∂y
, etc.

Considering a sound wave travelling in the y direction, with zero velocity component in x and z,

Eq. 2.28 can be written in its 1D form:

∂2φ

∂t2
= c2

∂2φ

∂y2
(2.29)

The most important solution to this equation is made by harmonic waves, that in complex form can
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be for example expressed as:

φ = j(A ej(ωt−ky) +B e(ωt+ky)) = φ+ + φ− (2.30)

In which φ+ and φ− represent two travelling waves with same frequency and speed, travelling respec-

tively in the positive and negative direction. Hence, considering the different relations between the

velocity potential and the other acoustic variables, the acoustic pressure difference p, y-velocity v and

displacement s have the form:

p(y, t) = −jωρ0(φ+ + φ−) (2.31a)

v(y, t) = −jk(φ+ − φ−) (2.31b)

s(y, t) =

∫
v dt = −1

c
(φ+ − φ−) (2.31c)

It is worth noting that pressure p and velocity v are in phase when travelling in the positive direction,

but shifted by π (i.e. opposite sign) when going in the negative direction. They are nonetheless π/2

phase-shifted with respect to displacement s.

2.2.2 Acoustic impedance

Analogously to electrical impedance, the resistance to the wave motion for a specific medium i can be

generally defined as the ratio between the driving force (pressure) and the flow (local particle velocity

v):

Zi =
p

v
(2.32)

Thus, considering the harmonic solutions for p and v in one direction as formulated above, the

specific acoustic impedance becomes:

Zi
+ =

p+

v+
= ρici (2.33a)

Zi
− =

p−
v−

= −ρici (2.33b)

respectively for a wave travelling in the positive and negative direction. As an example, not taking in

consideration the wave directions, below there are the compressibility and speed of sound values for

two materials involved in this thesis work, such as water and pyrex glass, and their straightforward

acoustic impedance.

ρwa = 997 kg m−3 cwa = 1497 m s−1 =⇒ Zwa = 1.49 MPa s m−1

ρgl = 2230 kg m−3 cgl = 5640 m s−1 =⇒ Zgl = 12.6 MPa s m−1

As one can easily see, the impedance of a rigid material like glass is much higher than the one for a

fluid like water: this is because of the amount of energy needed to compress the single molecules of

the bulk, which is indeed much higher the more ordered and compact a substance is.
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2.2.3 Interface: reflection and transmission

Like any other wave, sound waves as well are affected when meeting the interface between two media

with different acoustic impedance Z1 6= Z2. Given an incident pressure wave pi = Aie
j(ωt−k1y),

interacting with the interface one part will bounce back (reflected) pr = Are
j(ωt+k1y) and another

part will travel across (transmitted) pt = Ate
j(ωt−k2y). Two boundary conditions have to be satisfied

at any point of the surface separating the two media: continuous acoustic particle motion across the

interface to not cause medium disruption (i.e. the normal velocities are equal) and equal acoustic

pressure on the two sides of the boundary. Formalizing the latter one for the interface set at y = 0:

meaning

pi + pr = pt; Aie
jωt +Are

jωt = Ate
jωt; Ai +Ar = At (2.34)

Recalling the definition of acoustic impedance Zi = ρici, it is possible to write:

vi =
pi
ρ1c1

, vr = − pr
ρ1c1

and vt =
pt
ρ2c2

Expressing the first boundary condition regarding the equal velocities at the interface as vi + vr = vt

and inserting the relationship between pressure and velocity (again evaluated for y = 0):

Aie
jωt

ρ1c1
− Are

jωt

ρ1c1
=
Ate

jωt

ρ2c2
; ρ2c2(Ai −Ar) = ρ1c1At (2.35)

Combining Eq. 2.35 with Eq. 2.34, one can eliminate At, leaving just the incident and reflected

amplitudes Ai and Ar:

ρ2c2(Ai −Ar) = ρ1c1(Ai +Ar); Ai(ρ2cr − ρ1c1) = Ar(ρ2c2 + ρ1c1) (2.36)

Thus, it is possible to write the expression of the ratio between the amplitude of the reflected on the

incident wave at the interface, the so-called amplitude reflection coefficient Ra:

Ra =
pr
pi

=
Ar

Ai
=
Z2 − Z1

Z1 + Z2

Looking at the phenomenon from an energy perspective, the intensity reflection coefficient RI can be

defined analogously to the previous one, but considering the intensity of the reflected (Ir) and incident

(Ii) waves:

RI = R2
a =

Ir
Ii

=
(Z2 − Z1)2

(Z1 + Z2)2

Using the simple principle of energy conservation (Ii = Ir + It), the intensity transmission coefficient

TI results: TI = 1−RI .

Taking in consideration the example in the previous subsection, one can see that at the interface

between glass and water the majority of the incident wave is reflected, due to the large difference in

acoustic impedance between the two materials:

Rgl−wa
I =

(Zgl − Zwa)2

(Zwa + Zgl)2
≈ 78%
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Standing waves and acoustic resonance

When two or more waves meet, they interact with one another giving raise to the phenomena of inter-

ference. This means that at every time instant there would be a sum of pressure (i.e. displacement)

waves in every spacial point, like a superposition of effects. Hence, a sound wave would interact with

its reflected part once it bounce back from the interface, generating a standing wave (subscript SW

). Assuming for simplicity a travelling wave in the positive direction pi incident on a perfect rigid

boundary (RI = 1, meaning Ar = Ai = A) and its reflected wave pr, from Eq. 2.31a one can write

the equation for the interference of the two waves as:

pSW = pi + pr = ρ0ωA
(

cos (ωt− ky) + cos (ωt+ ky)
)

that yields to:

pSW = 2ρ0ωA cos (ky) cos (ωt) (2.37)

Analogously for the velocity definition as in Eq. 2.31b, one can write:

vSW = vi + vr = kA
(

cos (ωt− ky)− cos (ωt+ ky)
)

that would give:

vSW = 2kA sin (ky) sin (ωt) (2.38)

Applying the definition of displacement as time integral of the velocity:

sSW =

∫
vSW dt = −2

c
A sin (ky) cos (ωt) (2.39)

Figure 2.3: Pressure and velocity during a period T for a standing wave resonating in a channel having
width W = λ/2. Figure courtesy of David Van Assche, from [69].

The displacement function will be zero at intervals of half a wavelength, in which the medium

particle do not move and thus these stationary points are defined as displacement nodes. The max-

imum oscillations are alternated to these latter points by quarter of a wavelength in the so-called

displacement antinodes. Nodes and antinodes can be analogously defined as done for displacement for

every standing wave.

It is worth noting the phase shift of π/2 in space between displacement and pressure waves, while
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in time they behave the same (only with opposite sign). On the other hand, velocity and pressure

have a π/2 displacement both in time and in space. This means that the total energy of the system

is periodically converted between potential energy Ep = −
∫ V

V0
(p/V )dV (linked to the pressure and

stored as compression/rarefaction) and kinetic energy Ek = 1
2ρ0v

2 (linked of course to the velocity).

Considering the conservation of energy for volume unit and the time average of time harmonic fields,

one can write the total time-averaged acoustic energy density as:

Eac = Ep + Ek =
1

4

(
ρ0v

2 + κ0p
2
)

=
|pSW |2

4ρ0c20
=
|pSW |2κ0

4
(2.40)

in which |pSW | represents the pressure standing wave amplitude.

If the frequency is well tuned to the system geometry and the wave meets the interface at a multiple

of half a wavelength, the phenomenon of resonance occurs, greatly amplifying the wave energy thanks

to the resulting constructive interference; in ideal system, the energy would go towards infinite, but

in reality there is an upper limit to the energy waves resonance can achieve due to the dissipation

within the medium where the wave propagates. There are many reasons why it is advantageous to

operate acoustofluidic devices at the resonance mode: besides delivering the maximum acoustic power

from the transducer to the fluid, it makes the phenomena reproducible and stable. This has allowed

to study and exploit the phenomena of acoustic radiation force on particles and of acoustic streaming

in fluids, both of which are explained in the following section.

2.2.4 Acoustic Waves in fluids

In order to bridge the acoustics theory and its applications in microfluidics, it is necessary a premise.

The mechanical vibration in the microchip derives by a lead zirconate titonate(PZT) transducer,

actuated by a sinusoidal current; this current is usually in the MHz range, in order to generate waves

in resonance with the acoustic cavity in the device. One fundamental concept is the coupling between

the actuator and the chip. Usually the PZT is fixed on it by using some glue, with what is called

the acoustic coupling layer : non uniform thickness in this latter one can generate huge variability and

make the modelization of the whole system extremely difficult. Furthermore, the resonance in the

dimension of interest is definitely not the only physical phenomenon that takes place: resonances in

the other dimensions, mechanical energy dissipation and particle-particle interactions are just few of

the observable interactions that arise in such systems. A scheme of the acoustofluidic physics is shown

in Fig. 2.4.
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Figure 2.4: (a) A schematic of a classic acoustofluidic device: the PZT (brown) is glued via the acoustic
coupling layer (green) to the microchip (gray) and it is harmonically actuated. This generates physical
phenomena both in the chip bulk and in the channel (light blue). (b) A transverse half-standing wave
(red) is imposed in the channel cross-section, generating acoustic streaming. (c) zoom-in on the
microparticles (•), subjected to the streaming-induced drag force and to the acoustic radiation force.
Figure courtesy of Rune Barnkob, from [64].

Below the two principle phenomena of interest in acoustofluidics are explained: the primary ra-

diation force and the acoustic streaming. These are both dependent on the non-linear effects of the

acoustic resonance, meaning that they arise from effects that have non-zero time-average in an har-

monic oscillation. Then, after the critical-size derivation, the acoustic body force is introduced, which

aims to give a coherent ed unique mathematical description of all the above mentioned phenomena.

Primary radiation force

When an acoustic wave travelling in a suspension meets a particle having different acoustic properties

compared to the surrounding fluid (i.e. ρp 6= ρ0 and κp 6= κ0), a so-called primary acoustic radiation

force (PRF) arises. This phenomena was first studied by King [70] in 1934 for incompressible particles

in inviscid fluid and later expanded for compressible ones by Yosioka and Kawasima [71]; their works

were summarized by Gorkov for plane acoustic waves in 1962 [72], while more recently the phenomenon

was described taking also into account the fluid viscosity by Settnes and Bruus in 2012 [73]. Travel-

ling acoustic waves would be scattered by the difference in acoustic impedance between the fluid and

the particles, thus generating a momentum transfer on the suspended bodies that then, averaged in

time, results in the PRF causing the particles motion relative to the fluid. In this work, the Gorkov’s

approach to approximate the PRF with 1D standing planar waves has been considered.
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Figure 2.5: The Primary Radiation Force (PRF) magnitude is heavily dependent on the particle
radius: bigger particles would be subjected to larger forces (orange arrow), while smaller particles
to smaller forces (green arrow). It is then possible to perform particle size-separation tuning the
inlet/outlet flows. Figure courtesy of Per Augustsson, from [67].

Hypothesising particles of radius a much smaller than the acoustic wavelength λ, the PRF for a

half wavelength standing wave can be written as:

Frad = 4πΦa3kyEac sin (2kyy)ey (2.41)

in which

Φ =
ρp − 2

3 (ρp − ρ0)

2ρp + ρ0
− 1

3

κ0

κp
(2.42)

that is the contrast factor : if positive, it would result in a force pointing towards the pressure nodes,

while if negative it would make the particles move towards the pressure antinodes. Neglecting the

particles momentum, it can be written the equilibrium for the forces acting on a particle considering

the balance between the acoustic force and the one due to the friction as in Eq. 2.20:

Frad + FStokes = 0 (2.43)

From this balance it is possible to obtain the expression for the particle radiation velocity urad:

urad =
2Φ

3η
a2kyEac sin (2kyy)ey (2.44)

For plane wave it is safe to say that the only PRF component that matter is the one in the wave

propagation direction, while the one in the perpendicular direction is orders of magnitude smaller [79]

and then safe to be neglected for the scope of this work.

Acoustic streaming

Sound propagating into a real homogeneous fluid would inevitably generate acoustic streaming. This

is due to the viscosity effect that implies dissipation of energy both with the distance travelled by the

wave and with the boundaries of the system. The phenomena is bound to the non linearity in the

second-order pressure and velocity fields of the acoustic wave, according to the perturbation scheme

(the reader willing to know more about the topic is referred to [64], [74] and [75]) The dissipation

32



mechanism makes part of the wave energy to be converted into fluid motion [76]: it is possible to

identify three different type of streaming:

• Eckart streaming, that is due to bulk attenuation of the sound wave and it is characterized by

a scale much larger than the acoustic wavelength (reason why it is not consider in this thesis

work, being the focus on a physical scale similar to the sound λ);

• Schlichting streaming, also known as inner boundary layer streaming, has a scale that is much

smaller than the acoustic wavelength;

• Rayleigh streaming, also known as outer boundary layer streaming, has a scale comparable to

the acoustic wavelength.

Figure 2.6: Acoustic streaming in a half-wavelength resonator. In black it is shown the oscillating
first order velocity field. In the zoomed in part one can see the velocity going to zero at the walls,
causing a steep velocity gradient and the consequent Schlichting streaming. It is this inner boundary
layer streaming that drags along the four streaming rolls observable in the fluid bulk. Figure courtesy
of Per Augustsson, from [67].

Schlichting and Rayleigh streaming are tightly bounded. The former one originates from the zero

velocity that the wall impose on the fluid molecules adjacent to it (as already explained in section

1.4). The oscillatory pressure in the bulk implies a non-zero velocity of those fluid particles, while

at the same time the boundary condition impose a zero velocity: this creates a very steep velocity

gradient in the thin fluid layer close to the wall (<1 µm). Due to the different magnitude of the

oscillatory velocity in the bulk, there will be differences in the gradient that is generated depending

on the spacial coordinates across the resonator width. This will generate the streaming in the thin

boundary layer that, as a consequence, will drag the bulk fluid in a counter flow due to the viscosity

of the different fluid lamina sliding on one another. This macroscopic streaming occurring in the bulk

is named after Lord Rayleigh, who first described mathematically the phenomenon of a streaming
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velocity induced by standing waves parallel to a rigid surface [77]. Hence, the velocity in the bulk can

be mathematically expressed as:

ustr = −3

8

|vST |2

c0
sin (2kyy) = −3

2

Eac

ρ0c0
sin (2kyy) (2.45)

For more depth in the analytical solutions of acoustic streaming in rectangular cross-section the reader

is referred to [78].

Critical size

Considering a suspension in a rectangular cross-section of width W in which a half wavelength standing

wave is applied, like the case in study in this thesis work, the phenomena of acoustic radiation force

and acoustic streaming coexists. As seen in the previous two sections, the former acts directly on a

particle, while the latter affects the surrounding fluid; a comparison between the velocities induced

by these two would give:
ustr
urad

=
9η

8πΦa2ρ0f
=

9ηW

4πΦa2ρ0c0
(2.46)

From this equation it is possible to derive a critical particle radius ac for which the magnitude of the

streaming and radiation velocity are equal. For particles below this critical size the streaming would

dominate the motion, while particle bigger than ac the radiation force would be dominant; so, if we

balance the two velocities (i.e. a ratio equals to 1), one can derive a formula for the critical radius

from Eq. 2.46:

ac =

√
9ηW

4πΦρ0c0
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Figure 2.7: Plots showing different behaviour inside an acoustic resonator depending on the different
particle sizes. Starting with an initial position at t=0 equal for everyone (a), the particles after 10 s
have behaved quite differently according to their size: (b) 0.5 µm and (c) 1 µm particles follow pretty
well the acoustic streaming rolls, while with larger radius like (d) 2 µm, (e) 3 µm and (f) 5 µm the
primary radiation force dominates, focusing the particles at the center. Reproduced with permission
from [79]

In any case, assuming as an example any size particle with positive contrast factor Φ, the PRF

would be null at the center of the channel, thus yielding to no urad and, knowing that there is no

component in the z-direction, only ustr would affect the particle motion: if focused, the particle will

therefore end up to the ceiling or the bottom of the channel, no matter how large it is.

Acoustic body force

It has been shown recently that a similar phenomenon to the PRF occurs when there is a difference

in acoustic impedance between adjacent fluid particles [80]: a force density fac is generated due to the

nonzero divergence of the time-averaged momentum-flux-density tensor Π at the interface [81]:

fac = −∇ · 〈Π〉

This means that there is no difference when a sound wave meets an object or a fluid particle, the

important is the acoustic impedance change. This concept allowed researchers to stabilize or even

relocate fluid with different densities in order to have density gradient across the channel width [81],

formulating the body force as:

fac = −1

4
∇κ|p1|2 −

1

4
∇ρ|v1|2 (2.47)

At the interface between two fluids with different physical properties (great differences in κ and
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ρ), the body forces thus generates a stabilizing effect that greatly suppress the acoustic streaming,

as shown by Qiu et al [82]. The stability is nonetheless affected by diffusion, meaning that the

chemical gradient, even in absence of convection, fades out according to Fick’s laws (as explained in

Section 2.1.5). Hence, the acoustic streaming will not be suppressed indefinitely, but its magnitude

will actually increase faster and faster with time: with the early diffusion the acoustic impedance

difference decreases, allowing the streaming to gain strength and creating more convection that would

sum up to the diffusion, thus increasing the initial effect in a positive feedback. So with this technique

the streaming suppression will be secured just for a limited amount of time.
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2.3 Heat exchange

In this section the fundamentals of heat transfer are introduced, followed by the physics laws and

concepts needed to understand the thermal field in microfluidic devices.

The main sources used for this chapter are two basic physics book, Transport phenomena by Bird,

Stewart and Lightfoot [62] and Concepts in Thermal Physics by S.J. Blundell and K.M. Blundell [83].

2.3.1 Temperature and heat

There is no clear and unique definition of temperature (T ), but a trivial one might be that it defines

how hot, or cold, a body is. Empirically, one can easily experience the implications of the concept of

temperature: if two insulated bodies 1 and 2 are at temperature T1 > T2 and they are then placed

in thermal contact with each other, there will be an energy transfer from 1 to 2, untill they reach

the same Tf . This process can be called thermalization and it has been framed as the 0th law of

thermodynamics.

From the atomic/molecular point of view, it is possible to define T in two related ways. A kinetic

definition, more intuitive and easily applicable to material such as gas, and a probabilistic definition,

more complicated to understand, but much more reliable and useful for describing physical phenomena.

To define the temperature in a kinetic fashion, a useful example is to consider a monoatomic gas.

T is a quantification of the kinetic energy each atom has, meaning the higher it is, the faster the

atom moves. If this gas is placed in contact with another gas at a lower T , the molecules of the

hotter one will have higher chances of colliding with the second ones, thus transferring them energy

via elastic collision. This is a rough definition of kinetic temperature. The concept gets more tricky

when approaching more complex materials, such as liquids and solids. In these cases, binding the

definition of temperature to the translational kinetic energy is reductive if not completely wrong. It

makes much more sense relating it to the vibration and rotation of the single molecules and the links

between them, considering that the translation is quite small in liquids and non-existing in solids. In

order to help visualizing this, let’s imagine that the atoms in a metal were balls bound together by

springs: the higher the temperature, the more this spring will be strained by the larger motion of the

two balls, until the deformation is such that the spring yields, resulting in a melted material.

To approach the probabilistic definition, the concept of micro- and macro-state of a system have

to been introduced. The macrostate is what is commonly measured for each part of a system and it

can be characterized by temperature, volume, pressure and other macroscopic quantities. It does not

change with time in an isolate system. A microstate, on the contrary, focus on the energy level of

every molecule at each time instant: it is like an instantaneous photo of all the energy configurations

each basic constituent a system has. The following instant, the microstate will be different because

the single molecules will have different position, velocity or energy, but the overall total energy of the

whole has not changed. Again, it is easier to visualize this concept thinking of a monoatomic gas in

an insulated environment: if at a time t̄ each atom has its own velocity and position, the instant t̄+dt

every atomic configuration will be different, although only slightly, due to their random movements

and collisions. The same thing is valid for solids, even if in this case it is the vibration of the atoms

around their equilibrium position and not their translation to give the variability. The fundamental

assumptions are that every single microstate is possible and equally likely to occur, and a system, if

given sufficient time, will experience all the possible states and spend equal amount of time in each
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one of them. Considering that, as it has been stated above, the microstate is continuously changing

while the macrostate is not, thus this latter one can be thought as the configuration resulting from the

largest number of microstates. Hence, in probabilistic terms, the macrostate is the arrangement at

which the number of corresponding possible microstate has been maximized. Linking these concepts

back to the thermalization, two systems will exchange energy in order reach a configuration with the

most microstates, a process normally known as “having the same T”. Considering a system with

number of microstates Ω and energy E, its temperature T can be defined as:

1

kBT
=

d ln Ω

dE
(2.48)

in which kB is the Boltzmann constant. In statistical mechanics, this expression can be rearranged

defining the quantity kB ln Ω as the entropy S of a system, which is, put in very simple terms, a

measure of its disorder:
1

T
=

dS

dE
(2.49)

Linking the probabilistic and the kinetic definitions of temperature there is the velocity distribution

theorized by Maxwell-Boltzmann, who derived the average velocity of a gas molecule as a function

of its temperature T and mass m, making hence possible to link the mean kinetic energy with the

temperature:

〈Ek〉 =
1

2
m〈v2〉 =

3

2
kBT (2.50)

The reader interested in deepening these concepts is referred to [83].

To link back this concepts of temperature with the fluids, it is useful to look at the dependence

on T of two quantities already introduced in the previous sections: density and speed of sound.

(a) (b)

Figure 2.8: The two quantities are represented relative to the values measured at 25°C. All the
measurment were performed by the Acoutofluidics group at BME, Lund University.

As one can easily notice, the density (Eq. 2.3a) decreases with T , due to the higher kinetic agitation

of the molecules that makes fewer of them fit in the same volume ∆V . The speed of sound (Eq. 2.13c),

on the contrary, increases with T . With higher temperatures there is in fact higher level of motion of

the fluid molecules, meaning that less energy is needed to induce the same pressure change.

Heat, on the other hand, can be easily defined as thermal energy in motion, here expressed with

the letter Q. Intuitively, the experience of heat is one of the most natural ones: sitting in front of

a fire can make easily perceiving the warming feeling coming from it, while holding a piece of ice in
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the hand can be easily associated to a heat flux leaving the body and melting it. Hence, heat can be

thought as energy transfer and there are different ways in which the it can happen:

• Conduction, that can be defined as molecular energy transport. This concept will be deepened

in section 3.2.

• Advection, that is energy transport due to bulk motion of a fluid. It depends heavily on the

forces acting on the fluid and its density and it can act at great distances: it is the main way in

which heat is transported across the globe by oceans with surface or abyssal currents.

• Radiation, that is the only energy transfer that does not require physical contact and can act

at incredible long distances. An example is how the sun irradiates and warms Earth with its

rays.

The more known term of “convection” is referred to the combination of advection and conduction,

meaning that the contributions due to the bulk velocity of a fluid and to the spatial gradients within

it are both considered.

The amount of heat dQ necessary for a system to increase its temperature of dT (at constant pressure)

can be quantified thanks to its heat capacity Cp:

Cp =
dQ

dT

which can be expressed independently on the mass of the system m by the specific heat capacity cp:

cp =
Cp

m

The specific heat capacity is a physical material property and it helps defining the amount of heat

that needs to be given to an object unit mass in order to increase its temperature: as explained above,

there are multiple factors that can influence how heat is distributed in a system and thus how the

T changes. For example, constant volume or pressure can have heavy impact on these experiments

and thus the specific heat capacity has been sampled with different constrained, mapping in tables its

changes for various materials.

2.3.2 Heat conductivity and conduction

Another interesting material properties is heat conductivity kth. This indicates how easily heat can

spatially flow from a region of high temperature to one with low T . This relation has been formalized

into the Fourier’s law of heat conduction, that in the 1D formulation along a direction y can be

expressed as:

qy = −kth
dT

dy
(2.51)

in which q = Q/A is the heat flux, that has the expression of an heat flow Q through a surface A. This

means that the flow of thermal energy along one direction is proportional to the temperature decrease

along that direction. The negative sign indicates that the heat moves from the higher T to the lower

one, against the temperature gradient. Considering that this mechanism applies in all directions, its
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generalization in 3D for an isotropic material can be written as:

q = −kth∇T (2.52)

in which q is the vector representing qx, qy and qz. In case of an anisotropic material, the thermal

conductivity kth can be substituted by the thermal conductivity tensor kth, that is a symmetric second

order tensor representing the different kijth = kjith in every direction combination.

As the heat capacity, the thermal conductivity has been mapped for different materials and, if

not tabulated for the conditions of interest, it can be derived by using state-charts that express kth

as function of T , with different curves according to the pressure p at which the measures have been

conducted. In general, kth for low density gases increases for increasing T , while for liquids it decreases

with increasing T . This makes sense linking back with the kinetic definition of temperature: on one

hand, for a gas the heat transfer happens mostly via collision between moving molecules/atoms,

hence the faster they move, the easier it will be to transfer heat. On the other hand, for liquids

it is not translational energy but mostly vibrational and rotational energy that play a key role in

heat transport: with higher T , the distance between molecules increases, making the transfer less

effective. Nonetheless, polar liquids such as water may have a maximum in the dependence of kth on

T . Solids like metals mainly transfer heat through electron movements and their thermal conductivity

kth decreases with T , due to the higher atomic agitation.

It is pretty obvious to see a parallelism between Eq. 2.51, the 1D Fick’s law on diffusion in Eq.

2.14 and the 1D formulation of Newton’s law of viscosity as in Eq. 2.1: in all cases there is a flow

proportional to the negative gradient of a macroscopic variable, in which the proportionality coefficient

is a physical properties of the material (that depends on temperature and pressure). When comparing

the 3D formulations of such laws (Eq. 2.52, 2.15 and 2.2) there are some differences between the

former two and the latter one, mainly due to the fact that energy and mass transfer are scalars while

momentum is a vector, meaning that in three dimensions the former flows become vectors, while the

momentum flow is a second order tensor.

2.3.3 The heat equation

To look at how heat (and thus temperature) change with time, one has to approach the so-called heat

diffusion equation. Considering an isolated volume V with surrounding closed surface A, it is possible

to write an equilibrium equation considering the heat flux q leaving the system and the variation of

internal energy: ∫
A

q dA = − ∂

∂t

∫
V

CpT dV (2.53)

Applying the divergence theorem, one can write:∫
A

q dA =

∫
V

∇ · q dV

Inserting this relation into Eq. 2.53, it is possible to write:∫
V

(
∇ · q +

∂

∂t
CpT

)
dV = 0 (2.54)
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that is true when the integral argument is 0. This yields to:

∇ · q = −Cp
∂T

∂t
(2.55)

Combining this equation with Eq. 2.52, one gets the expression of the thermal diffusion equation:

∂T

∂t
= α∇2T (2.56)

in which α = kth/ρcp is the thermal diffusivity. The Fourier’s law on conduction is a particular case

of the heat equation, considering a steady state (i.e. ∂T
∂t = 0)

2.3.4 Energy balances and T distributions

In order to understand the temperature distributions across a system, one can formulate the heat

equation using the so-called shell balance. This approach consists in an energy balance over a suitable

thin region, taken with heat flow perpendicular to its surface: doing so it is possible to obtain the heat

flux distribution out of it (as in Eq. 2.55). Then, substituting this into the Fourier law for conduction

gives the first-order differential equation of T depending on the position. Of course, suitable boundary

conditions are needed: the T has to be specified at a surface, q normal to the surface must be given

and the continuity of T and q at interfaces is essential. Furthermore at a solid-liquid interface, the

normal heat component is related to the difference in T between the wall temperature and the fluid

bulk one.

Doing so, one can formulate energy balances and calculate the consequent T distributions across

composite system, with good approximation and suitable boundary conditions.

2.3.5 Electric circuit analogous

Considering a composite system (i.e. made up by several materials in thermal contact with each

other) at steady state, an heat flux flowing between them will cause the T profile to behave differently

in each material, according to its physical properties. A simple way of looking at this problem might

be an “electrical” approach to the heat exchange: as in Eq. 2.51, one can notice that there is a flux

proportional to some kind of driving force or potential (in this case a difference in temperature). So,

rewriting the equation as in the most known of Ohm’s rules ∆V = RI and considering the resistance

R = 1/σ ∗ l/A, with σ electrical conductivity (material property), l length and A area of the material

to be crossed (geometrical property):

∇T = − 1

kth
q

that, integrated in one dimension (between the initial and final points yi and yf ) with suitable bound-

ary conditions and constant q = Q/A, yields to:

∆T = Tf − Ti = −yf − yi
kth

q (2.57)

where −yf−yi

kth
is the material thermal resistance per unit area. This make sense because the easier

the conduction is (higher kth), the lower the resistance is, while the longer the path the heat has to

transit inside the material, the higher the resistance is.
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2.3.6 Conduction VS Convection

When looking at the two heat transport mechanisms that happens when there is thermal contact

between fluid and solid, meaning conduction and convection, one has to understand which one is

predominant in order to determine the phenomenon that influence the most the system T profile.

In order to do this, it is useful to calculate some non-dimensional numbers characterizing the ratio

between these motion components.

Pr =
ν

α
=

η/ρ

kth/ρcp
=
cpη

kth
(2.58)

in which ν is the kinematic viscosity and α the heat diffusivity. This number, called Prandtl number for

the German engineer Ludwig Prandtl, shows the ease in which momentum versus energy transport can

happen in a system. Pr is a dimensionless quantity only depending on material physical properties.

Another useful adimensional number is Peclét number: in a system with characteristic length L and

fluid bulk velocity v it expresses the ratio between the advective motion and the diffusive one:

P é =
Lv

α
=

Lvη/η

kth/ρcp
=
ρLv

η
∗ cpη
kth

= Re ∗ Pr (2.59)

This compares the preponderance of the quantity of energy that is exchanged via fluid motion (at the

numerator) with the one exchanged via diffusion (at the denominator).

The time scales at which the diffusion occurs along one direction y can be derived by the heat equation

as:

t1D =
y2

2α
(2.60)

while the time scale at which convection happens along the y direction is more related to the bulk

velocity v of the fluid, meaning that it can be estimated by reversing the simple definition of velocity:

t =
y

v
(2.61)
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Chapter 3

Experimental procedure

In this section the experimental work done in this thesis is presented and discussed. It starts with

a brief introduction to the set-up used, both regarding the holder fabrication and the T control

automation, while more detailed information on the materials and methods can be found in Appendix.

Every part making up the investigation has its own paragraph, in which the methodology is briefly

explained and then the results are discussed; once again, for details about the materials and methods

used, the interested reader is referred to Appendix.

3.1 Set-up and experiment design

The fundamental part for a microfluidic experiment is of course the chip. Furthermore for acoustoflu-

idics, as explained in the theoretical background, channel geometry plays an important role: it is at

the interface between different materials that the sound waves are reflected and thus a standing wave

is generated. Ideally for a single-node acoustic resonator, one would have a rectangular cross-section

with a width equal to half a wavelength of the actuating sound: this latter should also match the

resonating frequency of the piezo-electric element, in order to generate the highest possible energy in

the mechanical vibration. With a resonating PZT 1 mm thick, one gets its resonating frequency f as:

λPZT

2
= 1 mm; f =

cPZT

λPZT
=

4000 m/s

2 mm
= 2 MHz

Considering then the speed of sound in water cw = 1500 m/s, one would get a sound wavelength λ:

T =
1

f
; λ = cT =⇒ λ =

c

f
= 750 µm

Hence, the channel width should be λ/2, i.e. around 375 µm.

The chip that was used in this thesis work was produced by the Ångström laboratory, Uppsala

University. It was designed as a glass-silicon-glass microfluidic device, with a silicon wafer (150 µm

thick) etched through and then anodically bonded on both sides with glass lids, one thin (200 µm)

and one thick (1.1 mm). The channel cross-section was supposed to be rectangular, as high as the

silicon wafer thickness and with width 375 µm, equals to the previously calculated half wavelength

at 2 MHz. However, probably due to some problems during the etching, the channel had in reality a

trapezoidal cross-section, as shown in Fig. 3.1, with upper base of roughly 420 µm and lower one of
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roughly 520 µm.

Figure 3.1: Schematic of the chip cross-section: the middle layer is silicon in which the channel had
been etched (with the skewed side walls). Above it there is the thick glass (1.1 mm), while below
there is the thin one (200 µm).

This was quite a big issue, since with this chip configuration the fields generated inside the acoustic

resonator was severely altered compared to a rectangular cavity, but it is impossible to easily know to

what extent. Nonetheless, the glass-silicon-glass configuration was thought to be more important than

the channel geometry (in section T field characterization the reason will be explained in details),

so the sandwich chip was used regardless of its channel geometry flaws.

3.1.1 Holder fabrication

One intuitive and reliable way to generate and maintain a temperature gradient across a microchannel

is by heat conduction. In order to achieve that, the chip holder was designed with aluminum plates

able to conduct heat to the channel from a heat source (peltier elements in this case). Preliminary

results had shown that there were some deformations in the metal when heated, thus generating a shift

in the depth at which the channel is placed during the observation (the chip image blurs with changing

T ). This led to the design of the final holder (Fig. 3.2), in which two thin (400 µm) aluminum plates

were placed in a PMMA support that would act as insulation. Not only the pockets for the aluminum

plates were milled in the polymeric base, but also a slot through the whole polymeric base thickness

precisely below where the channel sits, in order to guarantee thermal decoupling of the two sides.
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Figure 3.2: Rendering of the holder, designed via Fusion 360TM. The PMMA base (transparent) and
the two aluminum plates (dark gray) were milled to perfectly fit each other. The geometry guarantees
heat conduction to the central region of the chip and thermal decoupling between the two sides. The
two clamps for holding the chip in place (shown in white) were not produced.

Despite the modifications to the design, blurring still occurred; nonetheless, it was measured

that if the focus was placed at the channel mid-height at room temperature, the defocused images

intensity resulting from the aluminum thermal deformation would be quite similar, differing of just

few percentage points. However, the blurring made the image processing more complicated, since the

channel walls were not as easily detectable when the images were out of focus and this kept changing

with the different set temperatures.

3.1.2 Experimental set-up

• Automated T control

Two peltier element controllers (PID controller) were used to set and maintain the desired

temperature on the aluminum plates. The temperature was measured via thermo-resistances

Pt1000: one was placed on each aluminum plates to get the feedback for the controllers, while

another one was placed on the top glass of the chip, to get a sense of the T stabilization.

However, these resistances were proven to have a constant offset in the measured temperature,

but it wasn’t possible to fully characterize it with statistical significance for each resistance due

to lack of time. The software LabView was then used to input settings to the two controllers

and to store T data from their temperature sensors. Furthermore, another temperature probe

was placed on the top of the chip on the thick glass, to help monitoring the T stability inside

the channel; again, the data were recorded via a multimeter controlled via LabView. The goal of

the software interface is to automate the set-up, allowing an user to set a range of temperatures

independently on the two PID controllers and the time intervals at which the T shift has to

happen, while at the same time recording the T data and images (with independent sampling

rate).

• Particle tracking
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General defocusing particle tracking (GDPT) [84] was used to track 1µm-diameter polystyrene

particles inside the microchannel. This technique was applied on images collected using a cylin-

drical lens to have astigmatism in the measurements: the algorithm can then correlate the

defocused image of the particle with a previously taken calibration stack, giving an estimate of

the height at which it was in the recorded frame.

This approach was used to characterize the particle motion in the three situations involved in

this thesis work, meaning a channel with only thermal gradient, with only acoustic field and

with the two combined. It is good to keep in mind that the tracking algorithm assumes classic

rectangular cross-section for the channel. Thus in the results the trajectories in such a plane will

be displayed as if the channel was rectangular, with height of 150 µm (the silicon layer thickness)

and width of 420 µm, like the upper (and smaller) base of the trapezoidal cross-section (as shown

in Fig. 3.1).

3.2 Temperature field characterization

3.2.1 COMSOL model

A simple stationary thermal 2D model was set in COMSOL Multiphysics® 5.5 for the thermal gradient

simulation in the system cross-section. Thanks to Jonas Helboe Jørgensen from DTU, who provided

the basic model, it was possible to modify and simulate different configurations, both regarding the

holder design and the experiment settings. The 2D configuration was defined via several parameters,

both geometrical and physical, allowing to modify both the design and the material properties. Going

from the bottom to the top, the displayed model represents the PMMA base, the thin aluminum

plates and then the chip sitting on top of them, as a bridge in between. The model try to exemplify

how the thermal gradient (set between 36 and 16°C) would develop: with a classic silicon-glass chip

or with a glass-silicon-glass chip (so-called sandwich), as one can see respectively in Fig. 3.3 and 3.4.
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Figure 3.3: T color-map for a classic glass-silicon chip: as one can notice, the temperature decreases
all along the system, from the hot peltier (right) to the cold one (left). The different materials of the
chip are indicated in magenta.

Figure 3.4: T color-map for a sandwich glass-silicon-glass chip: the temperature decreases steeply
across the channel, with almost uniform high T to the right and low T on the left. The different
materials of the chip are indicated in magenta.

The only difference in these two configuration is the material that is in contact with the aluminum

plates: in the case of the more classic glass-silicon chip (Fig. 3.3), silicon is in contact with the

aluminum. Thus, there is a low thermal resistance path directly linking the two peltier elements,

going through aluminum, silicon and then aluminum again. This results in a gradient that develops
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all along the system, meaning that the temperature difference across the actual channel is quite low,

as shown in Fig. 3.5.

Figure 3.5: T gradient along the width dimension in a classic glass-silicon chip: most of the temper-
ature variation is still across the channel, but clearly there are non-zero values all along the system.
The different materials of the chip are indicated in magenta.

Figure 3.6: T gradient along the width dimension in a sandwich glass-silicon-glass chip: the temper-
ature decreases steeply across the channel and its close surroundings, while in the rest of the system
the T variation is very low. The different materials of the chip are indicated in magenta.

On the other hand, with the bottom of the chip made of glass, the lowest resistance path (ac-

cording to the different material thermal conductivity k) that the heat flux can take is to go from

the right aluminum plate to the glass for then reaching the silicon. From this one it goes through

the water-filled channel to the silicon again, and then it proceed through the glass to reach the cold

aluminum on the left. As one can see in Fig. 3.6, the temperature variation happens mainly across
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the channel, while in the rest of the system it is close to zero. It is worth noting the different order

of magnitude in Fig. 3.5 and 3.6: in the latter one the displayed variation is 10 times the scale in the

former one, with roughly the same values across the whole system.

One of the aims of the model, besides chip design optimization, was to investigate the ideal

temperature field generated inside the channel. With set temperatures of 36 °C on the right peltier

and 16°C on the left one, the modelled T profile (Fig. 3.7) is quite linear and just near the walls has

some nonlinear effects for the ceiling and bottom of the channel, while at the center is perfectly linear.

Figure 3.7: T profile across the channel width at three different height: bottom (blue), middle (green)
and top (red) of the channel. As one can notice the total temperature drop across the channel is
around 10 degrees.

It is worth noting that with a set 20°C difference between the two peltier elements there is only a

10°C gradient across the channel, meaning that the heat transfer is not very efficient even according

to the model. Efficiency in this model would imply a clear path for heat flow confined as much as

possible in the microfluidic chip, with the only high resistance component represented by the water-

filled channel. With better insulation the heat wouldn’t leak in the polymeric plates as in Fig. 3.4,

thus making the aluminum plates to conduct the heat only towards the chip. Furthermore, thicker

aluminum plates would give more mass and hence more thermal energy to be stored inside them: this

means more heat that can flow.

3.2.2 Temperature calibration

In order to measure the temperature inside the channel, a thermosensitive fluorescent molecule, Rho-

damine B (RB) [58], was used. It was selected thanks to its linear behaviour in the range 0°C-100°C,

meaning that the fuorophore intensity proportionally decreases with increasing T . To achieve a corre-

lation between the RB solution intensity and the temperature, a calibration curve was needed. Thus,

the two controllers were set to the same T , let them stabilize and then an image set (20 images) was
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collected for that single temperature; this process was done from 20°C to 30°C, with steps of 2°C in

between (total of six stacks of 20 images each). Each stack was averaged to get one single less noisy

temperature-image representing the intensity at that T . Then the channel central line was found (Fig.

3.8a) and the channel was calculated with the same number of pixel to the left and right from the

central line (for a total of 80% of a focused channel), as in Fig. 3.8b.

(a) Mean intensity along the length of the channel
(blue), with threshold 50% of the maximum inten-
sity in black. The channel central line (red) has
been identified as the median of the positions vec-
tor above the threshold. The green lines are the
considered side of the channel, obtained by tak-
ing 40% of the positions vector length both right
and left from the central line. Thus the channel
is 80% of the pixels above the threshold.

(b) Resulting cropped channel in a raw image.
The central line (red) and the side walls (green)
are calculated as explained in Fig. 3.8a. The
red, blue and green markers correspond to three
sample-pixels used to check the calibration curves.
Scale bar is 100 µm.

Figure 3.8: Method to identify the channel for each image, applied in order to cope with the drift due
to thermal bending.

This approach was taken in order to make sure that the same size channel was segmented every

time, at roughly the same distance from the walls: not too close (to avoid the wall distortions due

to the blurring), but not too far either (thus making the analysis non-significant). The next step

was to calculate the calibration curve (a line) that would describe the relationship between T and

channel intensity. Being a first order polynomial, only one coefficient and one offset parameters are

needed. These were calculated pixel-wise, meaning that every pixel in the cropped image got its own

calibration curve: to reduce the noise, an averaging filter was convoluted with every image. Then for

every position in the image, the intensity at each T was fitted to extrapolate the slope and offset of

the calibration curve for that single pixel. The result is a 3D coefficient matrix with a two component

vector for every position of the cropped images. The calibration curves for the three highlighted pixels

in Fig. 3.8b are shown in Fig.3.9, in which the different positions are color-coded.
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Figure 3.9: Three curves representing the RB intensity dependence on T . The color-code specify the
position of the investigated pixel as in Fig. 3.8b. The triangles are the intensity value at the pixel
before the neighbourhood averaging, while the crosses are the value after the filter was convoluted
with the image.

This kind of approach was applied to avoid optical issues that could heavily impact the intensity

distribution along the image: doing a “local” averaging smooths out the noise of a single pixel (already

reduced by the image stacks mean), but the small dimensions of the neighbourhood prevent losing

the particular intensity aberration that may be present in that region of the image. As shown in Fig.

3.9, the intensity from the mean image at a certain T slightly differs from the smoothed one with the

local filtration: this latter perfectly fit in a first order polynomial in dependence on T . It is worth

noting as well that the slope at different positions is roughly the same, with only different offsets: this

is because the change in intensity heavily depends on the RB concentration, while the actual intensity

value depends on the light optical path and distribution. With the coefficient matrix it was hence

possible to take an image with an unknown T field on the channel (filled of course with a solution

with the same RB concentration as the calibration) and then extract the temperature map, pixel by

pixel.

3.2.3 Temperature gradient

The temperature gradient contour calculated by using the calibration matrix is shown in Fig. 3.10, in

which it is possible to see the T gradient as a color-map (with the two peltier-controllers set to 16°C
and 36°C, like in the model).
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Figure 3.10: Temperature gradient color-map, in which every pixel intensity was correlated with its
position-specific calibration curve from the coefficient matrix.

As one can see there are some circular aberrations in the map, due to the fact that there were

some spots in the field of view (either on the optics or on the camera sensor): considering that the

channel slightly moves during the temperature calibration acquisition, these spots are not in the same

position all throughout the calibration stack. Thus these thin circular shapes are formed.

Figure 3.11: T gradient along the channel width, obtained by averaging temperature values in the
length direction. As one can see, the gradient is roughly linear.

The averaged temperature in the channel as function of the width is shown in Fig. 3.11. It can be

seen that the profile is quite linear, but the absolute values are definitely incorrect: it is impossible

that the temperature on the left side (cold one) goes below 16, being this one the T set for the peltier
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element. However, even if the absolute measured T might be incorrect, such a relative difference

could be actually present inside the channel. A ∆T of roughly 8°C is reasonable if compared with the

model prediction (roughly 10°C), considering that in reality there is no way to get a perfect thermal

coupling between the aluminum plates and the chip: the real heat conduction would thus be less

efficient than how much it was forecasted by the COMSOL simulations. Furthermore, the constant

offset of the thermal resistances and the linear dependence of RB on T make plausible the fact that

such a thermal gradient would be shifted in value (higher temperature), but keeping the same relative

difference. Ultimately, it is the trend of the gradient and the magnitude of the difference that matters

when checking the change of the thermo-physical properties along the channel width. As one can

easily see in both Fig. 3.10 and 3.11, there are some issues at the boundaries due to the fact that

the averaging filter, when going through the images, does zero-padding at the edges: thus the val-

ues calculated for such pixels loose sense completely (the measured temperature went down to -250°C)

Considering that the estimated temperature difference is about 8°C, the density difference in the

liquid will not be large. Thus the driving force for the convective motion inside the channel, i.e. the

difference in hydrostatic pressure due to the colder and hotter liquid columns side-by-side, is really

low. To characterize this motion, the GDPT was performed and the recorded particle motion was

very slow, as expected. As one can see in Fig. 3.12, the average velocity was below 1 µm/s. The

particle movement is induced by a gradient in hydrostatic pressure generated by the water different

densities in adjacent liquid columns across the channel.

Figure 3.12: Thermal convective flow originating by the T gradient across the channel (the two
controllers were set to 36°C on the right and to 16°C on the left). The particle (1µm-diameter
polystyrene) motion was recorded with a sampling rate of 2 Hz and then tracked using GDPT.

This gravity-induced convection can be explained as follow: at the bottom of the channel there

will be the largest density difference, with a pressure gradient from the denser (i.e. colder) liquid to

the hotter one; at the walls the fluid gets either cooled or heated and gravity pushes it respectively

down or up. The recorded motion resembles pretty well the theorized behaviour in such a situation,
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to which everyone can relate from daily life, thinking of the air flow in a room heated by a radiator.

3.3 Acoustic actuation

A 2 MHz piezo-electric transducer was glued to the chip in order to make it vibrate and thus generating

an acoustic standing wave in the acoustic cavity. The resonating frequency was found to be around

1.5 MHz, way off the PZT resonating frequency (around 2 MHz), meaning that it was impossible to

get all the acoustic energy that the oscillating element was able to generate. As one can see in Fig.

3.13, in the channel used in this thesis work it was not possible to obtain a perfect acoustic field:

the skewed walls are for sure affecting the sound waves resonance, resulting in a non-classical sound

field and non uniform distribution of the acoustic energy density. A non-uniform acoustic energy

causes the radiation force to have different components at different positions along the channel width,

resulting in a focusing commonly called snaky focusing, meaning that the pressure node location

along y changes depending on the channel length coordinate. Thus it was expected to have a difficult

comparison between the results obtain with such a configuration and more established experiments

(and the related published theory).

Figure 3.13: 5µm-diameter polystyrene particle focused in the channel: as one can clearly see, the
particles are not focused at the same width-coordinate along the channel length (sneaky focusing).
The PZT actuation was at 1.55 MHz with a 1 ms linear frequency sweep of 10 kHz. Scale bar is 100
µm.

In order to understand the fluid motion, smaller particles were used in this experiment as well. As

with the thermal motion tracking, the same 1µm-diameter polystyrene particles (the motion of which
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is expected to be dominated by acoustic streaming) were injected in the channel; the imaging was

performed at the same spot as in the thermal recordings, with acoustic actuation at 1.562 MHz and

10 V peak-to-peak.

Figure 3.14: Acoustic streaming observed in the channel cross-section. The particle (1µm-diameter
polystyrene) motion was recorded with a sampling rate of 10 Hz and then tracked using GDPT. Scale
is in µm.

As one can easily see in Fig. 3.14, also in this case the four classic rolls appear with a standing

wave along the width of the channel, as explained in section 2.2.4. It is worth noting that the two rolls

at the bottom are slightly bigger than the ones in the upper part: this may be due to the trapezoidal

cross-section of the channel, with the long base at the bottom. It is important to point out as well that

there are some clear outliers at high velocity (top left and bottom right), that are at the boundaries

of the channel where the tracking becomes more difficult, due to the high defocused shape of the

particles. The average velocity at the channel mid height can be attested around 25 µm/s. Despite

the cross-section not being rectangular, the measured acoustic streaming resembles pretty well the

one expected and predicted by the theory, as reported in Fig. 2.6.

3.4 Thermal acoustic actuation

The novelty in this thesis work was the combination of the thermal gradient with the acoustic field.

In order to do so, the temperature controllers were set at the same T as in the thermal field charac-

terization, and then the piezo-electric actuator was turned on initially at the same frequency (1.562

MHz) as in the acoustic actuation. The temperature gradient in this case was measured with RB as

previously showed, with the acoustic field on as well, to see if there was any interaction between the

two. The temperature gradient map shown in Fig. 3.15 is comparable with the one without acoustic

actuation (Fig. 3.10), with the only difference that the hot temperature seems to fade in a milder

fashion (i.e. at the center there are mainly warm colors).
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Figure 3.15: Temperature gradient color-map, in which every pixel intensity was correlated with its
position-specific calibration curve from the coefficient matrix.

Figure 3.16: T gradient along the channel width, obtained by averaging temperature values in the
length direction. As one can see, the gradient is roughly linear.

As one can see from Fig. 3.16, the temperature gradient is still roughly linear, but the major change

is in the magnitude. If the ∆T was around 8°C with only the thermal field, now it is just about 4°C:

the T at the hot wall has remained approximately the same, but the temperature at the cold one has

increased by almost 4°C. This is most likely due to the fact that the PZT was placed on the chip side

that was cooled down. With the actuation, the piezo-electric element heated up, thus conducting the

heat to the channel and consequently decreasing the magnitude of the temperature gradient. This was

an unexpected effect: it is known from literature the heating effect of piezo-electric transducers [85],
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but it wasn’t expected of this magnitude. This might be due to the high peak-to-peak voltage applied

in order to obtain a good acoustic field, plus the non optimal gluing of the transducer to the chip

and its use not at the optimal frequency. Thus, there can be a substantial damping effect of the PZT

energy, from mechanical to thermal, which implies the heating of the element and, consequently, the

conduction to the channel.

Figure 3.17: Thermal acoustic streaming observed in the channel cross-section. The particle (1µm-
diameter polystyrene) motion was recorded with a sampling rate of 12 Hz and then tracked using
GDPT. Scale is in µm.

The first thing to notice is the velocity magnitude distribution in the cross-section: as shown in

Fig 3.17, the maximum velocity (≈ 60 µm/s) is in this case at the mid-height of the channel. The

trajectory seems to do some kind of “eight” shape, with two points at zero velocity almost anti-

symmetric with respect to the center of the channel. It is worth noting that this particle tracking

was more difficult than the previous ones, especially close to the bottom; this was due to the fact

that the particles were sticking much more to the bottom and also the sampling rate was higher, thus

necessarily diminishing the exposure time. The combination of these two effects caused the tracking

algorithm to fail more often, resulting in a larger number of gray boxes (i.e. no velocity data).
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Figure 3.18: Thermal acoustic streaming observed along the channel length (x). The particle (1µm-
diameter polystyrene) motion was recorded with a sampling rate of 12 Hz and then tracked using
GDPT. Scale is in µm.

Looking at the in-plane motion (Fig. 3.18), one can observe that there is some fast moving fluid

going along the length of the channel: all these differences in behaviour can heavily affect the recorded

cross-sectional motion (already shown in Fig. 3.17). One of the first things to notice is the different

magnitude of the velocity (the scale-bar goes roughly double than in the cross-sectional movement,

with highest velocity > 100 µm/s). Then it is worth thinking about the flow pattern along the length

of the channel, trying to understand the particle behaviour (and thus the fluid one). With a more

classic chip and acoustic field, one would expect some more ordered plane rolls: starting from an

acoustic focal point (positions along the length with highest acoustic energy density), the fluid would

be pushed from the cold to the hot side due to the acoustic body forces (caused by the changes in both

density and compressibility) and then circulating along the hot wall symmetrically both upstream and

downstream along x. Then the fluid would be expected to go from the hot to the cold side in the

position with the lowest acoustic energy density (and thus lowest body forces) and then flow along

the cold wall to close the stream circulation. Nothing of this was observed during the experiments.

However, these discrepancies between theory and experimental observations can have some justifica-

tions. First of all, in models the acoustic field is always perfect, with narrow resonance peaks and

little or no contributions of the channel resonating modes along the length; in reality there is always

some contribution (sometimes a lot) of these undesirable standing waves. Secondly, the geometry of

the used chip is not optimal, meaning that it might induce some strange pattern in the streaming:

different orientation of the liquid columns at the same T (they start parallel to one side wall, for then

becoming perpendicular to the channel floor at the mid-width and in the end it would be skewed

again with opposite orientation on the other wall) and non-classical acoustic streaming would add

other components to the body forces.

The fluid motion was recorded in other two spots in which the fast flow more evidently appeared

and the cross sectional velocity plots are shown in Fig. 3.19a and 3.19b.
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(a)

(b)

Figure 3.19: Thermal acoustic streaming observed in the channel cross-section in two different spots
other than the one used for taking also the thermal and acoustic measurements. The particle (1µm-
diameter polystyrene) motion was recorded with a sampling rate of 14 Hz and then tracked using
GDPT. Scale is in µm.

These measured velocity fields demonstrate that very fast flow can occur even in the channel cross-

section. Due to the high velocity (up to ≈100 µm/s in Fig. 3.19a and to ≈150 µm/s in Fig. 3.19b),

the frame rate had to be increased, thus decreasing exposure time for image acquisition: this clearly

causes a decrease in detected particles tracks, as proven by the higher number of grey boxes with no

data in Fig. 3.19a and 3.19b. Particularly in Fig. 3.19b, the flow is clearly directed from the hot wall

to the cold one, with really high velocity: the reason might be that in the channel section analyzed

in that experiment there was the acoustic focal point. It is also quite interesting the behaviour along

the height of the channel: being that the chip is in thermal contact with the aluminum only at the
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bottom thin glass, there will be a temperature gradient also along the height of the channel. On the

right side the higher T is at the bottom, while the top is little lower; on the contrary, on the left

side it will be the bottom at the lowest T , with the top at a slightly higher one. These opposite

gradients in temperature along z will generate changes in the thermo-physical properties of the fluid

as well, thus not only creating body forces in the z direction, but, most of all, generating non-uniform

acoustic body forces directed as the channel width depending on the height. Nonetheless, both these

components should be negligible: the z-component of the acoustic body force is orders of magnitude

smaller than the one parallel to the sound field and the thermal gradient along the channel height

should be really small, thus creating really small changes in density and compressibility.
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Chapter 4

Conclusion and Outlook

The temperature control system that was built during this thesis project has proved itself to be efficient

and rubust. Especially the automation of such a system can be useful for non-expert users to manage

the temperature controllers: the interface via LabView makes it easy and straightforward to set the T

ranges independently for the two controllers, while at the same time transcribing on file the temper-

ature recorded by the thermal resistances. Both the time intervals for changing the temperature and

the sampling rate of the temperature probes can be easily adjusted in the user-interface. Regarding

the precision of the temperature probes, for the future it would be necessary to check all of them

with several known T to assure they all have the same offset and temperature dependent behaviour.

Doing so, it would guarantee a better and more reliable thermal control system. Furthermore, more

investigation is needed about which temperature should be taken as reference for the Rhodamine B

calibration curves. In the current work, the temperature feed from the peltier controllers is used to

find the relationship between RB intensity and temperature. This is wrong to a certain extent because

there is no perfect thermal coupling between the holder and the chip, meaning that the temperature

of the aluminum plate will always be different (even if slightly) from the one in the chip. This is due to

non-uniform surface contact and heat dissipation: thermal paste had been tested to guarantee better

thermal contact, but no net improvement has been observed. It would make more sense to link the

temperature measured by the thermal resistance on top of the channel with the RB intensity. Despite

realizing this, there was not enough space for placing the temperature probe on the chip in contact

with the small region able to conduct heat in the holder. The aluminum underneath the chip had a

length of 2 cm and, considering also the presence of the PZT element on the side and the need of a

clean top surface for imaging, the thermal resistance had offered too big of an hindrance. Due to time

restriction it was not possible to deepen the issue and find suitable solutions, so the RB intensity was

linked to the controller T , acknowledging the non-correctness of the measure.

Regarding the holder, thermal bending represented an issue throughout the whole project. The

used design, with very thin aluminum plates (400 µm) well insulated by the PMMA in which they are

placed, was thought to limit the position changes among the dfferent set temperatures. However, the

problem was not solved and both blurring and drifting kept occurring. This complicated the image

processing for the temperature calibration, making necessary post-processing adjustments (like the

channel cropping) to make the analysis coherent at different temperatures. Better solution for finding
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the channel are needed, so that one can be sure to always take the same section when analysing the

channel intensity. The used solution is satisfactory but for sure not perfect. Slight changes in the cen-

tral line positioning can affect the whole calibration matrix, being that pixel that are not at the same

position in the real image will be consider as such in the cropped one. The local averaging approach,

though, tries to cope with this issue and with the optic aberrations present in the microscope. The

obtained calibration curves as in Fig. 3.9 seem to confirm the goodness of such an approach.

The interaction between thermal and acoustic field is heavily dependent on the piezo-electric trans-

ducer positioning. As shown by the comparison between Fig. 3.11 and 3.16, the PZT actuation has

an effect on the thermal gradient. This might be due to the convective contribution to the heat

transport, considering the fairly comparable time scales for conduction and convection (considering

the highest recorded velocity), as explained in Section 2.3.6. One sure reason is to be searched in the

energy dissipation of the PZT: not working at the optimal resonance frequency can already increase

the amount of generated thermal energy, but a great part of this energy is due to the gluing. Without

an ideal mechanical coupling between the actuator and the chip, there is an higher risk for energy to be

dissipated, thus generating heat that is then conducted to the channel through the glass. One possible

solution would be to monitor also the temperature on the PZT by bonding a thermal resistance to it,

so to understand when it needs to be switched off and cooled down. Furthermore, pulsed actuation

can be used in order to lower the dissipated heat: this could be implemented in an automated way,

controlling via LabView the wave-generator that excites the PZT. Of course for future experiments the

PZT will be placed on the same side of the hot plate, so that its heating would not interfere as much on

the temperature gradient; it will nonetheless affect the T distribution, but to a greatly reduced extend.

Confronting the particle trajectories and velocities used to map the fluid motion in the channel

cross-section (Fig. 3.12, 3.14 and 3.17), some comments have to be made. The thermal gravity-

induced convection (Fig. 3.12) has the lowest velocity, mainly due to the low driving force that moves

the liquid: the realtive density difference due to the applied temperature gradient is quite small, as

shown in Fig. 2.8a, so as it will be the difference in hydrostatic pressure which drives the motion.

The acoustic streaming (Fig. 3.14) has a velocity one order of magnitude higher than the thermal

convective one. It has been proven that, even with a non-optimal channel geometry and some im-

perfections in the PZT-chip mechanical coupling, it is possible to obtain an acoustic streaming that

resembles fairly well the theoretical one. A difference that can be noted is the non perfect symmetry

between the higher and lower half of the channel: the bigger rolls at the bottom are most likely due

to the larger bottom base (and thus different boundary conditions and streaming). It is impossible,

though, to assert this with certainty due to the lack of theoretical background and consequent simu-

lations done in such a geometry.

Regarding the interaction between thermal and acoustic field (Fig. 3.17), the first thing to comment

on is the shape of the streaming: it seems to point from the hotter to the colder side. It is however

tricky to draw any conclusion about this, mainly due to the large channel portion along the length

that has been considered to extract such a plot (≈900 µm). Large components of in-plane motion

have been observed, as shown in Fig. 3.18. This latter is anyway a lot different from the trajectory

that one would expect: as explained in the experimental section, it was expected to have some ordered

in-plane rolls, going form cold to hot in the acoustic focal point (high energy density), then along the
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walls until the places with lowest energy density, finally going back to the cold wall and closing the

circulation, as schematised in Fig. 4.1.

Figure 4.1: Scheme of the expected in-plane motion, with fluid rolls (light blue arrows), a thermal
gradient (hot at the red wall, cold at the dark blue one) and an acoustic field. At the acoustic focal
point in the center it would have been expected an higher acoustic body force (long black arrows),
causing recirculation in the x− y plane.

Furthermore, it is interesting to look at the velocity magnitudes in Fig. 3.17, 3.19a and 3.19b.

Even considering the first one, displaying the slowest motion, it is clear that it’s much faster (at least

twice as much) than the one generated only by acoustic (Fig. 3.14). Comparing this latter one with

the other two spots (Fig. 3.19a and 3.19b) and the velocity becomes one order of magnitude higher,

going roughly up to 100 µm/s and 150 µm/s respectively. This is another demonstration of how much

variability in the acoustic field is present along the channel length: such different velocities and shapes

are worth deeper studies and theoretical explanations.

For future work, the holder could be modified to obtain direct contact between the silicon and the

aluminum. Considering that the thermal bending happens even with small thickness and the heat

path showed and commented in section 3.2.1, one can think of building the whole holder with two

separate aluminum plates able to slide and perfectly clamp the chip between them. A step milled in

the aluminum at the contact surface would guarantee both the clamping and the thermal coupling

between the metal and the silicon. In Fig. 4.2 one can see the temperature map of such a system, as

predicted by the COMSOL model with the same gradient (36 °C on the right and 16°C on the left).
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Figure 4.2: Temperature map for the new holder concept. At the side of the chip one can see the
two aluminum plates with the step to allocate the glass-silicon-glass chip. This feature allow direct
contact between silicon and aluminum, thus enabling an heat flux to go preferably through this path.
A standard rectangular cross-section channel has been modelled. The different materials of the chip
are indicated in magenta.

Figure 4.3: Temperature plot along the width of the channel with the new holder concept. As one can
notice, the T is predicted perfectly linear in the center, while at the bottom and top of the channel
there are some non-linearities due to heat dissipation.

As shown in Fig. 4.3, the temperature drop basically occurs just across the channel, with a T

trend between the walls. Here it is possible to see that the temperature difference is almost 15°C,

75% of the ∆T set between the two peltier elements. This is due both to the fact that a more bulky
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aluminum plates would have the possibility to conduct more heat, but mainly to the thermal coupling

between aluminum and silicon: Al-Si-Al would be the thermal path with lowest resistance and the

channel is in between. This configuration would imply that the preferable way for heat conduction

has to go through the channel, thus generating there a thermal gradient.

Another substantial improvement would be to use a chip with a rectangular cross-section channel.

This would make the thermal gradient have components only in the width direction, but most of all

it would allow fair comparison between the generated acoustic field with the established literature

(in which most of the silicon-glass chips have rectangular cross-section channels). Furthermore, with

suitable channel geometry, the PZT element could be used closer to its resonance frequency, thus

greatly diminishing the energy damping (hypothesising a better gluing, of course). This, combined

with a more regular geometry, would greatly increase the acoustic energy density inside the channel

and make it less dependent on the position for the same frequency. Looking at the issue from another

perspective, it will be much easier to find a good resonance frequency at which the energy density is

high if the acoustic field is not highly dependent on the position along the length.

Better understanding of the interaction between inhomogeneity and acoustic field could open up

a better solution for cells sorting. Furthermore, the ability to enhance the acoustic effects due to

density and compressibility gradient could give researchers the possibility to manipulate particles in

the nanometric scale, such as vira and extracellular vesicles. Thermal gradients have been proved to be

a reliable and stable way to generate inhomogeneity in microfluidic systems. Further studies in more

standard conditions are needed to understand better this interaction and hence to be able to apply

it in biomedical devices. Exciting new way to apply such an approach could involve micro-heaters

embedded in the microfluidic system or electromagnetic heating such as lasers, able to localize the

temperature increase in 3D spots with micrometric precision. The author of this thesis is sure that

the Acoustofluidic group at Lund University will soon master this technique and apply it in the near

future, enlarging the medical research capabilities with new useful tools.
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Appendix A

Materials and Methods

This thesis work had been conducted at the BME deparment at Lund University, with the resources

and tools already available in the E-house or purchased by my supervisor Per Augustsson.

Microfluidic device
The chip used was produced by silicon etching through a 150 µm thick silicon buffer, at which two

Pyrex glass lids (thickness of 200 µm and 1100 µm) were anodically bonded. Thus, the chip thickness

was 1450 µm, while the length was 7 cm and the width 5 mm. The channel, for which the trapezoidal

cross-section has already been explained in chapter 3, had the following dimensions: length 65 mm,

depth 150 µm and the width was 420 µm at the ceiling and 520 µm at the bottom (Fig. 3.1). The

inlets were done on the thickest glass-lid and silicon tubing (VWRI 228-07, outer diameter 3 mm, in-

ner diameter 1 mm) was glued with silicon glue (ELASTOSIL, A07, Wacker, Germany) to allow easy

fluidic connections. The tubing to conduct the fluids to the inlet and form the outlet was in Teflon

(SUPELCO, outer diameter 1.58 mm, inner diameter 0.5 mm). On thick glass a piezo-electric trans-

ducer, PZT (PZ26, FerropermPiezoceramics, Denmark), was glued with rapid glue (Loctite Bruch-on

Super Glue, Henkel Corporation, Connecticut) slightly on the side to not cover the channel for visu-

alisation.

Holder design and fabrication
Autodesk® Fusion 360TM was used to design the holder, from the drawing to the CNC milling com-

mands set-up. The milling machine used was SOLECTRO ICP4030. The polymeric base was mainly a

parallelepiped (140mm x 110 mm x 3 mm) made of PMMA XT, while the two metals plates (isosceles

trapezoidal face, with bases of 4 and 2 cm and height if 5 cm, and thickness 400 µm) were made in

aluminum 6082-T6. Two pockets with the Al plates dimensions were engraved on the polymeric sup-

port and a 1 mm slot was cut through in between those, to allow perfect heat decoupling. The metal

plates were glued with rapid glue (Loctite Bruch-on Super Glue, Henkel Corporation, Connecticut)

to the PMMA base onto the predisposed pockets.
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Figure A.1: Set-up that was built and used for this thesis. On the side of the chip one can see the
two heat sinks that lie on the peltier elements, the thermo-resistances Pt1000 (with yellow wires) used
to give feedback to the temperature controllers. On the chip it is possible to notice the piezoelectric
transducer (white), glued on one side of the chip to allow visualisation.

Water
ρ 996.79 kg m−3

κ 4.5138e− 10 Pa−1

cp 4180.9 J(kg K)−1

kth 0.60814 W (m K)−1

c 1499.3 m s−1

Table A.1: Water properties set in the COMSOL model at T=26°C.

Pyrex
ρ 2230 kg m−3

cp 800 J(kg K)−1

kth 1.14W (m K)−1

α 6.3901e− 7 m2 s−1

Table A.2: Pyrex properties set in the COMSOL model at T=26°C.
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Silicon
ρ 2329 kg m−3

cp 750 J(kg K)−1

kth 149W (m K)−1

α 8.5301e− 5 m2 s−1

Table A.3: Silicon properties set in the COMSOL model at T=26°C.

Aluminum
ρ 2700 kg m−3

cp 900 J(kg K)−1

kth 237W (m K)−1

α 9.7531e− 5 m2 s−1

Table A.4: Aluminum properties set in the COMSOL model at T=26°C.

Experimental set-up for thermal field characterization
A 0.1 mMol Rhodamine B (laser grade, 99+%, ACROS organics, Mw = 478.68) solution was used. The

microscope was an Olympus BX51WI, with motorized z-stage (ES10ZE, PRIOR Scientific) and light

Olympus TH4-200 for bright field and CoolLED pE-4000 for fluoresce. Imaging was performed using

an HAMAMATSU ORCA-ER C4742-95 digital camera controlled via MicroManager 2.0 gamma. Ex-

ternal trigger was sent to the camera and to the pE-4000 for blinking light by a KEYSIGTH 33210A

function/arbitrary waveform generator 10 MHz, controlled by LabView 2017 SP1 32-bit (National

Instrument). One peltier element (CP393365H, CUI Inc.) was attached to each aluminum plate

with thermal paste (High-DendityPolysynthetic Silver Thermal Compound, Artic Silver 5, USA) and

silicon glue (ELASTOSIL, A07, Wacker, Germany). The thermal resistances used were Pt1000 (NB-

PTCO-165, TE connectivity) and two of them were attached with rapid glue (Loctite Bruch-on Super

Glue, Henkel Corporation, Connecticut) on the aluminum plates, one each, while the third one was

embedded in paraffin () and used as mobile thermal probe, sending data to a 6 Digit Multimeter

(Agilent, 34401A). The two peltier-element PID controllers (TC0806-RS232, CoolTronic) were fed 14

V by two DC power supplies: VELLEMAN PS925 (double output) and Hewlett Packard E3631A

(triple output); the maximum output to the peltier elements was set to 3.5 V. The controllers received

commands via LabView 2017 SP1 32-bit (National Instrument) and the feedback temperature from

all the thermal resistances were recorded on .xlsx files.

The calibration needed to link Rhodamine B intensity with the corresponding T was done by setting

both the controllers at the same temperature, waiting for T stabilisation (intervals from 60 to 240

s were tested) and then changing temperature. The range was between 20°C to 30°C, with step of

2°C. Images collected in two ways: either continuously sampled at 1 Hz or an image stack for each

temperature was collected (sampling 2 Hz) at the last 10 seconds before changing T . The thermal

gradient was then characterized by setting the two PID controllers at different T (in this report 36°C
and 16°C), letting the temperature stabilize and then collecting an image stack (20 images) sampled

at 2 Hz. The same procedure was done also with the acoustic field on.

The images were analysed with Matlab 2020a (MathWorks) via a custom made script. First the

channel central line was identified in a in-focus image, considering the averaged intensity plot along

the width and taking the median of the list of points in which the intensity was higher than half the

maximum intensity. The channel width was also calculated from this distribution, meaning 80% of

the length. Thus, a channel was selected to be 0.4 from each side of the central line: for each analysed

image the central line was found and then the fix-dimension channel cropped (Fig. 3.8b). This process

was useful to overcome the issue of blurring and sliding at the different temperatures. All the cropped

images at the same T were averaged so that the noise would decrease. Then the pixel-wise calibration

matrix was compiled: using the Matlab function filter2, an averaging filter was convoluted with the

images. Then each locally-averaged pixel in each image was fit with the different T (Matlab function
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polyfit) in order to get the first order polynomial approximating the Rhodamine B dependence on

the temperature at each location (Fig. 3.9). This approach was needed in order to overcome the

optics defects present in the set-up, that made the light intensity inhomogeneus. Lastly, the thermal

gradient images were processed linking back the intensity with an estimate of the temperature at that

specific pixel.

Experimental set-up for particle tracking
1 µm fluorescent beads (G1000 green fluorescent polymer microspheres, 1% solid, ThermoScientific,

USA) were diluted 16 times in MilliQ (purified water produced in-house) to obtain a suitable con-

centration for effective tracking. The microscope was an Olympus BX51WI, with motorized z-stage

(Marzhauser Wetzlar, Tango Desktop) and light Olympus TH4-200 for bright field and CoolLED

pE-2000 for fluoresce. Furthermore, this microscope was equipped with cylindrical lens to give astig-

matism in the focus. Imaging was performed using an HAMAMATSU ORCA-FLASH4.0 C13440

digital camera controlled via MicroManager 2.0 gamma. External trigger was sent to the camera by

one channel of a function/arbitrary waveform generator Tektronix AFG3022B Dual Channel 25 MHz.

The other channel was used to actuate the PZT when needed.

The GDPT approach [84] consists in getting a calibration stack obtained by having a steady particle

(usually sticking to the bottom) and moving the stage by fixed steps (here 1 µm). Doing so it is

possible to obtain a set of differently defocused particle shapes, representing different distances from

where the focus was first set. Then, fixed the stage at the initial position, the particle are recorded

with suitable sampling rate in the situation of study and then processed by an algorithm able to

identify the shape of particles in every frame. Linking the shapes with the calibration stack, it is thus

possible to reconstruct the behaviour of a particle in the depth, making complete 3D trajectories.

The particles were recorded in three different situations: only thermal field applied (36°C to 16°C)

with 2 Hz sampling rate, only acoustic field applied (1.562 MHz and 10 V peak-to-peak actuation)

with 10 Hz sampling rate and applying the two combined, with 12 or 14 Hz sampling rate. The image

processing was done in Matlab 2018b using the GDPTlab GUI.
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