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Abstract

The High Luminosity Large Hadron Collider (HL-LHC) at CERN, an improvement to
the LHC, scheduled to be operating in 2027, will further the potential for scientific break-
throughs in High Energy Physics. The project’s demand in computational resources,
however, is predicted to exceed what will be available then. Thus, efficiency optimization
of Monte Carlo simulations of the collisions that occur in the LHC experiments, which
today occupy 40% of those resources and are pivotal for the correct interpretation of the
collected data, is the aim of recent research and development efforts.

This study focuses on the ATLAS experiment, specifically, and makes use of the Geant4
simulation software and its extensive libraries, used at LHC to simulate the passage of
particles through matter. It aims at providing useful data for future full scale studies
on software time response improvement. Parameters such as the type of build method -
static or dynamic - and version of the GCC compiler, from recent studies, have been shown
to have a considerable impact in reducing the execution time of the simulations. This
research carries forward this analysis and studies the impact of different primary particles,
which are created in the pp collisions, on the simulation time, specifically the pions, 7/,
and protons, p. The software’s virtual particles, geantino and charged geantino, were also
studied.

A simulation benchmark was used, with a simplified version of the ATLAS detector, and
was run through the Aurora cluster at Lund University. This was carried out for 10 and
20 GeV particles, using both static and dynamically compiled libraries. The statically
compiled simulations were confirmed to decrease time by 10%, as was foreseeable. In
addition, all considered particles exhibit simulation time distributions which agree with
what would be expected from theory. The virtual particles confirm the large contribution
that the simulation of interactions in the detector has on the execution time. Moreover,
both the negative and positive pions registered a mean execution time about 4% smaller
than the proton’s, in agreement with the pions’ smaller probability of interaction.
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Chapter 1

Introduction and Motivation

Since the 1970’s, with the development of the Standard Model which provided an accurate
description of the fundamental structure of matter, Particle Physics has been successfully
dedicated to studying the most elemental particles and the forces that act upon them.
However, to date, all observed particles make up only 4% of the known Universe. Ad-
vancing into unprecedented higher energy regions could produce scientific breakthroughs
in the discipline’s most intricate unresolved phenomena, such as the existence of dark
matter and energy. It was in search of answers to such occurrences and to test theory
predictions that the Large Hadron Collider, LHC, and its various detectors were built
at CERN, Figure 1.1. In this two-ring-superconducting particle accelerator, bunches of
protons are designed to collide with center-of-mass energy /s = 14 TeV at a luminosity®
of 10** cm~2 s~!. In addition to protons, the LHC is also operated with heavy ion beams
at a lower peak luminosity. The collision products are tracked as they travel through the
detectors’ different materials [2].

Figure 1.1: The geographical map of the LHC. It is situated 170 meters deep beneath the
France-Switzerland border near Geneva, at CERN [3].

While the initial challenge was the build and design of all structures and experiments in

Luminosity measures the number of potential interactions per surface unit over a period of time the
accelerator is able to produce [1].



the safest, most optimal and affordable way, to which simulation was indispensable, today,
the biggest challenge is data handling. Simulation remains a powerful and crucial stage in
all experiments at CERN: the degree of concordance between collected and simulated data
confirms models and algorithms in output processing and event reconstruction, allowing
for the correct interpretation of "real" data. However, considering the scarcity of the
phenomena under investigation and in order to accurately study them, simulation models
have to process very large amounts of computer-generated data. The ATLAS experiment
[4], which built one of two high-granularity detectors designed to allow investigation over a
wide variety of physics processes (Point 1 in Figure 1.1), consumes 40% of the computing
resources available on detailed full detector simulations alone [5].

The particles produced in the collisions undergo multiple physical processes inside the de-
tector: from hadronization, elastic collisions and decays of unstable particles to ionization
of the detector’s materials and inelastic nuclear collisions, which result in electromagnetic
and hadronic showers. The electrical signal collected by the detector from the ioniza-
tion of the material, the primary mechanism for energy loss at lower energies, is roughly
proportional to the particle’s energy deposition in the different components. At higher
energies the cascade of secondary particles created when energetic particles collide with
nuclei while travelling through the dense media in the detector is called a shower and is
the dominant phenomenon. In the simulation process, after the system’s structure is built
and its materials defined, the particles are generated and transported through the differ-
ent mediums. The resulting simulated energy distribution of a specific particle, which,
ideally, should be close to the actual experiment’s output, allows for its identification and
analysis, as well as the discovery and study of new physics.

It was for the purpose of precisely simulating the collision products travelling in the LHC
detectors that the Monte Carlo based simulation software Geant4, written in C+-+, was
developed [6]. However, the LHC luminosity is increasing with upgrades. The High-
Luminosity LHC, HL-LHC is projected to become operational in 2027. It will register
collisions by an increased factor of 5 compared to today [7]. The projected computing
requirements of the HL-LHC pose a challenge, not only financially but also regarding
the extensive simulation time required for such high energies. Therefore, optimized and
efficient Geant4 simulations are required to reduce the simulation’s execution time and
resolve the expected shortage in computing power, without forfeiting the quality of the
data.

The quantitation of how different parameters of the simulation impact the execution time
will, therefore, provide useful data for undergoing and future research and development
efforts. Parameters such as the version of the C+-+ compiler and the type of build method
used to link the extensive libraries provided by Geant4 to the executable of the simulation
have been proven to impact considerably the execution time [8]. The study presented here
extends on the scope of the parameters. Given that different particles will undergo specific
interactions, can initiate showers of different structures and the detector will respond
accordingly, studying simulated interactions of different primary particles is necessary
to estimate their impact on the simulation time. Specifically, this investigation focuses
on evaluating the differing impacts of the proton, p and the pion, 71/~ as well as the
instances where no particle interaction is detected and the particle is simply transported
through the materials of the detector. The quantification was carried out for two particle
energies: 10 and 20 GeV, using a benchmark simulation software suite, to allow for a
controlled study.



Chapter 2

Background

2.1 Theoretical framework

2.1.1 The Standard Model

The Standard Model theory, SM, provides a description of the 17 building blocks of nature
and their antiparticles, acted on by three of the four fundamental forces, omitting gravity:
the strong, weak and electromagnetic forces. The Higgs boson, the last discovered particle
of the SM, is the mechanism through which all particles acquire mass [9].

Particles are divided into two fundamental categories: fermions and bosons, with half-
integer and integer spin, respectively. Whereas fermions are the fundamental constituents
of matter, bound by the aforementioned forces, bosons are the forces’ mediators - gauge
bosons - and are exchanged between fermions during interactions. Experimentally con-
firmed, the massless photon, charged W—/* and the neutral Z° bosons, and the gluon
are the force mediating particles of the electromagnetic, the weak and the strong forces,
respectively. The gravitational force is thought to also be mediated by a boson, called the
graviton.

Fermions are further subdivided into quarks and leptons, with 6 flavours each. To each of
the massive and charged leptons, e=/*, u=/* and 7=/*, corresponds an almost massless
and neutral lepton, the neutrino. Quarks carry a fractional electrical charge and are
colored particles (color charge property is the strong interaction analog to charge in the
electromagnetic force). Therefore, they interact via the strong force through the exchange
of gluons, and can not be found alone in nature. A composite particle, termed hadron,
can be either made up of 3 quarks, denoted as baryon, or a quark-antiquark pair, called
meson. Accordingly, they have half-integer and integer spins, respectively.

The theory of Quantum Electrodynamics, QED, describes how the electromagnetic force,
EM, acts on charged particles, whereas the relativistic description of the strong force
and colored particles is provided by the theory of Quantum Chromodynamics, QCD. The
weak force affects and couples together different flavoured fermions, and so it is important
in decay processes. With the EM force, they are described by the Electroweak theory.
A coupling strength, ¢, and its associated dimensionless constant, «, characterize the
strength of each one of the interactions.



2.1.2 Proton-proton collisions

Inside the LHC, bunches of protons collide 40 million times per second, at a luminosity
of 10** em™2s7!, to account for the low probability of interaction processes [6]. The
underlying process in pp collisions is the interaction of colored partons, quarks and gluons.
As mentioned, at high energies, these are described by the QCD theory and the process
can be divided into three stages [10]:
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2.1.3 Particles interaction with matter

Stable — electron, proton and photon — and long-lived particles, such as muons, neutrons
and charged pions, can be directly detected in high energy collider experiments (neutrinos
are also stable but undetectable by ATLAS). On the other hand, the detection of unstable
particles, such as neutral pions, is performed from their decay products (7% — v7).

The average distance between collisions in a material with N atomic density, denoted
mean free path A, of a particle with energy FE, is defined as [12]:

1
~ No
where o(F, Z, A) is the cross section of a specific process, defined as the effective area for

a collision. It provides a measurement of the probability that a particle will interact in a
material of atomic and mass numbers Z and A, respectively.

A (2.1)

The total probability, P, (x), that a particle interacts up to a path length x is defined
by the cumulative distribution function [13]:

/0 o)’ =1~ exp(~5) (2:2)
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It is the nature of the particles’ different interactions in matter that allows for their
detection, identification and differentiation.

1. Interactions of charged particles
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Figure 2.2: Plot of the muon’s stopping powers with respect to the particle’s momentum
[14].

All charged particles travelling across a material experience the Coulomb force and interact
electromagnetically with atomic electrons and nuclei. The dominant mechanism for energy
loss is ionization of the medium. In the ionization process, the incident particle collides
with the atomic electrons and has sufficient energy to remove them from the atom. These
energetic electrons perform additional ionizations and are called d-rays.

The ionization process is dominant up to around 10 MeV and 100 GeV for electrons
(positrons) and muons, respectively [15]. For heavier charged hadrons, the energy at
which dominant losses become radiative, can be even higher. The electronic stopping
power is given by the Bethe-Bloch equation below, where material dependency is low
since Z/A is roughly constant:

2.2 2 202, 2
ld_E%_élwhcoz Z ln2m6067 2l (2.3)
p dx mev2m, A 1.
where m,, = 1.66 x 10727 kg is the atomic mass number, p is the material density, m, is
the electron’s rest mass, ¢ is the speed of light, § = v/c is the relativistic velocity of the
particle, o the dimensionless coupling strength and I, the effective ionization potential
of the material, approximated to 10Z eV. For highly relativistic particles, where v = c,
energy loss depends logarithmically on (3v)?. This explains the rate’s slow rise region in
Bethe-Bloch plots, e.g. see Figure 2.2.

Particles with a velocity corresponding to the plot’s minima, § ~ 3, are called minimum
ionizing particles, MIPS. The higher the velocity of the particle the larger its transverse
electric field, and therefore, ionization energy loss, will be. On the other hand, once the
particle becomes too slow to ionize the material, it will lose its energy in atomic collisions.
The consequent thermal excitation of the atoms heats the material.



In addition to the Coulomb interactions with electrons, particles also undergo Coulomb
interactions with nuclei, resulting in the deflection of the particle’s path in a material,
through multiple elastic scatterings. This non-ionizing energy loss can lead to a displace-
ment of the atoms in the lattice of a material, however, it is typically much smaller than
the electronic energy loss [15]. At higher energies, depending on the particle type, other
energy-loss mechanisms, such as radiative processes, are present. Hadrons also undergo
inelastic nuclear collisions.

Energy deposition

Hadronic and EM showers are created when energetic hadrons and electrons and photons,
respectively, travel through the high-7Z materials of the detector. As mentioned, energetic
0-rays produced when the particles ionize the medium can transport energy away from
the shower volume. Therefore, rather than characterizing showers through the particle’s
energy loss (Figure 2.3(b)), the shower development is more accurately described by the
energy deposition in a medium, caused by Coulomb atomic and nuclear interactions of the
charged particles, since total energy deposition is mostly constant (Figure 2.5) [15].

For the longitudinal component of the energy deposition, €(z;) it is assumed that a pencil
beam impacts with an infinitely long block of material:

€(z) = 1 AB(z)

=B Al (2.4)

where Ej is the particle’s energy, AF(z;) is the energy deposited in the layer [z;, z; + Az].
Az — Xy and Az — Aj,e, in the high energy regime, are the characteristic lengths of EM
and hadronic showers, called radiation length, X, and inelastic scattering length, \;,.,
respectively.

2. Interactions of electrons and photons
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Figure 2.3: (a) Plot of photon cross sections with respect to the particle’s energy, in lead.
(b) Energy loss, per radiation length, as function of the electron’s energy [14].

From Figure 2.3(b), at energies higher than the critical energy, E., electrons will mainly
lose energy through bremsstrahlung. This phenomenon is related to the production of



electromagnetic radiation by the deflection of charged particles, but it is mostly exclusive
to electrons, since these are abundant and easily deflected [15]:

dE > E
(& o = (2.5)
< dx bremsstrahlung XO

where X, radiation length, is defined as the distance traveled after which the electron loses
energy through bremsstrahlung by a factor of 1/e. It is approximated by the expression

[9]:

1 e?
Xo ~ here r, = ———— =28 x 107" 2.6
*™ danZ?r21n (287/21/2) A Po—" Hh (2.6)
and r, is defined as the classical radius of the electron and n is the number density of the
nuclei.

For photons at energies higher than about 10 MeV (the value depends on material), the
interactions are dominated by electron pair production, see Figure 2.3(a). At energies in
the GeV range, a bremsstrahlung photon produces an electron pair, and vice-versa. This
creates cascades of photons, electrons and positrons, called electromagnetic showers. The
photon’s constant absorption length at high energies is directly related to the radiation
length, Aws ~ 2X, [15].

Energy deposition plots from simulations provide an accurate description of the shower’s
development, considering the different nature of the initial interactions of electron and
photon induced showers. The position of the longitudinal shower maximum, t,,,,, from a
beam of energy F, is predicted through the formula (see Figure 2.5(top)):

E
tmaz = log A 1.0 (0.5 for  induced shower) (2.7)

C

The transverse component is considered to be independent of the beam energy and caused
by multiple scattering of electrons, well described by the Mollier radius:

21 MeV
g ™ —p—

Xo (2.8)
For heavier particles, such as the muon, the energy at which the radiative stopping power
becomes important will be higher, given that the rate of production of EM radiation is
inversely proportional to the square of the particle’s mass [9].

3. Interactions of hadrons

Charged hadrons are described by the Bethe-Bloch equation in the low energy range,
given that the primary mechanism for the energy loss is ionization. Additionally, as
stated earlier, both charged and neutral hadrons also undergo strong inelastic nuclear
interactions at higher energies, GeV, see Figure 2.4.

The primary inelastic hadronic interaction produces forwards-directed collision products
which interact further in the medium, originating cascades of particles that increase log-
arithmically with energy, hadronic showers. In analogy to the radiation length of EM
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Figure 2.4: Proton-proton cross sections. Towards higher energies, inelastic cross sections
are dominant over elastic ones [15].

showers, the longitudinal component of the shower is characterized by the inelastic scat-
tering length, Ao %/3. It corresponds to the average distance between interactions
and is significantly larger than the radiation length [9]. Essentially, all neutral pions
produced in these interactions immediately decay through the weak interaction into two
photons. In other words, hadronic showers have an EM component. Given that the pion
is the lightest hadron, the showers stop when the particle’s energy falls below the pion

threshold.

On average, 30% of incident energy is lost in nuclear excitation, evaporation and fission
processes [9]. These processes produce lower energy particles — neutrons, protons, «
and v rays — which, together with neutrinos, carry energy out of the shower. Protons
and the a particles from radioactive decays will range out through ionization, whereas
neutrons, as relatively stable particles, will scatter elastically until they are thermally
captured. Neutron capture in heavier materials induces fission processes which emit ~
rays [15].

2.2 ATLAS detector

The ATLAS detector is divided into three main components: the inner detector, ID, the
EM and hadronic calorimeters and the muon spectrometer, Figure 2.6.

2.2.1 Inner detector

In the ID, immersed in a B = 2 T solenoidal field, charged particles’ positions and
momenta are detected and measured. It is also here that electrons are identified. All
its components rely on the ionization of an active medium to reconstruct the particle’s
trajectory, where the ionization will be proportional to the electrical signal output. The
ID is comprised of [4]:

e Silicon semiconductor pixel and strip detectors, SCT: The pixel detectors
are composed of thin layers of silicon connected to lower layers of electronics through
solder spheres, while the latter has strips as the p-type material and the detector’s
bulk is n-type silicon. The reverse bias applied across the semiconductors results in
a larger depletion layer and potential barrier. The collection of holes from ionization
in the p-type materials provides a clear signal output [9].
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Figure 2.5: Longitudinal energy deposition profiles of electron beams (top) and proton
beams(bottom) in different materials, defined by Eq.2.4. The broader peak of electrons is
due to the Coulomb scattering of the electrons. For protons and « particles, the peak is
more distinct - Bragg peak - since it also depends on nuclear elastic and inelastic scattering
processes. The tails, more pronounced in heavier materials, are due to bremsstrahlung
photons and neutrons, respectively [15].

e Transition radiation tracker, TRT: Straw tubes filled with a Xenon based gas
mixture and electrode gold-plated tungsten wires in the center to collect the signal
from the ionization. The characteristic emission of transition radiation in the X-
Ray region caused by the passage of electrons between the straws and a radiator
material, with different dielectric constants, allows for this particle’s identification,
since these X-rays perform additional ionizations [16].

The solenoidal magnet supplies an approximately uniform magnetic field in the direction of
the beam-axis. The Lorentz force provided by the solenoid competes with the centripetal
force, such that the transverse momentum, pr[GeV/c|, of the particles can be calculated
from [9]:

pr =0.3BR (2.9)

where R|m] is the radius of the track’s curvature.

2.2.2 Calorimeters

Surrounding the inner detector are EM and hadronic calorimeters. They measure the
energy of the interacting particles through their absorption by a high-Z material. It is in
the calorimeters that EM and hadronic showers are detected and evaluated [6]:

e Electromagnetic calorimeter: Layers of lead plates as the high-Z absorber ma-
terial and liquid argon (LAr) as the active medium. The ionization of the active
layer by the electrons from the showers is measured by readout electrode circuits.
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Figure 2.6: Illustration of the cross sectional view of the ATLAS detector, taken from
Ref.[4].

e Hadronic calorimeter Composed of a tile calorimeter, and LAr hadronic end-
cap and forward calorimeters. In the LAr calorimeters, copper and tungsten are
the absorber materials. Layers of scintillator sheets and steel constitute the tile
calorimeter. In scintillator materials, the ionization energy loss of the charged par-
ticles results in the emission of light (UV) [9].

2.2.3 Muon detector

The muon spectrometer makes use of the magnetic fields provided by the toroidal magnets
to measure the momenta of muons, which mostly traverse the ID and the calorimeters
undetected [17]. In muon drift tubes, the particle is tracked through the drift time of the
electron from the ionization of a gas mixture towards high voltage electrode wires at the
center of the tubes. Cathode strip chambers provide additional coordinate measurements,
and thin gap chambers and resistive plate chambers are used as trigger chambers.

2.3 Monte Carlo method - Geant4

All the interactions mentioned above follow a random sequence and have probabilistic
outcomes, thus it is imperative that the Geant4’s simulation of particles through mat-
ter follows a statistical method. The Monte Carlo algorithms make use of statistical
samplings with pseudo-randomised starting conditions or events: the sequence properties
approximate properties of random sequences [18]. This is the technique adopted by the
simulation software.

The Geantd (Geant stands for Geometry ANd Tracking) has extensive libraries and re-
quires users to follow organisational principles and provide a description of: the detector’s
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geometry and its materials, the physics processes assigned to each particle and the par-
ticle’s generator and kinematics. The user can also implement additional class actions in
order to have more control over the simulation’s data structure [6]. Additionally, the soft-
ware provides two virtual particles: the geantino and the charged geantino, massless and
non-interacting particles. These are useful for geometry and tracking diagnostics.

The ATLAS collaboration makes use of predefined reference physics lists, which include
different combinations of EM and hadronic physics. Other packages can be introduced
within the guidelines of the framework; for example, a GDML! library for geometry
description or the data analysis software ROOT [20][21].

During a simulation, the following objects are considered: track represents the state of
the particle for a given instance, and is propagated and updated in a step-by-step way;
step provides information regarding the change in the state of the particle and ends with
an interaction or when the particle leaves the volume. Furthermore, an event is collection
of tracks and run is a collection of events.

The Monte Carlo algorithm generates an interaction from the cumulative distribution
function (CDF), Equation 2.2, by setting [13]:

/Bnt(x)da::'r]<:> ; =—In(l—n) (2.10)

where 1 € [0,1] is a pseudo random number. The material independent quantity $ is
defined as the Number of Mean Free Path, NMFP.

At the beginning of a step in the particle transportation process, the NMFP for each
interaction associated to the particle is sampled and converted to a physical length from
the cross section. The process with the smallest value will determine the step length. The
particle is then transported, and, after an interaction, sampling of NMFPs continues until
the particle disappears.

!Geometry description language which provides an application-independent way of implementing
new detector geometries, and also offers an exchange format for already existing ones. GDML uses a
geometrical hierarchy to define the detector volumes, in a similar manner to the Geant4 software[19].
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Chapter 3

Methodology

The study was carried out for individual particles at fixed energies and not complex colli-
sion events. To achieve this, randomization of primary species was turned off at runtime
and each considered primary particle was monoenergetic and transported individually,
with no background data to take into account. Given that pions are the lightest hadrons,
these particles are created in abundance in the pp collisions at the LHC (see Figure 31
of Ref.[22]). On that basis, 77 and 7~ were chosen as primary particles to be simulated.
In addition, since the proton is considerably larger in mass, and pion and proton induced
showers differ in their development and composition, for comparison purposes, proton
interactions were simulated as well. Lastly, geantinos and charged geantinos, which do
not interact with the material and undergo transportation processes only, were employed
to simulate instances of pure propagation, where no particle-detector interaction was in-
volved.

The simulations were carried out for all particles at two chosen energies, 10 and 20 GeV.
Tasks were executed within interactive sessions on the Aurora computer cluster at Lund
University. The cluster uses the resource manager and job scheduler SLURM to efficiently
schedule the tasks [23| (see Appendix A). A standalone Geant4 simulation suite by A.
Dotti [24] was used as benchmark, and the execution times collected from the output of
the simulations were used to plot time distribution histograms for further analysis. The
simulation time of a run was considered as the time interval between the sampling of the
first primary particle and the end of the last event.

In the compilation process — C+-+ is a compiled language — the library resources utilized by
the application were linked both statically and dynamically for all primary particles. The
compilation approach has a significant impact on the execution time of the Geant4 simu-
lations, as shown before [8]. Dynamic libraries, or shared libraries, exist independently of
the program executables. The libraries are loaded during compilation and shared within
the program [25], thus dynamically linked libraries take up less computer resources and
do not require a complete rebuild after modifications to the code are performed. For this
reason, this build type is the most commonly used. However, despite the advantage of
smaller executables and easy upkeep, this method results in a larger execution time, as
compared to linking the libraries statically instead: static libraries are compiled into the
application and are not shared. Each statically compiled executable therefore contains
a copy of the library, which means access to libraries is faster. Despite taking up more
computer memory, the execution time of statically linked simulations is, thus, shorter. For
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consistency with previous studies, the time distribution differences between build-types
were also quantified and analyzed.

Version 8.2.0 of the GCC compiler, proven to reduce, on average, the simulation time up
to 30% 8] with respect to older compiler versions, and the latest Geant4 version, 10.6.2,
were used to perform the study. The default optimization level of the compiler, which
does not affect execution time, was set to O2. Instead of hard-coded detector geometry
definitions of the ATLAS detector, the simulation makes use of a simplified GDML ge-
ometry implementation file which includes: the ID (pixel and SCT silicon detectors and
the TRT), the LAr hadronic and tile calorimeter (hadronic calorimeter) and the muon
calorimeter. The EM calorimeter is not considered here.

The reference physics list used is FTFP_BERT, recommended for high energy physics
simulations [26]. The list contains all standard EM processes and employs hadronic
models in the low and high energy range. The choice of energy was based on Figure 35
of Ref.[22]| (see Figure C.3 in Appendix C): a considerable fraction of hadrons around
this energy is created after hadronization in the detector, and so the choice was a repre-
sentative sample. Additionally, Figure 30 (see Figure C.4) plots the ratio of the energy
deposited in the hadronic calorimeter and the momentum measured in the ID, F'/p, a mea-
surement of the calorimeter’s response, for simulations using the aforementioned physics
list. The response becomes independent of the hadron type at beam energy of around
20 GeV, considered the high energy range (compensating calorimeter). One can therefore
assume the difference in the time distributions of different particles should not be influ-
enced heavily by the manner in which Geant4 invokes the used libraries in the hadronic
calorimeter.

The solenoidal magnetic field of the benchmark is set to 4 T, and the particle source
is an isotropic point placed at the origin. For each of the particles and build type, the
benchmark simulation was run 100 times and 20 times at particle-energy 20 and 10 GeV,
respectively. Given time constraints and in order not to exhaust the available computer
resources in detriment of other Aurora users’ jobs, the number of runs for 10 GeV particles
was reduced. Each run was composed of 5000 events each, and one node! was exclusively
allocated for every run, so that resources would not be shared with other processes. Each
node used 4 processor cores.

The simulation time of the runs was read from the Geant4 output files using a C+-+
program, written so that only the integer value of the time was considered from the
proton and pion output files. For geantinos and charged geantinos, the time was collected
with two decimal places, taking into account the faster simulation times. Histograms of
both library build-types for each primary particle were plotted via a ROOT macro file,
written to collect the times from the script’s output files. The resulting time plots were
fitted with a Gaussian probability distribution, compared and analysed.

LA node is a single computer in the cluster, composed of CPU cores [27]
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Chapter 4

Results

The plot fit analysis was done for the time distributions at particle energy 20 GeV, pre-
sented in this section, as well as for the simulations run at 10 GeV (see plots and fits in
Appendix B). The collection of the fit parameters and calculated percentage differences
between particles and build types, for both considered energies, are presented in Table
4.1.
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Figure 4.1: Time distributions for negative pions at 20 GeV. Static build (left) and dy-
namic build (right).

Concerning negative pions at 20 GeV, the histogram plots of the simulations are presented
in Figure 4.1: measurements with statically linked libraries produce a simulation time
mean of 990 &+ 14 s. This corresponds to a decrease of 9.4% relative to measurements
taken with dynamically linked libraries: the average simulation time from the Gaussian
fit is 1083 + 19 s.

The normal distributions for 20 GeV positive pions, Figure 4.2, suggest a small decrease
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in the simulation time with respect to the negative pions, of about 0.7% and 0.4% for the
static and dynamic compilation, respectively. This increase is within the uncertainty of
the distributions. Regarding the static case, the execution time averages at 983 + 12 s,
while for the dynamic simulations, the distribution mean grows 9.7% to 1079418 s.
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Figure 4.2: Time distributions for positive pions at 20 GeV. Static build (left) and dynamic
build (right).

From the Gaussian fit of the proton histograms, Figure 4.3, the results show that the
time distribution of a statically compiled simulation peaks at 1023 + 12 s. With respect
to positive and negative pions, this corresponds to a 4.0% and 3.3% increase, respec-
tively. For dynamically compiled simulations, the execution time increases by 10.5%: the
fit reaches its maximum at 1130 4+ 14 s. Relative to dynamically linked simulations of
the negative and positive pions, the mean simulation time increases by 4.3% and 4.7%,
respectively.

Regarding pure propagation cases — geantinos and charged geantinos — at 20 GeV, the
time distribution plots and respective fits are presented in Figure 4.4 and Figure 4.5.
From the static case histogram fits, geantino simulations take on average 3.0 0.1 s. For
charged geantinos, this mean increases by 152% with respect to geantinos (7.5 £ 0.1 s).
Regarding the dynamic cases, the average execution time for the geantinos is 3.1 + 0.1 s.
This percentage is a 155% decrease with respect to the average time for simulating charged
geantinos (8.0 + 0.1 s). The percentage of increase between the static and the dynamic
cases is smaller, as compared to the ~ 10% for the tested hadrons: for charged geantinos
this corresponds to 6.0% and 4.7% for geantinos.
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Figure 4.3: Time distributions for protons at 20 GeV. Static build (left) and dynamic
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Particle type Simulation time Percentage de- | Increase  w.r.t
mean [s crease w.r.t. | static case [%]
protons [%)|
Dynamic linking [20 GeV; 100 Runs]
Proton, p 1130 + 14(1.2%) 10.5
Positive pion, 7" 1079 £ 18(1.6%) 4.7 9.7
Negative pion, 7= | 1083 + 19(1.7%) 4.3 9.4
Geantino 3.1+£0.1(2.9%) 3.63 x 104 4.7
Charged geantino | 8.0 +0.1(1.6%) 1.40 x 10* 6.0
Static linking [20 GeV; 100 Runs]
Proton, p 1023 £ 12(1.2%) -
Positive pion, 7+ 983 + 12(1.2%) 4.0 -
Negative pion, 7= | 990 + 14(1.5%) 3.3 -
Geantino 3.0 £0.1(3.0%) 3.40 x 10* -
Charged geantino | 7.5 4+ 0.1(1.5%) 1.35 x 10* -
Dynamic linking [10 GeV; 20 Runs]
Proton, p 601 +9(1.5%) 9.9
Positive pion, 7w 577 £+ 5(0.8%) 4.2 9.6
Negative pion, 7= | 594 + 10(1.7%) 1.1 10.4
Geantino 3.04+0.1(3.3%) 1.99 x 10* 5.6
Charged geantino | 8.0 +0.1(1.8%) 7.41 x 10? 5.0
Static linking [10 GeV; 20 Runs|

Proton, p 546 + 6(1.1%) -
Positive pion, 7" 526 £+ 4(0.7%) 3.9 -
Negative pion, 7= | 538 + 8(1.5%) 1.5 -
Geantino 3.24+0.1(2.0%) 1.70 x 10* -
Charged geantino | 8.4 £ 0.1(0.7%) 6.40 x 103 -

Table 4.1: The fitted parameters from the measurements of all considered particles, for
both static and dynamically linked simulations at 10 and 20 GeV. The yellow cells are the
reference value for the analysis of the % decrease of the simulation time between particle
types, taken to be the proton’s. The last column lists the % increase of the simulation
time, evaluated with respect to the static case.
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Chapter 5

Discussion

As mentioned before, the time response of the software will differ with respect to the
primary particle under simulation, given the diverse reconstructed pseudo-random inter-
actions it undergoes within the simulated detector. Protons and pions are charged hadrons
and thus they will experience the Lorentz force from the superconducting solenoidal mag-
nets of the system, and their trajectory is deflected according to their different momentum
at the considered energies. Given that the particles have the same energy, E, but differ-
ent rest masses, mg, their momentum p, and therefore, relativistic velocity, 3, will differ.
Additionally, both particles interact with the ID and are stopped in the hadronic calorime-
ter, undergoing similar processes, despite the varying outcomes caused by the different
masses. Consequently, from theory, one can expect the time distributions of the protons
to deviate from the pions’ (mg, > mo ), and the observed differences in the simulated
data are consistent with expectations. Extrapolating exactly from time distributions a
quantified relation to the physics processes and how they are employed by the methods of
the reference list for different particles is not possible. Nonetheless, possible reasons that
could explain these differences are addressed in what follows.

Evaluating the Gaussian fits of the plotted histograms, the normalized chi-square, x*/ndf,
which measures "goodness of fit", shows that the level of agreement is reasonable and thus
the Gaussian functions are considered as the time distributions in this study.

In the tested pions, as expected from previous studies, the static builds reduce the exe-
cution time by about 10%. This percentage decreases for the geantino and the charged
geantino. Tracking geantinos makes use of less libraries, since these do not interact with
the material, and the simulation simply transports the particle through the detector.
Therefore, it requires a smaller simulation time and the difference between build types
is less prominent, going down roughly to half the value of hadrons. A charged geantino
will, however, be deflected by the magnetic field, despite not interacting either. Library
requirements and the track length therefore increase, which explains the larger execution
time and subsequently the larger percentage difference between the build types that was
observed.

In view of the simulation of these particles and the observed data, one can say that the
transport and magnetic deflection contribute significantly less to the execution time than
the simulation of interactions. Furthermore, as expected, no difference in the time distri-
bution plots was observed between the two energies considered for both the geantino and
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the charged geantino (see Figure B.4 and Figure B.5): the simulation of particle interac-
tions is responsible for the time variation observed for different energy hadrons.

Pions are mesons, made up of two quarks (7" [ud] and 7~ [du]), with a rest mass of
mo = 139.57 MeV /c?. Besides being deflected by the magnetic field, the particle loses
energy through ionization following Bethe-Bloch’s formula, Equation 2.3, both in the ID
and the hadronic calorimeter components present in the geometry. Additionally, at such
energies, pions will also undergo inelastic nuclear collisions, which result in the creation of
showers in the copper and tungsten layers of the LAr hadronic end-caps and steel sheets
of the tile calorimeter. From Figure C.2, the cross sections for both the positive and
the negative pions are around 25 mb, therefore one could expect the mean simulation
time of these particles to be the same within the parameter’s error, given that both
total cross sections are similar. The small fluctuations between 7 and 7~ observed in
the measurements, however, are consistent with the slightly higher cross section value of
the negative particle. The discrepancy between these two particles is more prominent
towards the lower energy region, due to the different processes they are involved in. From
the results of the simulations run at 10 GeV, despite having less entries for each particle
and build type, this contrast is also visible, with an increase of 2.4% and 3.1% for the
static and the dynamic cases, respectively. In this case, the results are not within the
uncertainty range. However, due to time constraints, an in-depth proper investigation of
the underlying differences in low energy interactions of the negative and positive particles
could not be carried out.

Regarding the proton, this baryon is composed of three quarks (uud), has a mass of
mo = 938.27 MeV /c?, and, from Figure 2.4, at projectile momentum in the laboratory
reference frame 20 GeV, the total cross section for pp collisions is about 40 mb. Similarly
to pions, protons also interact with atomic electrons through the Coulomb force, and
collide inelastically with the nucleons of the material. This is coherent with the percentage
increase of ~ 10% between build types that is observed, given that the same set of hadronic
models are employed on both hadrons.

Given the particles’ different masses, the response to the magnetic field in the detector
system by the software could be a source of differences in time distributions. The mass-
energy equivalence E? = (p - ¢)? + E2, where Ey = myg - ¢, gives that for particles at
E = 20 GeV, the larger the mass, the smaller the particle’s momentum will be, and
from Equation 2.2.1, if the transverse component of the quantity decreases, the radius of
curvature will be smaller. However, calculating the ratio of momentum between protons
and pions gives p,/pr = 0.98, due to their high energy. If this small difference in the
trajectory’s radius indeed contributed to a difference between the measured times, it was
not significant and could not be distinguished or quantified in the experiment.

Based on theory, the development of pion and proton induced showers from the nuclear
collisions in the calorimeter differs. Due to conservation laws, specifically, baryon number
conservation, B (B = 0 for mesons and B = 1 for baryons), the first leading particle
from a proton interaction will most likely be another baryon. For charged pions, this
likelihood decreases to conserve B and the first leading particle will mostly be either a
charged or neutral pion [28]. The larger probability for the creation of unstable neutral
pions induces a larger EM component, from the particle’s decay into two photons, in
pion-induced showers.

Following that Xy < ;e and since hadronic showers are more diverse in their devel-
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opment given that there are more possible final states for particles, it could be expected
that simulating EM shower components would consume less computer resources and there-
fore lead to a smaller execution time. However, as mentioned in methodology, based on
the E/p response plot of the calorimeter to charged hadrons, the implementation of the
hadronic models in this region of the detector for different particles is not considered a
substantial source of the observed differences in the measurements. Essentially, the ion-
ization loss for particle tracking in the material of the ID is the dominant contributor to
the observed variations in simulation times, and the parameter under study.

From Equation 2.2, the total probability of interaction is proportional to oc 1 — e~/

where A depends on the inverse of the cross section. As a result, for smaller mean free
paths, the probability of interaction will be larger. This means that a proton interacts
more with the medium it traverses. Also, based on the stopping power plots in Figure C.1,
the energy loss of the pion is higher than the proton’s at particle momentum 20 GeV.
Since the pions will lose their energy more rapidly, it is the extra ionization processes
simulated for protons, mostly due to its higher interaction probability but also longer
detection before absorption in the calorimeter, that are the primary cause for the increase
in time that is observed.

Regarding the simulations run at 10 GeV, the consistency between what can be expected
from theory and observations persists. The particles can undergo the same set of processes
within the detector: ionization of the active materials of the detector’s components and
shower development in the absorber material of calorimeter. This is confirmed by the same
increase of ~ 10% between the two build types used. The increased mean simulation time
for protons is still observed, however the difference is less disparate for negative pions.
This execution time increase agrees with the steeper increase towards lower energies in
the cross section plot of the negative pion, Figure C.2. With respect to Figure 2.4, at this
energy, both protons and pions will be about as likely to interact with a material as they
would if energy was doubled to 20 GeV. Therefore, since they make use of the same library
resources, the execution time could be expected to be larger accordingly. By comparing
the times of both considered energies for all three hadrons, in fact, the energy decrease in
half of the 20 GeV particles led to an execution time decrease of 53 — 54%.
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Chapter 6

Conclusion

Currently, parameterized Monte Carlo simulation models are the focus of several op-
timization efforts. These are expected to replace Geant4 in several regions of the de-
tector, in particular the EM and hadronic calorimeter regions, in order to meet most
of the computing requirements for the HL-LHC. In addition, machine learning options
are being explored and physics models and detector geometries tuned [5|. However, full
detailed simulations can not be excluded from experiment, and, more importantly, the
Geant4 software is indispensable to the tracking of the particle’s trajectory in the inner
detector component. Computationally efficient fully detailed simulations are therefore
required.

This study provides a quantitative discussion on the time distributions observed for pro-
tons, positive and negative pions, and neutral and charged geantinos, and on the impact
the particle type has on the execution time of a simulation. This is carried out using a
simplified geometry of the ATLAS detector and a standalone benchmark simulation. All
observed data is in accordance with what was theoretically predicted and assumed.

The ionization of the material, mostly in the inner detector, is the primary cause for the
observed differences in the time distributions of the hadrons. Additionally, the domi-
nant consumer of library resources is the simulation of the particle’s interactions. The
simulation time of the proton exhibits on average a 3 — 4% increase with respect to the
pions (mean time for protons is at 1130 s and for pions this average is roughly 1081 s),
in agreement with the particle’s higher cross section. The time distribution variation be-
tween both considered pions is within a reasonable uncertainty, given the slight variation
in their probabilities of interaction. Lastly, by decreasing the particle’s energy from 20
GeV to 10 GeV, the mean time decreased by roughly 50%, accordingly.

This is the first time the differences in simulation time due to the underlying mechanisms
and structure of particular particles were quantified. As a conclusion, with this project,
the goal is to provide useful data for future group projects and full scale, complete geom-
etry studies, as well as for ongoing optimization and development efforts, in the hopes of
meeting all the computer requirements expected to arise from the increased luminosity of
the HL-LHC, by 2027.
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Appendix A

Lunarc Aurora system

This appendix intends to provide a brief explanation of the structure of a High Per-
formance, HPC, cluster. More specifically, the one used at Lund University, called the
Aurora cluster, managed by the Lunarc department. Aurora is composed of over 230
computer nodes, as schematized in Figure A.1b, ideal for intensive jobs. Each computer
node, pictured in Figure A.la, is a multiprocessor system and each computer processing
unit, CPU, is made up of several cores. In the case of Aurora, each node contains 20 64
MB cores. These will manage and execute the computing processes [29].
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(a) Structure of a computer node: com- (b) Computer cluster, made up of several
posed of multiple cores and a local disk.  nodes, which make use of the global storage.

Figure A.1: Schematics of a High Performance Computing Cluster, taken from [30].

Besides local storage disks which allow for fast memory access, the cluster also provides
global storage to all nodes. This guarantees the best performance in job processing,
including simulations in High Energy Physics. To manage and schedule the needs of
multiple users, Aurora uses the batch system SLURM. In order to run a job, the user is
required to provide a Bash job description containing information and instructions on the
desired operation.
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Appendix B

Simulation time plots at 10 GeV
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Figure B.1: Time distributions for negative pions at 10 GeV: static build (left) and dy-
namic build (right).
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Figure B.2: Time distributions for protons at 10 GeV: static build (left) and dynamic
build (right).
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Figure B.3: Time distributions for positive pions at 10 GeV: static build (left) and dynamic
build (right).
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Figure B.4: Time distributions for geantinos at 10 GeV: static build (left) and dynamic
build (right).
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Figure B.5: Time distributions for charged geantinos at 10 GeV: static build (left) and
dynamic build (right).
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Appendix C

Additional reference plots
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Figure C.1: Stopping power plots of muons, pions and protons in various materials[14].
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Figure C.2: Stopping power plots of muons, pions and protons in various materials[14].

30



B Hadron, p=20cev [N ery. p<20 Gev

% 16 -
5 ; 42_ B tadoon, 20<piGev=3o [ ely. 20=p/GeV=30 E
2 £ M Hadron, 30<picev<3so || el 30<p/Gev=3so ]
« 1.2F [l Hadron, p=350 Gev [ efy. p=350 GeV -
5 _1: Vs=8 TeV, PYTHIAS Dijets  ATLAS Simulation .
.g
w 0.8

06

04

0.2

30 40 10¢ 2108 10¢  2.10°
Jet P, [GeV]

Figure C.3: Energy fraction carried by particles in several momentum ranges, as a function
of jet transverse momentum, pr[22].
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Figure C.4: Calorimeter response to single particles of different types, with respect to to
the calorimeter response to 7", using FTFP_BERT set of hadronic physics models|22].
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