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Abstract

This thesis proposes a method for how to find duplicated 3D points in a single
Structure from Motion point cloud. Together with related articles, this forms
a possible solution to the loop closure problem.

The proposed method works by first selecting candidate pairs of 3D points
by comparing BRIEF descriptors of all points. The second step consists of using
RANSAC to select the best out of many possible deformations of the map.
The deformations are created by finding the minimal increase in reprojection
errors while fulfilling the added constraint that a selected candidate pair has
to converge. Finding this minimal increase is done by assuming the residual
is linear under small changes. The solution is then found by optimizing over
the subspace spanned by the smallest eigenvectors to the Hessian for the loss
function.

The method was tested on two different datasets. It managed to correctly
identify the main duplication in both sets. In the first and simpler of the two
datasets, which had 1000 points, all of the 33 pairs identified by the method
were verified by hand to be correct. On the second dataset, which had 6000
points, the method found 153 pairs. Seven of the found pairs corresponded with
the main split in the map. The rest of the found pairs were points which were
already very close together in the original map. This might hint at a possible
problem with the original map creation. One which this method could help to
solve.
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Popular Science Summary
We humans have two eyes. Because of this, we can perceive depth. This is commonly called stereo
vision. In the same way, imagine we had two cameras of which we knew the positions, we could
then triangulate the position of objects present in both images. As it turns out, if we have enough
images we do not need to know the position of the cameras. It is actually possible to determine
both a 3D map of what is being photographed and also find where the images were taken. This
problem is called Structure from Motion and is a central part of the field of Computer Vision.
An example of what such maps could look like is shown in Figure 1. Notice that we do not get
complete surfaces, but rather a lot of points in 3D space. This is commonly referred to as a point
cloud.

Figure 1: Example of a 3D map of a room. The four walls are what can be seen in the figure.

Usually, the images are collected by using a film camera which is moved around a path.
Because of how the map is generated, if we walk in a closed loop the algorithm does not always
recognize that a new point is the same 3D point as an old point. The algorithm then creates a
second instance of the 3D point which is slightly shifted in space. This is called a Loop Closure
problem. The goal for this thesis is to propose a method which solves a part of this problem.
More precisely, this thesis is trying to find pairs of points which should actually be the same 3D
point. The method requires searching for points which look very similar. However, just looking
at similarity would result in too many false matches. Because of this, we propose to also filter
for points which could be combined without altering the original map too much. As can be seen
in Figure 2 the algorithm can successfully identify pairs which have been duplicated.

Figure 2: One the left side of this figure some example images from the image sequence are shown.
On the right side of this figure is the 3D reconstruction shown together with the duplication
caused by walking in a circle. The lines are drawn between points which the algorithm thinks
should actually be the same point. Notice that there are red lines going between the duplicated
part.
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1 Introduction
The field of Computer Vision is the study of how to extract high level information from image
and video. Phrased in a different way, it is the study of how to automate the function of the
human eye and visual cortex. Together with image analysis these fields have a wide variety of
applications such as self-driving cars and face recognition to mention a few. One large part of
these fields is to solve the Structure from Motion (SfM) problem.

We humans have two eyes. Because of this, we can perceive depth. This is commonly called
stereo vision. In the same way, if we have two cameras with known positions, we can triangulate
the position of objects present in both images. As it turns out, if we have enough images we do
not need to know the positions of the cameras. It is actually possible to determine both a 3D
map of what is being photographed and also to find were the images were taken. This is the
Structure from Motion problem, see Figure 3.

Figure 3: The SfM problem is making a 3D reconstruction from an image sequence.

With the method used in this thesis, we do not get complete surfaces but instead a lot
of points in 3D space. This is sometimes referred to as a point cloud. The reason we only get
discrete points is because we need to find similarities in the images and this is done by identifying
interesting feature points in each of the images. When the same 3D point is identified in multiple
images, it is possible to estimate its 3D position. This process will be further described in the
following sections.

One problem which can occur if the image sequence loops back to a part of the scene previously
depicted is that the algorithm does not realize that it sees the same 3D points again. This result
in the creation of 3D points which are duplicates of points already in the map. This is called a
loop closure problem, and will be further described in Section 6. However, one reason to care
about this is that we could improve the entire 3D reconstruction if we use the information that
we have returned to a previously known point. In fact, given that we know which points belong
together, Flood et al. has already shown how to make this improvement, see [1, 2]. The goal of
this thesis is to develop methods to identify the duplicated points so that they can combined
with their method.
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2 Random Sample Consensus Algorithm
The problem of fitting a model to some data is core to most of science. Probably the simplest
form of this is fitting a line to a set of points

[
X Y

]
. There are multiple ways of doing this, for

instance the total least square method, which minimizes the sum of the squared distance between
the line and the points. One problem with this method is that it is very sensitive to outliers. In
many cases in Computer Vision you might have the case that only a small percentage of points
are correct, while the rest are simply noise, see Figure 4. For these kinds of problem total least
squares will give a very poor result.

Figure 4: In this figure 80 % of the points in the image are not following the pattern but it still
fairly easy to see the correct line.

One way of solving this problem is to use a Random Sample Consensus (RANSAC) algorithm
[3]. The idea in RANSAC is to just study a small subset of points, with the hope that all of the
points in the subset are inliers. We then compute our model from the subset. We now go back
to the original set and see how many points agree with this model. Repeating this process many
times and saving the model with which the most points agree gives us a good chance of finding
the right model.

To use the data in Figure 4 as an example. We need two points to fit a line. Iterating the
process of picking two points, fitting a line to them and seeing how many points are on the line
should give us the correct model. The probability of finding the right model can be computed as

P (finding subset of only inliers at least once) = 1− (1− εn)l, (1)

where ε is the proportion of all the points being inliers, n is the size of the subset and l is the
number of iterations. Usually, we want to know how many iterations we need in order to have a
high probability P > 0.99 chance of finding the right model. In the case of Figure 4, we would
need l & 120 iterations.

From this we can also see that we want to select as small a subset as possible, since that
increases our chance of finding a subset of only inliers. In the example of Figure 4, the probability
of selecting two inliers is 0.22 = 0.04, while selecting three points gives us the probability 0.23 =
0.008. Also, since we need to fit a model to a set of points many times, a quick method of
computing the model is important. This can be achieved using minimal solvers, see [4].

In addition to many points being completely incorrect, we usually have some sort of mea-
surement noise. This means that even the correct points will not fit the model perfectly. In this
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case we need to decide on some tolerance for how much the points can deviate from the model
and still be considered an inlier, see Figure 5.

Figure 5: The blue line shows the model. The red lines show the tolerance bound. We count all
the points that are between the red lines as inliers
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3 Feature Detection
The field of Computer Vision aims to use a set of 2D images to recreate the 3D world they were
taken in. How this is done will be discussed in Section 4. However, before this, an essential piece
of image analysis is needed, a feature detector. What a feature detector should be able to do
is finding 2D points (features) in different images which corresponds to the same 3D point, see
Figure 6. There exists multiple different feature detectors such as SIFT [5] or ORB [6]. In this
thesis ORB was used.

Figure 6: Example of the desired result of the feature detection. Features (green dots) which are
paired together are marked with a red line.

The important part, in this report, is to understand that the feature detector pairs 2D points
in different images which corresponds to the same 3D point. The remaining of this section
discusses how the ORB detector achieves this based on [6].

3.1 ORB Detector Steps
The ORB detector has the following steps:

1. Identify the N most distinct corners and save a small patch around each one.

2. For each patch, rotate it so that image planar rotation of the initial image yields the same
patch.

3. Compress the information for each patch into a descriptor.

3.2 ORB: Identifying Corners
The first step is running the FAST corner detector. For each pixel, compare it with each pixel
in a circle around it. Each of the pixels in the circle is assigned one of three labels based on the
difference in intensity between the peripheral and the center pixel

L(Ic, Ip) =


Light, Ip > Ic + tol,
Dark, Ip < Ic − tol,
Same, else,

(2)
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where Ic and Ip respectively is the intensity of the center and peripheral pixel, and tol is some
chosen tolerance. After labeling all the pixels along the periphery we check if there are m con-
tiguous pixel along the circle which all have the label “Light” or all have the label “Dark”. If this
is the case the center pixel is considered a corner. Here m and tol are variables which can be
tuned for different results. An example of this procedure can be found in Figure 7. The circle of
pixels in the figure have a radius of 3 pixels in order to make it easier to visualize. However, in
ORB they use a radius of 9 pixels. Depending on what values are chosen for tol and m we get
different number of corners. To decide on the best corners ORB runs a Harris corner measure
[7] and picks the chosen number of corners. For each of these pixels a patch around them is used
for the computations in the following steps.

(a) Original image
(b) Zoomed in image. The green square marks
the center pixel. And the pixels marked with
red are pixels included in the periphery.

(c) The labels of the pixels are dis-
played with [Light,Same,Dark] being shown by
[White,Gray,Black]. Because we have 13 con-
tiguous “Light” pixels, the center pixel i cate-
gorized as a corner point.

Figure 7: FAST corner detector example
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3.3 ORB: BRIEF Descriptor
A Binary Robust Independent Elementary Feature (BRIEF) descriptor is a binary vector where
each bit corresponds to a comparison of intensities between two pixels. In other words, if the
BRIEF descriptor has 256 bits, we are making 256 comparisons between pairs of pixels. The goal
with the descriptor is to compress the data from each patch in such a way that similar descriptors
likely corresponds to the same 3D point. Which pairs of pixels to compare in order to achieve
this is a difficult problem. When ORB was developed, the developers ran a learning method to
decide on which comparison to make [6]. We therefore have 256 pairs of pixels which should be
compared. Gather them on the form

pi,j , 1 ≤ i ≤ 2, 1 ≤ j ≤ 256, i, j ∈ N

where pi,j is a vector containing x and y coordinate of pixel (i, j) in the coordinate system with
origin at the center pixel of the patch and comparisons are made between pixel p1,j and pixel
p2,j , see Figure 8.

Figure 8: Shown in this figure are two example comparisons. When using ORB, 256 comparisons
are instead used to create a BRIEF-descriptor.

Computing descriptors in this way would mean that a small change to the image would result
in a small change in the descriptor. However, we would also like the descriptors to be similar if
we rotate the image, see Figure 9.
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(a) Original image (b) Rotated version

Figure 9: We would like the descriptors for the two images to be similar.

3.4 ORB: Rotation Invariance
The goal with this step is to make features invariant to rotations in the image plane. Initially we
compute

mx =
∑
x,y

xI(x, y) and my =
∑
x,y

yI(x, y), (3)

where I(x, y) is the intensity of the pixel at position (x, y) and summing over all pixels in the
patch. The rotation θ of the patch is then calculated as

θ = atan2(my,mx), (4)

where atan2 is the quadrant-aware version of arctangent, see Figure 10. If we view a pixel’s
intensity as its mass, we can describe this computation as: find the patch’s center of mass and
compute its argument.

Figure 10: The center of mass is marked with a red point and the origin is marked with a green
point. The angle we compute is the angle between the red and green lines, which in this case is
θ = 11°.
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The rotation of the feature can now be handled by rotating the image by θ. This achieves the
same result as what is really done, which is rotating the matrix of which pixels to compare

p̃i,j = Rθpi,j , (5)

where Rθ is a rotation matrix. Because θ ∈ R we might have non-integer values in p̃i,j . Since
pixel space is discrete, we need to decide exactly which pixels to compare. In ORB, this is solved
by discretizing θ in increments of 2π

30 . What p̃i,j to use is then solved for each of these angles.
When each feature has its BRIEF descriptor, it is possible to compare features. Pairs of points

can then be selected based on similarity of their BRIEF descriptor.
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4 Structure from Motion
In the previous section we saw how to find pairs of features which likely belong to the same point.
The next step is to, from these matches, compute the position of the 3D points and cameras.

4.1 Homogeneous Coordinates
Homogeneous coordinates are widely used in computer vision and is a part of projective geometry.
Using homogeneous coordinates, points in Rn are represented using vectors in Rn+1. To exemplify
how to map from homogeneous coordinates to Cartesian coordinates, we will go through the case
of homogeneous coordinates X ∈ R3 to the corresponding Cartesian coordinate x ∈ R2. Find the
intersection between the line going through X and the origin and the plane defined by (a, b, 1)T ,
where a, b ∈ R, see Figure 11. The corresponding Cartesian point is first two coordinates of
the intersecting point. Another way of saying the same thing is that the point X = (a, b, c)
corresponds to the point x = (a/c, b/c). This also means that if the two points in homogeneous
coordinates satisfy X1 = λX2 then both X1 and X2 corresponds to the same point in R2.

Figure 11: The red point is the homogeneous coordinate (6, 4, 2) which corresponds to the Carte-
sian coordinate (3, 2), the first two coordinates of the green point.

Homogeneous coordinates are a more complex representation but they also carry with them
some advantages. For instance, we can represent points infinitely far away by setting the z-
coordinate to zero. However, The main reason we want to use homogeneous coordinates is that
they turn affine transformation such as

y = Ax+ b, (6)

into linear transformations
Y =

[
y
1

]
=

[
A b
0 1

] [
x
1

]
= ÃX. (7)

4.2 The Camera Matrix
We want a good representation to transform a point in 3D space to a 2D point in the image
taken by a camera which we know the position and orientation of. What we mean by taking
an image is a projection of the 3D-point onto a image plane. Here it is helpful to think of a
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pinhole camera, see Figure 12. Similar to above, the way we compute this projection is by taking
the point where the line (going through the origin and 3D point) intersects the image plane.
The difference is that the image plane is one unit in front of the origin in our homogeneous to
Cartesian transformation, while it is behind the origin in a pinhole camera. This is also why the
image is inverted in a pinhole camera. We can interpret going from homogeneous coordinates
to Cartesian coordinates as taking an image with a camera situated in the origin and pointing
along the z-axis, see Figure 13.

We can now imagine a procedure for computing images if we have a set of 3D points Xi and a
camera situated at c pointing in the direction v. We then compute the image by first translating
all the points by −c, so that the camera is at the origin. We then apply a rotation Rv so that
the v is mapped on (0, 0, 1)T . This can also be expressed as:

X̃i = Rv(Xi − c). (8)

The final step is to turn the homogeneous coordinates into Cartesian 2D coordinates. Since we
are applying an affine transformation in the first step, a simpler way would be to store the original
3D coordinates in homogeneous coordinates, i.e. a vector in X̃i = (Xi, 1) ∈ R4. We then multiply
it with a matrix

P =
[
Rv −Rvc

]
, (9)

which defines what camera we are using. This matrix is called the camera matrix. Note that this
is just a rephrasing of the same computation, since

PX̃i =
[
Rv −Rvc

] [Xi

1

]
= RvXi −Rvc = Rv(Xi − c). (10)

If we then want the 2D Cartesian coordinates in the image we then divide each xi = PX̃i with
its last entry the same way it was done in the example above.

Figure 12: Points of the original tree is projected via a line through the origin (the small opening)
onto the image plane at the back. Because the image plane is behind the origin, the image is
flipped. Image: [8]
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(a) The red 3D points being projected onto the
gray image plane. (b) Image result.

Figure 13: Projections of 3D points onto image plane.

When we are talking about real cameras we also have to take into account a few more factors
such as what lens and sensor are used. Both this and the fact that the center of the image in
pixel space is not (0, 0) is dealt with by splitting the camera matrix into two factors

P = K
[
A t

]
, (11)

where K is called the intrinsic parameters and
[
A t

]
is the normalized camera matrix. If we

use the same camera for all taken images we know that K is the same for all camera matrices
and A is an orthogonal matrix.

When mentioning camera matrices in rest of this thesis, we will be talking about the normal-
ized camera matrix. This is because, as a first step when performing SfM, we can normalize the
2D points, according to

xi = PX ⇐⇒ x̃i = K−1xi =
[
A t

]
X. (12)

Doing this we now know that the camera matrix consists of A which is an orthogonal 3×3 matrix
representing rotation, and t is a 3× 1 matrix representing translation.

4.3 The SfM Problem Statement
We can now understand the SfM problem statement. We have m images and n 3D points. What
we want is to minimize the reprojection errors. This means that we want to find m camera
matrices and n vectors in R3 such that when we compute the image, the distance between our
projected points and the corresponding image point is as small as possible, see Figure 14.

This can also be formulated mathematically by gathering all the parameters from the cameras
P and 3D points X into a vector z. Because the image points are known, we can for a given z
compute the residual vector

r = f(z), (13)

where the function f is a short hand for: compute the reprojections of each of the 3D points and
for each of the reprojections compute the distance to the corresponding image point. A more
formal expression of this can be found in [9]. Each entry of the residual vector corresponds to the
residual in one dimension such as the first entry corresponds to the residual in the x-direction for
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the first image point. When we have the residual vector, we can compute the loss function, which
is the function we want to minimize. This is done by computing the sum of squared residuals

min
z
g(z) = r(z)

T
r(z). (14)

Figure 14: The green points are the reprojections. The blue points are the position of the features
in the image. The goal is to minimize the sum of squares of the residuals, i.e. the sum of the
squared lengths of the black lines.

4.4 Solving SfM
How to solve SfM is an entire field of study, so it will not be described in detail in this thesis.
The 3D maps used in this thesis were created by using the methods described in the following
sources: ORB [6], IMU data [10], filtering [11] and optimization [12].

There are multiple approaches to solve the problem. In order to give the reader an idea we will
describe one possible approach, called the eight-point method [13]. This method will be easier
to understand but is not what is commonly used nor used for the maps in this thesis. Further
reading about solutions to SfM can be found in the following sources [14, 15].

4.4.1 Combining Two Images

First of all, instead of combining all the images at once, we instead start by looking at the case
of adding just two images. Since rotation and translation of all the points and cameras together
does not change the reprojection errors we fixate the first camera to be

P1 =
[
I 0

]
. (15)

Remember, the structure of second camera is

P2 =
[
R t

]
, (16)

where R is an orthogonal matrix. We now define the essential matrix E to be

E = [t]×R, (17)
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where [t]× is the cross product with the vector t written on matrix form,

[t]× =

 0 −t3 t2
t3 0 −t1
−t2 t1 0

 . (18)

Given a 3D point (which is represented as a 4× 1 matrix)

X = λi

[
xi
1

]
, (19)

with the corresponding image points xi,

xiλi = PiX, (20)

E has the property
(x2)TEx1 = 0. (21)

This can be verified by rewriting the equation as:

1

λ2
(P2X)T [t]×Rx1 =

λ

λ2
(Rx1 + t)T [t]×Rx1 =

λ

λ2
xT1 R

T [t]×Rx1 +
λ

λ2
tT [t]×Rx1. (22)

Writing Rx1 = z gives us

λ

λ2
xT1 R

T [t]×Rx1 +
λ

λ2
tT [t]×Rx1 =

λ

λ2
zT [t]×z +

λ

λ2
tT [t]×z. (23)

Since [t]×z is perpendicular to both t and z, both terms equal 0. Because the scale of P2 is
arbitrary, all matrices E2 = λE are also valid essential matrices. Because of this we add the
constraint that both of the non-zero eigenvalues of E has to be 1. The structure of E makes it
so it only has 5 degrees of freedom. Because of this, it is possible solve for it with just 5 point-
correspondences. However, then we need to be able to handle the non-linear constraint which
we get from R being orthogonal. Instead, in the eight-point algorithm we just use the scale
invariance of E together with 8 point-correspondences. If yi and xi are 2D points corresponding
to the same 3D point, this is written as:

yTi Exi = 0, i = 1..8, (24)

||E||F = 1. (25)

The solution corresponds to minimizing:

min
||v||=1

= ||Mv||, (26)

where

v =


E11

E12

...
E33

 , (27)

and each row of M corresponds to each equation. This can be solved by taking the singular
values decomposition of M = USV T and extracting v as the last column of V , from which we
compute an approximation of E called Ẽ. If the point correspondences are correct we will get
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a matrix Ẽ which is close to one with the right structure. To enforce the correct structure we
compute the singular value decomposition of Ẽ = USV T and find the correct matrix as:

E = U

1 0 0
0 1 0
0 0 0

V T . (28)

We can now compute P2 by factorizing E = SR, where S is skew-symmetric and R is orthogonal.
Extracting t from S and combining it with R gives us P2.

In order to find eight point-correspondences, a RANSAC loop is used. This gives us a set
of inliers consisting of point-correspondences for which yTi Exi is small. When both P1 and P2

are known, the position of all the point-correspondences in the set of inliers can be computed
through triangulation.

4.4.2 Combining Many Images

When we want to combine many images we first start by computing point-correspondences
between all pairs of images. The pair of images with the largest overlap is then chosen and
combined using the method in the section above. We now have two camera positions and a set
of 3D points. Now, take a third image which has as large an overlap with the first two images as
possible. Using matches between features in the third image and known 3D points we can find
the position of the third camera.

When the position of the third camera is known, we can look at point-correspondences be-
tween the third and the first two images to triangulate the position of new 3D points. Repeating
this process with the rest of the images will give us our final result, which hopefully is close to
the global minimum. We can further improve on this solution using local optimization. [16]

4.5 Jacobian Matrix
Since we have an expression for the residual vector r, it is possible to compute its Jacobian
matrix J which show how r depends on z locally. Which means, if we have a solution z∗, our
first order approximation of r around that point is

r ≈ r|z∗ + J |z∗∆z = r0 + J0∆z. (29)

This approximation turns the function we want to minimize g(z) into

g(z) = rT r ≈ rT0 r0 + 2rT0 J0∆z + ∆zTJTJ∆z. (30)

If z∗ is a local minimum, then this expression further reduces into

g(z) ≈ rT0 r0 + ∆zTJTJ∆z, (31)

which is a paraboloid centered at z∗.
Another thing which one needs to notice is that every camera matrix is a 3 × 4 matrix, i.e.

12 values. But, since we have orthogonal constraint on part of the matrix the number of degrees
of freedoms are actually just 6, 3 from translation and 3 from rotation. We can make a local
parameterization of the orthogonal part using the fact that the exponent of a skew-symmetric
matrix is orthogonal. This means that the size of z is actually,

z ∈ R6m+3n, (32)

where m is the number of cameras and n is the number of 3D points.
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4.6 Jacobian Eigenvectors
We now want to study the eigenvalues and vectors of the matrix JTJ . The first thing to notice is
that there exist 7 eigenvalues which are 0. This is because the residual vector does not change if
the map is scaled, rotated or translated. Secondly, the eigenvectors which have large eigenvalues
corresponds to directions in which g(z) increases quickly. In other words, directions in which we
are more confident the map is correct. In the same way, the directions with small eigenvalues
corresponds to small increases in g(z). In Section 8, when we have some extra information on
what the map should look like, these are the directions in which we should try to modify the
map.

Another way of phrasing this is with the covariance matrix

C = σ2(JTJ)−1, (33)

where

σ2 =
rT0 r0
a− b

, (34)

where a× b is the size of J . We divide by a− b since we have a residuals and b parameters. The
directions where C has large eigenvalues corresponds to low uncertainty in our model and small
eigenvalues corresponds to high certainty. Note that since we get the same residuals if the map is
scaled, translated or rotated, the eigenvalues are infinite in these directions. Because of this, we
cannot invert the matrix in equation 33 until we have removed these dimensions from the space.

The reader might find it helpful here with a slight pause to think about what a change along
a direction in R6m+3n means. An example which is easier to visualize is to just think of two
points in 2D space:

x = (x1, x2), y = (y1, y2). (35)

We now collect both of these into a vector z ∈ R4:

z =


x1
x2
y1
y2

 . (36)

What direction in R4 corresponds to is moving each point along some separate line, see Figure
15. Similarly a change in R6m+3n corresponds to moving every point and camera, every degree
of freedom some separate amount. This will be discussed further in Section 8.

Figure 15: The points corresponds to the vector z =
[
1 4 2 2

]T and the arrows indicate the
direction ∆z =

[
1 1 −2 −3

]T . Notice that each point can move a separate distance and
direction. If the change is scaled into 2∆z both the point move twice the current change.
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5 The Absolute Orientation Problem
When solving SfM, the resulting map tells us what the relative position of all the features we have
detected in 3D space. We choose the position of the origin and the orientation of the coordinate
system, usually based on where the first image in the sequence is taken from. We also cannot
know the scale of the map without a reference. This is because an image taken twice as far away
of something twice the size looks the same. What this means when studying two different maps
of the same object is that they differ by: translation, rotation and scale. In other words, the two
maps differ by a similarity transformation, example in Figure 16. If we want to map the first
map into the second map we are solving a minimization problem on the form:

min
s,R,t

∣∣∣∣[sR t
0 1

]
X − Y

∣∣∣∣, (37)

where X and Y are the homogeneous coordinates in the first and second map and R is an
orthogonal matrix, RTR = I. This is a point set registration problem, the solution of which have
already been demonstrated in [17] . A brief summary of the solution would be:

1. Translation is the difference between the two centers of mass of the two point clouds.

2. Scale is the ratio between the sum of the norms.

3. Rotation is found by UV T from the singular value decomposition of

M =

n∑
i=1

= (rl)
′
i(r
′
r)
T
i ,

where r′l (r
′
r) is the position of the points in the first (second) map after adjusting for scale

and translation.

Figure 16: The red cube is the result of the blue cube after a similarity transformation, i.e. they
differ by translation, rotation and scale.
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6 Loop Closure
The usual practice when solving SfM is to only compare images which are close after each other
in the image sequence. The reason we need to create separate bundles is that performing SfM
over all the pictures would be too computationally costly. There are multiple reasons why the
bundles are chosen based on the sequence. One reason is that images taken right after each other
likely have a large overlap of 3D points.

This however means that if we have images from a loop and come back to the same place later
in the sequence we do not always realize that we are viewing the same points again, see Figure
17. Because of small errors which accumulate during the loop there might be quite a distance
between the two versions of the same point.

Figure 17: Because of small errors in earlier estimates the blue and red wall at the top do not
perfectly align.

We know that some of the features will be the detected on both the red and blue walls. If we
can find these pairs of points we should be able to improve our map by enforcing the points to
have the same coordinates. Using Figure 17 as an example, we would add the condition that the
red and blue line has to be on top of each other. Adding this constraint would hopefully make
our estimation of the entire square more accurate.

6.1 Loop Closure in Practice
In the first map of the office dataset, see appendix A.1, one of the walls has been duplicated.
However, because there are a lot of points, identifying the split by just looking at the map is
quite difficult. In order to see the split we will first look at another metric. In the office dataset
we have two maps. A first step in merging these maps would be to just do it with a similarity
transform, see Section 5. This results in the maps shown in Figure 18.
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Figure 18: The result after transforming the second map (red) into the first map’s (blue) coor-
dinate system using a similarity transform.

After the similarity transform, for every point in map 1 we compare it with every point from
map 2 and compute the geometric distance between the two points, see Figure 19.

Figure 19: Histogram of geometrical distance between pairs of points in the first and second map
of the office dataset.

In addition to computing the geometric distance we also compute the BRIEF distance. What
we mean by BRIEF distance is the number of places where the two descriptors have different
bits. Computing this distance for all pairs of points gives us the histogram shown in Figure 20.
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Figure 20: Histogram for BRIEF distance between pairs of points in the first and second map of
the office dataset.

One thing we also need to consider is that each 3D point corresponds to multiple 2D points,
each of which have their own BRIEF descriptor. This was dealt with by giving each 3D point a
single descriptor which was the mode of all its descriptors.

If a pair of points is actually the same point we expect them to have a small BRIEF distance,
and we also expect them to have a relatively small geometrical distance. Plotting the geometrical
distance against the BRIEF distance for all the pairs of points gives us Figure 21. Looking at
the bottom left of the figure we see good candidates for pairs which might actually be the same
point. Pairs close to the region of interest were labeled by hand. The result of this labeling can
be seen in Figure 22.

Figure 21: Geometrical distance plotted against BRIEF distance. Notice that we have a lot more
pairs with similar BRIEF descriptors when the geometrical distance is small (bottom left of
figure).
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(a) Original plot (b) Zoomed

Figure 22: Geometrical distance plotted against BRIEF distance. Labeled pairs are plotted in
green if the pair is the same point and red if they are different. Unlabeled pairs are blue. Notice
that there are two clusters of correct pairs, ones being just a few cm wrong while the other one
is around 15 cm wrong.

If we see many pairs which have similar errors and the error is larger than a few centimeters,
we should suspect a problem with a wall being duplicated. The error which we see a lot of should
be the accumulated error. This seems very similar to what we see in Figure 22b. There is a cluster
of correct pairs which have a geometrical distance of 15 cm. This corresponds to the duplicated
wall having been shifted 15 cm, see Figure 23 for a visual example.

Figure 23: In this figure there is a black line between points in the first map (blue) and the second
map (red) which have small BRIEF distances. Each of the black lines corresponds to a green dot
in Figure 22. Because of the duplication of the right wall there is a collection of long black lines
which have a similar length. Notice that this is not the office dataset but just an example.

Each of the pairs are made of one 3D point from the first map and one from the second. In
some cases a single 3D point from the second map corresponds to multiple points in the first
map. One of the more probable cases where this occurs is when the two points in the first map
are on different versions of the same wall. We can use this relation to connect two dots in Figure
22. If we draw a line between each of these dots which have the same 3D point in the second
map we get Figure 24a. Notice that most of the lines are drawn between the two clusters, this
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matches with the description above. Another way of showing this is to pair up the points in the
first map using the above described method. We can then plot all the points from the first map in
3D space and draw a vector between the points which match with the same point in the second
map, see Figure 24b. As we can see many of these vectors are similar, which matches with the
accumulated error.

Because of Figure 24a we now see the problem. We also have an indicator for when the problem
is solved. This is when the cluster of correctly labeled points with a geometrical distance of 15
cm has a much lower geometrical distance.

(a) Lines between matching pairs (b) Points in 3D

Figure 24: In the left figure lines are drawn between dots which reference the same point in the
second map. Notice that most lines goes between the two clusters. In figure on the right, the
points are plotted in 3D space and all are from the first map. The points marked in black are from
the bottom cluster on the left and the red from the top cluster. The cutoff for the separation is
geometrical distance < 0.1. Notice that most of the errors (lines connecting red and black points)
are not just the same length but also the same vector, this seems likely to be the accumulated
error.
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7 Method
The goal is to find pairs of points which are actually the same point in order to solve the
loop closure problem. Given one map which has a duplication problem, this thesis proposes the
following algorithm as a solution:

1. Find candidate pairs of points which should be the same point.

2. Using RANSAC, combine together the candidate pairs while increasing the reprojection
errors as little as possible.

7.1 Finding Candidate Pairs
Pairs which are actually the same point, likely have similar BRIEF descriptors. One approach
to finding candidate pairs is to compute the BRIEF distance for all pairs of points in the map.
We can then select the pairs which are the most similar, i.e. have a short BRIEF distance, see
Figure 25.

Figure 25: Histogram showing the BRIEF distance between all pairs of points. A cutoff at 60
errors for the filter is also shown in the figure.

The main drawback with this approach is that we have to compute the distance between
all pairs of descriptors. This makes it slow with a time-complexity of O(n2). Because of this,
the method used in this thesis is: for each point, find the point which has the shortest BRIEF
distance to it. If two points have each other as their closest neighbor, consider them a candidate
pair. Finding the nearest neighbor is a faster method and instead runs in O(n log(n)), see [18].

7.2 Methods for Deforming the Map
We now want to deform the map to combine some of the candidate pairs. Since we want to
increase the reprojection errors as little as possible, the map is deformed along the directions in
which JTJ has the smallest non-zero eigenvalues, see Section 4.6. There will be many incorrect
pairs among the selected candidate pairs. In order to find the correct solution among all the
noise, a RANSAC-loop is used. For the efficiency of the RANSAC-loop, we want to select as
small a subset from the candidate pairs as possible. It is this subset to which we are fitting our
model. The smallest subset we can select is a single candidate pair. Two different models were
used to combine this pair in this thesis.
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7.2.1 Deformation in Three Directions

If we select one pair which we want to force together as our subset, we need a linear combination
of at least three eigenvectors for one and only one solution to exist, i.e:{

Ũ = U + b1B1 + b2B2 + b3B3

Ũp1 = Ũp2
, (38)

where Ũ is the map after the deformation, Ũp1 refers to the coordinates of point p1, and p1, p2
are the two points making up the pair which we want to force together, Bi is the i:th smallest
eigenvector and bi is how far we need to go in the Bi direction. Note that to solve the equation
above we only need to use the part of U and Bi that correspond to the points p1 and p2. Both
U and Bi are known and we solve for bi. We can then deform the entire map according to,

Ũ = U + b1B1 + b2B2 + b3B3. (39)

We then want to compute which of the candidate pairs are consenting with this model. For each
pair in the candidate pair we compute the distance between the two points in the pair. If the
distance is less than some threshold ≈ 2 cm, we consider it agreeing with the model.

A problem with this method is that it has no prior on choosing a solution which is close to
bi = 0. When making the assumption r = r0 + J0∆z we are assuming we will only alter the
solution slightly. Because of this we should prefer solutions which make smaller changes to the
map. One way of fixing this is if a solution in the RANSAC-loop resulted in an increase of the
reprojection errors which were greater than some tolerance, then the solution was considered
invalid and had 0 consenting points. In other words we introduced the constraint

3∑
i=1

λib
2
i < tol, (40)

where λi is the i:th smallest eigenvalue. However, a good method for selecting this tolerance was
not found. Because of this, the method presented in the next section seems preferable.

7.2.2 Deformation in Many Directions

When combining a single pair, three eigenvectors are usually needed to get a single solution. The
idea with only allowing changes along the three eigenvectors with the smallest eigenvalues was to
only have a small increase of the reprojection error. We can likely improve on the previous method
by allowing changes along all eigenvectors. Using many eigenvectors will give us many solutions.
We could then choose the solution which minimizes the reprojection error. The formulation of
this problem is: {

min
b

bTΛb

s.t Ũp1 = Ũp2
, (41)

where b is how much of each eigenvector B we use, i.e

Ũ = U +
∑
i

biBi , (42)

Λ is a diagonal matrix containing the eigenvalues and Ũp1 , Ũp2 are the coordinates of the chosen
pair. For simpler notation, we write βi = Bi,p1 − Bi,p2 , i.e. the relative movement between the
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points in the chosen pair when moving in the direction of the i:th eigenvector. To solve this we
first find a solution to the constraint among the first three eigenvectors,

b∗ =
[
b∗1 b∗2 b∗3 0 . . . 0

]T
, (43)

which is the same solution we found in the previous section before the constraints were used.
Changing coordinates to

a = b+ b∗. (44)

We can now rewrite the constraint as ∑
i

aiβi = 0, (45)

or on matrix form
βa = 0, (46)

where
β =

[
β1 . . . βk

]
. (47)

This means we are looking for an a which is in the nullspace of β. We can therefore change
coordinates again to

a = Hc, (48)

where the columns of H is a basis in the nullspace of β. Our optimization problem is then

min
c

cTHTλHc+ 2b∗sΛsHsc, (49)

where the subscript s refers to only the first three eigenvectors i.e. b∗s is the first three element of
b∗, Λs is a diagonal matrix containing the first three eigenvalues and Hs contains only the first
three rows of H. The solution to this minimization problem is given by

b = −H(HTΛH)−1(HT
s Λsb

∗
s)− b∗. (50)

Since we do not know which initial pair is good, RANSAC is used. However, if we optimize with
all eigenvectors we need to invertHTΛH, the size of which scales with the number of eigenvectors.
For the first map in the office dataset, the number of eigenvectors is 3600. Which makes HTΛH
too slow to invert. on every iteration. However, since the factors bi depends on the size of the
corresponding eigenvalue, we can use something like the smallest 100 eigenvectors, knowing that
contribution of the rest of the eigenvectors is small.
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8 Results & Discussion

8.1 Office Results
The two methods that were presented in the previous section were used on the first map of the
office dataset. The resulting modified maps were then aligned with the second map of the office
data set with a similarity transform. The results using the method with three eigenvectors are
shown in Figure 26. The results using the method with many eigenvectors are shown in Figure
27. 89 pairs were verified by hand to be the same point. One way of evaluating the methods is to
look at the distance between the two points in the verified pairs, see Figure 28. All of the pairs
the methods returned were checked by hand, this result can be seen in Table 1.

(a) 3D plot of the modified first map (blue) together
with the second map (red). The maps were merged
using a similarity transform.

(b) The same figure as Figure 24 but using the
modified version of the first map for geometrical
distance.

Figure 26: Result for the method with three eigenvalues.

(a) 3D plot of the modified first map (blue) together
with the second map (red). The maps were merged
using a similarity transform.

(b) The same figure as Figure 24 but using the
modified version of the first map for geometrical
distance.

Figure 27: Result for the method with all eigenvalues.
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(a) Before modifications (b) 3 vectors method

(c) Many vectors method
(d) Many vectors method with [2].

Figure 28: Distance between points in the first map which are known to be the same point. In
the last subfigure, the pairs found from the many vectors method is combined with the algorithm
suggested in Flood et al. [2]. The algorithm forces together the pairs found by the many vector
method which makes their residual zero. Comparing these residuals with the residuals from the
other methods gives a misleading comparison. Because of this, the residuals which were forced
to zero are marked with red in the last subfigure.

3-method many-method
Number of corrected pairs found 28 33

Percentage of predicted pairs which are correct 87 % 100 %

Table 1: Number of corrected pairs found and what percentage of pairs found which were correct
for the two methods.

8.2 Office Dataset Discussion
In both Figure 26 and 27 we see that there no longer is a collection of correct points with a
geometrical distance error of 15 cm, such as was the case in Figure 24. Instead, most of the
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correct points have the same small error. This indicates that the loop closure problem is solved.
As can be seen in Figure 28, the errors in the corrected pairs are improved by both methods.

However, the errors are smaller when using all the eigenvectors. Because of this, the suggested
pairs from the many vectors method were used as input to the algorithm suggested by Flood et
al.[2]. As can be seen in Figure 28d, the errors are further reduced even when disregarding the
pairs which are forced together.

Figures 26-28 indicates that the method finds a good solution. However, it is important to
remember that the main goal with this algorithm is to find correct pairs. The actual deformation
is supposed to be done using [2]. Because of this, the main thing to consider when evaluating the
methods should be: “How many corrected point does the method find?” and “What percentage of
found points are correct?”. Through human verification both of these question were answered for
the two methods, see Table 1. This method of evaluation also seems to favor the many eigenvector
method.

Because of verification by hand, we know that at least 89 pairs of duplicated points exists.
However, the many eigenvector method only found 33 of them. Knowing that the tolerance used
for how close together two points in a candidate pair needed to be combined with was 2 cm, we
strangely see more than the 33 reported pairs in Figure 28c. It turns out that there are 88 pairs
with a residual error less than 2 cm. Why these pairs are not reported is because they are not in
the initial candidate set. Because of this there probably is an improvement to be made to how
the candidate pairs are selected.

8.3 Tree Dataset
Considering that the office dataset was used continuously while developing the methods, it seems
prudent to also evaluate the methods on another dataset. The tree data was only used after the
methods were developed and tolerances chosen. The data was collected by filming the ground
outside the Centre for Mathematical Science in Lund while walking in a circle around a tree.
More about the tree dataset can be found in appendix A.2. Because the ground is more self-
similar compared to the office, we expect this to be a more difficult dataset. Instead of a wall
being duplicated there is a noticeable height difference between the start and end of the walk,
see Figure 34.

Using the method with many eigenvectors resulted in the pairs shown in Figure 29 and
resulting map shown in Figure 30. As we can see, the method identified and corrected the split.
Notice that the method also found plenty of points which already were on top of each other in
the original map. This seems to point at a problem with the original system. Points very close
to each other which look very similar should probably be the same point.
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Figure 29: 3D plot showing the original map in the tree dataset. Proposed matching points have
a red line between them.

Figure 30: The resulting 3D plot after deforming the map with the method with many directions
which resulted in the pairs shown in Figure 29.
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8.4 Future Work
There are some areas which I would have liked to spend more time on. The main extension
of this work would be to find matching points when combining multiple maps. As an example,
imaging two 3D points from the first map of the office set and one from the second map are all
three actually the same point. There should be a way to allow small changes along the smallest
eigenvectors for the two maps while also allowing an arbitrary similarity transform to combine the
two maps. Solving this problem together with generalizing the solution to an arbitrary number
of maps is something I would have liked to spend more time on as a next step.

In Section 7.2.1, there exists a problem with quantifying what the meaning of a small change
is. Similarly, there is also a problem with selecting what tolerance to use to decide when a
candidate pair has converged. The problem with selecting a fixed tolerance is that scaling down
all distances, which does not change the reprojection errors, will result in all points being inside
of this tolerance. On the other hand, if the tolerance is scaled based on the average distance
between the points and the origin, then we can also get all the pairs to converge by sending a
few points far away from the rest in order to increase the tolerance. It would be interesting to
study the possibility of preventing rescaling of the map by using IMU data.

The solution used in the three eigenvector method is to limit how far from the previous
solution the new solution can be. No real robust solution for this is used in the many eigenvector
method. However, most of these fake solutions have a much larger reprojection error. This makes
them unlikely to be selected because we are computing the minimal increase of reprojection error.

For my algorithm to be usable in a larger system, it would need to be able to automatically
decide if it found a good solution or not, similar to what is done in [2]. If the current method
was used on a map with no loop closure errors or other duplicated points, it would still say that
some pairs should be forced together, which of course is bad. The solution might be to run this
algorithm to get pairs and then run the merging algorithm together with the merging verifier
presented in [2]. This is something I would have liked to study if I had more time.

Another thing I would have liked to study further is the speed of the algorithm. The problem
we are trying to solve occurs because we are trying to save time by not doing a full bundle
optimization. It therefore is important that we actually save time with this method. I strongly
believe this method should be much faster, but it would be nice to have it quantified.
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A Datasets

A.1 Office
The main dataset used in this thesis is referred as the office dataset. It contains two maps and
their specifications can be seen in Table 2. The first one contains all four walls but one of the
walls is duplicated, see Figure 31. The second one contains two walls, one of which corresponds
to the duplicated wall in the first map, see Figure 32. Usually, scale is unknown when performing
SfM. In this case however, IMU data was used when computing the maps. What this means is
that the scale is determined by using a reference such as earth’s gravity.

Figure 31: The first map in the office dataset. It contains 999 points spread over four walls, one
of which is duplicated.

Figure 32: The second map in the office dataset. It contains 603 points spread over two walls.
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Map 3D points Cameras 2D features
1 999 104 9459
2 603 57 5986

Table 2: Description over the two maps in the office dataset.

A.2 Tree
The second dataset used in this thesis is referred as the tree dataset, see Figure 33 and Table 3.
It only contains one map which was collected by walking one turn around a tree. During the walk
around the tree an error was accumulated which caused the ground at the end and beginning of
the loop to be at different heights, see Figure 34.

Map 3D points Cameras 2D features
1 6013 379 68230

Table 3: Description over the two maps in the tree dataset.

Figure 33: The tree dataset.

Figure 34: The turn around the tree resulted in a split which is shown in this figure. The split
can be seen in the rightmost part of the ring of blue dots.
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