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Abstract
Breast cancer is the most common cancer among women in Sweden, accounting for
approximately 30 % of the cancer cases. The overall prognosis is good, but worsens
if the cancer metastasizes from the primary tumor. In order to exclude or confirm
lymph node metastasis in clinically node negative breast cancer, axillary lymph nodes
are examined by sentinel lymph node biopsy (SLNB). Up to 85 % of the patients have
benign sentinel nodes, and do not benefit therapeutically from SLNB. This project was
part of a goal to decrease unnecessary surgeries by preoperative prediction of sentinel
nodal status.

A cohort of 800 patients, diagnosed with primary breast cancer in Scania, Sweden,
between 2009 and 2012 was studied. The cohort was previously used by Dihge et al.
to predict axillary lymph node metastasizing, using a multilayer perceptron (MLP) on
clinicopathological data. The aim of this project was to determine whether including
information from mammograms would improve the artificial neural network’s predic-
tion. A similar MLP to that of Dihge et al. was constructed, and convolutional neural
networks were used to extract features from the mammography images (n = 705). The
features were used as additional input to the MLP. The results were evaluated with
area under the ROC curve (AUC) score.

The addition of features from mammograms did not improve the predictions. The
MLP’s AUC-score without features from mammograms was 0.7190 (std 0.0465), it de-
creased to 0.6573 (std 0.0470) when features from mammography images were added.
Nevertheless, the results have demonstrated behaviors of the models and may there-
fore be used to guide future attempts at using mammograms to improve sentinel lymph
node prediction.
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Nomenclature
The following definitions are used throughout the report:

Iteration Training over all epochs once using the same hyperparameter
combinations and values.

Architecture The structure of the model (i.e. number, types and properties of layers).

Model An architecture trained on a specific dataset.

List of acronyms
Adam Adaptive Moment Estimation

ALND Axillary Lymph Node Dissection

ANN Artificial Neural Networks

AUC Area Under the ROC Curve

CC Craniocaudal

CNN Convolutional Neural Networks

ER Estrogen Receptor

FNR False Negative Rate

GAP Global Average Pooling

HER2 Human Epidermal Growth Factor 2

LVI Lymphovascular Invasion

ML Mediolateral

MLO Mediolateral Oblique

MLP Multilayer Perceptrone

PR Progesteron Receptor

ROC Receiver Operating Characteristic



Neuronnätverk för prediktion av portvaktkörtelstatus
Vid operation av brösttumör utförs alltid ett ingrepp i armhålan för att undersöka om
cancern har spridit sig till lymfkörtlarna. Detta ingrepp kan ge onödiga biverkningar,
varför preoperativ diagnostisering av metastasering är eftersträvansvärt. Vi har un-
dersökt om prediktion av spridning med hjälp av neuronnätverk kan förbättras om
både klinisk data och mammografibilder används, jämfört med om nätverket endast
tränas på klinisk data.

Bröstcancer är den cancersjukdom som skördar flest kvinnoliv1 i världen. I Sverige
utgör sjukdomen ungefär 30 % av all cancer som drabbar kvinnor. Den generella prog-
nosen är god, till stor del tack vare tidig diagnostisering. Sprider sig cancern till andra
delar av kroppen försämras prognosen, därför är portvaktkörtelbiopsi viktig för att
bestämma terapeutiska insatser. Ingreppet innebär att 1-4 av de lymfnoder i armhålan
som först nås av eventuell metastasering undersöks genom kirurgi. Biopsin i armhålan
sker alltid i samband med bortopereringen av brösttumören, och kan medföra bety-
dande men för patienten i form av svullnad och minskad rörlighet i arm- och axelparti.

Bröstcancern metastaserar inte för upp emot 85 % av de drabbade och för dessa pa-
tienter har inte portvaktkörtelbiopsi någon terapeutisk fördel. Därför pågår forskning
för att avgöra om spridning av cancern skett, utan att göra ingrepp i kroppen. Dihge
et al. (2019) [2] har undersökt möjligheten att prediktera denna metastasering med
hjälp av artificiella neuronnätverk. De använde sig av data om patienten och tumören
för att skapa en olinjär modell, med målet att kunna avgöra om spridning skett med
samma säkerhet som med portvaktkörtelbiopsi. Forskarna lyckades prediktera sprid-
ning med relativt god säkerhet, och metoden visar potential för att kunna minska an-
talet onödiga portvaktkörtelbiopsier. Den data forskarna använde var inhämtad efter
operation av brösttumören, men de flesta variabler går att mäta redan innan operation
genom vävnadsbiopsi av tumören. Forskarna vill använda preoperativa variabler och
därmed helt undvika ingreppet i armhålan.

Syftet med vårt projekt var att vidareutveckla Dihge et al.’s modell genom att
tillföra data. En modell liknande Dihge et al.’s modell utvecklades för att kunna
jämföra resultaten inom projektet. Utöver kliniskt data användes mammografibilder
för att prediktera statusen hos lymfkörtlarna. Informationen från mammografibilderna
erhölls genom att filtrera ut viktiga egenskaper hos bilderna med hjälp av convolutional
neural networks. Vi utvecklade tre olika nätverk av denna typ för att undersöka deras
förmåga att hitta generella egenskaper hos mammogrammen. Nätverken skiljde sig åt
utifrån storleken på indata, och i ett fall användes en färdig modell som var förtränad
på externa data. Det visade sig vara svårt för modellerna att skilja mellan spridning och
icke-spridning utifrån mammogrammen. De identifierade egenskaperna hos bilderna
från ett av nätverken överfördes till ett nätverk av typen multilayer perceptron. Detta
nätverk tränades på både patient- och tumördata och informationen från mammografi-
bilderna. Denna modell gav ett sämre resultat än modellen som efterliknande Dihge et
al.’s modell, vilket inte var förvånande givet att datan från mammografibilderna inte
verkade innehålla information om metastasering. Resultatet från projektet har synlig-
gjort beteenden hos modellerna, vilket kan bidra till det fortsatta arbetet för preoperativ
prediktion av bröstcancermetastasering till lymfkörtlarna i armhålan.

1Statistiken över bröstcancer är hämtad från [1] som redovisar binära könsidentiteter.
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1 Introduction
Breast cancer is the most frequently diagnosed cancer worldwide, and the leading cause
of cancer death in women [1]. In Sweden, the disease accounts for approximately 30 %
of all cancer in women [3]. However, the overall prognosis of the disease is good, and
the cancer is often diagnosed in an early stage [4]. The diagnosis is made using the gold
standard triple assessment, comprising mammography images including ultrasound of
the axilla, physical examination and biopsy and/or cytology of the tumor [5, 6]. When a
cancer metastasizes from the primary tumor, the prognosis worsens [7]. Lymph nodes
close to the primary tumor are often the first organs to which cancer spread. In the
case of breast cancer, the lymphatic fluid is drained uniformly to a few lymph nodes,
called sentinel lymph nodes, see figure 1 [8, 9]. There are multiple factors that may
increase the risk of axillary sentinel lymph node metastasis [10]. These include tumor
size, lymphovascular invasion (LVI), multifocality, estrogen receptor (ER), progesterone
receptor (PR), HER2, Ki-67, histological grade, histological type and location of the
tumor in the breast [10].

Tumor size is defined as the greatest diameter of the breast tumor; the smaller the
tumor, the less likely lymph node involvement is. The risk of metastasizing to the
lymph nodes is higher when there is tumor deposit present within an endothelial-lined
space in the breast tissue surrounding the cancer. This state is called lymphovascu-
lar invasion. Multifocality, defined as having two or more invasive tumors within the
same breast quadrant, could be a predictor of nodal metastasis. Studies conducted
on the effect of presence of the estrogen receptor and progesterone receptor status
on axillary metastasis have not been consistent, but most of them present an associa-
tion with presence of hormonal receptors and risk of nodal metastasis. The oncogene
HER2 is overexpressed in 15 � 30 % of all breast cancer cases. These patients need
therapies directed to the HER2 to improve their prognosis. Some reports suggest that
HER2-positive tumors are connected to increased metastasizing, while others could not
display a difference in lymph node status with HER2-negative and HER2-positive tu-
mors. The protein Ki-67 is expressed in some of the phases of a proliferating cell, and
has been shown to relate to nodal metastasis. The histological grade is determined
by combining three morphological features of the tumor. An earlier report suggested
that the histological grade is an independent predictor of nodal metastasis, but a more
recent publication did not confirm this [10]. The growth pattern of the breast tumor
is called the histological type. There are many different histopathological types, for
example ductal and lobular. Some studies have suggested that nodal metastatic load
is higher in lobular cancer than in ductal, while others show the opposite, or no dif-
ference in axillary metastasis [10]. Breast cancer is most likely to occur in the upper,
outer quadrant of the breast. The reason for this is so far unknown, but this group of
patients display a better prognosis compared to patients with tumors located in other
quadrants of the breast [10].
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Figure 1: The axillary sentinel lymph nodes are the first lymph nodes to which breast
cancer spreads. The tumor is represented by a brown star shape, and the sentinel
lymph nodes are marked in red. Image courtesy of Dihge, L.

To confirm or exclude lymph node metastasis, axillary lymph nodes are examined
routinely after surgical excision of them. If there are clinical findings of enlarged lymph
nodes, the nodes are excised by axillary lymph node dissection (ALND). During an
ALND, ten or more nodes are removed [9]. If there are no clinical signs of metastasis,
the sentinel lymph nodes are examined by sentinel lymph node biopsy (SLNB), where
1-4 sentinel lymph nodes are removed [4]. The accuracy of surgical management in
SLNB is measured by the false negative rate (FNR) and ranges between 5� 10 %, where
the lower rates are achieved by more experienced surgeons [10]. The rate describes the
percentage of the node-positive patients that are not diagnosed as such.

The surgical intervention is associated with considerable morbidity [11]. Soon after
the operation, the patient can suffer from seroma (affecting 20 � 30 % of the patients),
bleeding and infections (affecting less than 5 % of the patients). Late morbidity includes
decreased shoulder mobility, hypersensitive skin, decreased sensibility and swelling of
the arm. The symptoms can vary from being minor to patients suffering from severe
lymphedema [11]. Today, the overall node-positive rate of primary breast cancer is
about 15 � 30 %, resulting in up to 85 % of primary breast cancer patients not having
nodal metastasis. For these node-negative patients, the surgical intervention has no
therapeutic benefit [2].

To avoid unnecessary surgical intervention, the axillary status would need to be
predicted preoperatively using non-invasive methods. There have been different ap-
proaches to develop predictive models that can replace SLNB with retained or im-
proved sensitivity. Examples are models with data gathered from using magnetic res-
onance imaging (MRI) [12] and ultrasonography [13]. Developing a predictive model
using mammography images may be difficult, since even hospital personnel cannot
determine nodal status from this data with certainty. Hu et al. (2021) [14] recently
published a study where predictions using multivariate logistic regression on ultra-
sonography data reached an FNR of 7 %. Dihge et al. (2019) [2] compared the use
of multivariable logistic regression and artificial neural networks (ANN) to predict ax-
illary status. Using postoperative clinicopathological data, the ANN models showed
better performance in discriminating nodal status end-points than corresponding mul-
tivariable logistic regression models. Using an FNR of 5 � 10 %, Dihge’s model could
reduce the number of SLNB with 8-27 % and thus decrease the number of unnecessary
SLNB. The future goal is to extend the project to preoperative variables obtained from
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mammography imaging and tissue biopsy, and thus be able to preoperatively predict
sentinel nodal status. In Dihge et al.’s study, the internally validated area under the
curve score (AUC-score) to distinguish disease-free axilla (N0) versus nodal metasta-
sis (N+), was 0.74 (95% CI 0.72 � 0.76) [2]. Possible improvements of the model or
additional data could potentially reduce the rate of unnecessary SLNB further.

This project builds upon the result of Dihge et al.. The aim is to investigate whether
ANN predictions to determine axillary lymph node status can be improved by com-
bining clinicopathological data with features from mammograms. This will be done by
investigating the potential of different architectures, hyperparameter values and pre-
processing alternatives. The project uses the same cohort as Dihge et al., and is part
of an overall aim to decrease the number of unnecessary surgeries for patients with
benign axillary sentinel lymph nodes. Multiple models will be developed to extract
information from mammography images and to predict the sentinel nodal status. Fig-
ure 2 shows the input data that the final neural network will train on to perform the
predictions.

Figure 2: Dihge et al. [2] have explored the possibility of using clinicopathological data
to train an MLP for preoperative prediction of sentinel nodal status. The aim of this
project is to investigate whether the performance of the MLP can be improved when
adding features from corresponding mammography images as input data. The features
will be extracted using CNNs.

The result of Dihge et al. [2] shows that discriminating limited axillary nodal metastasis
(N1) from disease-free axilla (N0) is harder than discriminating other nodal end-points
with a higher number of affected lymph nodes. Therefore, this study was limited to
investigating the end-points disease-free axilla versus nodal metastasis (N0 vs N+).
Mammography images are usually taken from three views: craniocaudal (CC), medio-
lateral (ML) and mediolateral oblique (MLO). To limit the complexity of the input data,
and thereby increase the chances of identifying patterns in the images, only one view
was used. After discussions with Magnus Dustler, PhD, Research associate at Diagnos-
tic Radiology in Malmö, Lund University, Sweden, the craniocaudal view was chosen,
as this view is most likely to include useful information that the model could interpret.
The study was conducted in accordance with the Declaration of Helsinki. Study ap-
proval date: 2012 � 08 � 15, by the Regional Ethical Review Board in Lund, Sweden.
Registration number: 2012� 340. KVB permission number allowing extraction and use
of mammograms: 006 � 21.

First, background information on deep learning, two different types of neural net-
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works and mathematical concepts, is presented, as well as a short description of gener-
alization and regularization of networks. Transfer learning is briefly introduced. Then
follows a section about data and methodology, respectively. The result is presented and
discussed, and the report ends with a short conclusion and future perspectives.
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2 Background
To investigate the problem of distinguishing disease-free axilla (N0) from nodal metas-
tasis (N+), a short overview of the theoretical framework of deep learning for super-
vised binary classification is presented. Two types of models are introduced; the mul-
tilayer perceptron and the convolutional neural network. For a binary classification
problem, the target is assumed to be Bernoulli distributed [15], and an introduction
to common activation, optimization and loss functions for Bernoulli distributed data
is given. Regularization techniques and performance measures are presented. Lastly,
transfer learning, a technique used to take advantage of already trained models, is
briefly described.

2.1 Deep learning
In machine learning, computer algorithms are used to find patterns in data. These
patterns are automatically identified by letting the algorithm learn features on a set of
training data. Thereafter, corresponding features may be detected in similar datasets,
even if the algorithm has not seen that exact data before [16]. The technique can be
used for a wide range of purposes. One common task is classification, where the
model learns to classify unseen data into different categories. If the model has access
to the true categories of the data, the method is called supervised learning [17, 18].
In supervised learning, the true target and the model prediction can be compared to
evaluate the performance of the model.

Deep learning is a type of machine learning method which allows computers to
learn a hierarchy of features, so that more complex patterns can be identified in the
data. This has shown to be beneficial in for example speech recognition, computer
vision and natural language processing [19]. In the hierarchical model, each feature
can be understood in relation to a simpler one. So called hidden layers are placed
between the input and the output layer of the model, where more complex concepts
can be learned when reaching deeper layers. This hierarchical learning architecture
is inspired by deep layered learning process of the human brain, where the primary
sensorial areas of the neocortex automatically extracts features and abstractions from
the underlying data [19]. When a computer gathers knowledge in this way, it eliminates
the necessity of humans to specify features and patterns for the computer, enabling the
computer to learn on its own [18].

2.2 Multilayer perceptron
A multilayer perceptron (MLP) is one of the most quintessential machine learning
methods [18]. The model is considered a deep neural network after reaching a cer-
tain depth, although there are ambiguities in how many hidden layers the model needs
to be considered deep. The MLP consists of an input layer, a number of hidden layers
and an output layer [15], where each layer contains a number of nodes. Each node-to-
node connection between the layers is weighted, see figure 3. The output of the MLP
can be expressed as a sum of the incoming hidden nodes and weights, fed into an
activation function, see equation 1,
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Figure 3: Example of a multilayer perceptron with two hidden layers. x represents the
input layer, h the two hidden layers, w the weights and y the output layer. h0 and x0
represent bias nodes.

y(x) = jo

⇣
Â

i

hiwi + h0

⌘
(1)

where y is the output, jo the output activation function, hi the incoming hidden nodes
and wni the weights of the incoming nodes. The hidden nodes can be expressed as a
sum of their incoming nodes and weights fed into their respective activation functions
in the same manner. The bias nodes, h0 and x0, are added as offsets to the input layer
and to each hidden layer to make sure that the weights can affect the output of the
layer, independently of the input value.

The weights of the network are updated during training until a loss function reaches
its minimum [17]. The loss function describes the relationship between the true target
and the prediction of the model, and needs to be differentiable. The loss function can
then be differentiated with regard to the weights, finding the optimal weights by ob-
taining the minimum of the function. The procedure in which the derivatives of the
loss function are evaluated is called back-propagation [17]. The parameters of the net-
work that are fixed during training are called hyperparameters. The hyperparameters
need to be tuned before training the model and their properties are often important for
the model’s ability to perform well.

2.3 Activation functions
The activation function adds non-linearity to the network. Without non-linear activa-
tion functions, a deep network can always be represented by a network without hidden
layers, since successive linear transformations is a linear transformation itself [17]. The
non-linearity also enables the network to learn more complicated features [15]. Deep
neural networks often use the non-linear function rectified linear unit (ReLu) as activa-
tion function for the hidden layers, see equation 2,

j(a) = max(0, a) (2)
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where j(a) equals 0 for a < 0 and a otherwise. Different activation functions are used
in the output layer depending on the task of the network. When the data is assumed to
be Bernoulli distributed, the sigmoid activation function is used to categorize the input
data into one out of two categories, see equation 3,

j(a) ⌘ 1
1 + e�a

(3)

where j(a) is the activation function evaluated in a. A plot of the ReLu function and
the sigmoid function, respectively, can be seen in figure 4.

(a) ReLu function (b) Sigmoid function

Figure 4: Activation functions commonly used in neural networks. The ReLu function
is often found in the hidden layers, while the sigmoid function classifies binary data in
the output layer.

2.4 Loss function
The loss function describes the relationship between the prediction and the true target
[17]. Minimizing the loss function for a binary classification function can be expressed
as minimizing the negative log likelihood of observing either target value [17], leading
to the binary cross-entropy loss function (equation 4),

E = �Â
n

⇥
tnln(yn) + (1 � tn)ln(1 � yn)

⇤
(4)

where E is the loss function, tn is the true target and yn is the prediction for pattern
n. The cross-entropy function reaches its minimum when all yn are equal to their
respective tn [17, 15].

2.5 Optimization function
An optimization function controls how the loss function is minimized. Some optimiza-
tion algorithms use momentum, which suppresses fluctuations in the gradients so that
the loss function can converge faster. The adaptive moment estimation (Adam) algo-
rithm uses momentum and an adaptive learning rate for different parameters, and has
shown to efficiently solve deep learning problems, both in MLPs and CNNs [20].
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2.6 Convolutional neural networks
Convolutional neural networks (CNNs) are deep feed-forward networks that maintain
spatial structure and information between inputs [15]. The networks are frequently
used in tasks with image data and have been very successful in practical applications
[18]. The network uses the mathematical operation convolution, by convolving the
input with a kernel, see equation 5,

S(i, j) = (I ⇤ K)(i, j) = Â
m

Â
n

I(i � m, j � n)K(m, n) (5)

where I is an image convolved with a kernel, K and S(i,j) is the feature map [18]. The
kernel moves across an image matrix using the same parameters at multiple locations.
This is called parameter sharing. Parameter sharing reduces the memory required by
the model. By convolving an input image with a kernel smaller than the input size
(sparse interactions), fewer parameters are needed, which also reduces the model’s
memory requirement [18], see figure 5. This is beneficial for images, since they usually
contain a lot of data. A convolutional layer contains a convolutional stage and an acti-
vation stage, which together are called a filter [18]. Different filters can extract different
types of features in an image. Each convolutional layer may consist of many filters,
resulting in an image with a large channel depth [15]. To decrease the time of train-
ing, one can add a batch normalization step between the convolution operation and
the activation step. Batch normalization normalizes the layer’s input. A convolutional
network may also include a pooling stage. Pooling makes the input invariant to small
translations and may reduce the data size significantly. In max pooling, the maximum
value of each patch of each feature map is transferred to the next step of the network
[18], thus highlighting the most present feature of every feature map, see figure 6.

Figure 5: The convolutional stage of a CNN architecture. An input image convolved
with a 3 · 3 kernel and filter size 1. The kernel moves across the image matrix, reducing
the number of parameters compared to fully connected networks, yielding a 5 · 4 · 1
output matrix.
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Figure 6: The pooling stage of a CNN architecture. An input image pooled with 2 · 2
max pooling. The input image corresponds to the output in figure 5, after a ReLu
activation function layer. The middle image shows the first max pooling step of the
5 · 4 · 1 image, yielding the number 21 at the top left of the right output image.

2.7 Generalization
For a model to be useful it needs to generalize well, i.e. have good prediction accuracy
on unseen data. Therefore, datasets are divided into a test set and a training set, where
the model’s performance is evaluated on the test set using a performance measure, for
example the AUC-score. It is assumed that the data in the training and test sets are
independent of each other and that the two sets are identically distributed [18]. The
training set is divided into a training and a validation set, where the validation set is
used to evaluate the model’s performance during the development of the model. When
this performance evaluation is performed through repeated division of the training set
into training and validation sets, the method is called cross validation.

2.7.1 AUC-score

The performance measure area under the ROC curve (AUC) tests a model’s discrimina-
tive ability [21], see figure 7. The receiver operating characteristic (ROC) curve describes
the relationship between the sensitivity (true positive rate) and 1-specificity (false pos-
itive rate), and the area under the curve provides a score of how well the model can
separate between the two categories. In other words, the AUC-score tests the overall
usefulness of a model. Maximum sensitivity is achieved when all truly positive results
are being targeted as positive, i.e. there are no false negative results [22]. In healthcare,
it is especially important to identify all diseased patients, which is why a low false neg-
ative rate is strived for in for example SLNB. The false negative rate is the percentage
of the total amount of positive cases that are not identified as positive [22]. Maximum
specificity is achieved when there are no false positive results, corresponding to no
healthy patients being targeted as having the disease. A well generalized model yields
a high AUC-score for the validation data.
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Figure 7: ROC-curve with perfect and random binary classification. The black line
illustrates perfect classification (AUC-score 1), and the green line illustrates random
classification (AUC-score 0.5)

2.7.2 K-fold cross validation

The generalization performance of a model indicates how well it will perform on un-
seen data [15]. In k-fold cross validation, the training data is split randomly into k

subsets, see figure 8. Training is then performed on k � 1 subsets and validated on 1
subset. This is done for each fold, where the subset being the validation subset changes
for each fold. The performance is measured as an average of the performances in each
of the k validation sets [15]. If one class is rare, one may perform stratified partitioning
to ensure inclusion of all classes in all subsets [15].

Figure 8: 5-fold cross validation. V stands for validation data and T for training data.
The original training data is divided randomly into k = 5 subsets so that training and
validation is performed 5 times, with the subsets changing each fold.

2.8 Regularization
Regularization is used to neutralize overfitting. Overfitting means that the model is
trained to work very well on the training data, but may perform worse on data that
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differs from the training data [15]. An overfitted model may result in a low generaliza-
tion performance [15] and can be identified through a high AUC-score of the training
data and a low validation AUC-score. Two techniques to regularize models are L2-
regularization and dropout.

2.8.1 L2-regularization

One regularization strategy is to add a regularization term to the loss function [15, 18],
see equation 6,

eE(w) = E(w) + aW(w) (6)

where eE(w) is the modified loss, a the regularization strength and W(w) the regular-
ization term. L2-regularization is one of the most common penalties and favors small
weights [15, 18], see equation 7,

W =
1
2 Â

i

w2
i

(7)

where wi are the weights in the network. The weights on features with a small co-
variance with the target, compared to the added regularization strength, are decreased
[18].

2.8.2 Dropout

Dropout is another regularization strategy used to avoid overfitting [15]. The technique
temporary removes network nodes and thus forces the network to concentrate on more
general features by suppressing large curvatures [15]. Given a probability to keep
nodes, p, each node may or may not be removed with probability 1 � p. When a node
is temporary removed, so are all its connected weights, resulting in a thinned network
[15]. During training, a new thinned network is constructed for each pattern. The
weights are updated on the new thinned network, and then averaged depending on
the number of times they were present in all the thinned networks constructed so far
[15].

2.9 Transfer learning
Models can be hard to train from scratch in medical applications since medical data
often is limited [23]. One way to get around this problem is to use transfer learning.
Transfer learning has similarities with the generalization theory of transfer [24], which
suggests that learning is transferred by the generalization of experience. If there is
a connection between two learning activities, such as learning to play two different
music instruments, the learning of the second activity can take shorter time than the
first one. Although, this is only the case if there are common grounds in the two
activities; learning to play the piano will probably not result in improved skills on the
football field [24]. Transfer learning from non-medical tasks to medical datasets has
shown good results [25].

In practice using transfer learning, a network is trained on a large dataset where it
learns features that are general for that specific data. This pretrained model can then
be used for machine learning tasks on similar datasets. To adapt a pretrained model to
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a new dataset, the top layers of the architecture can be modified or exchanged. Another
possibility is to unfreeze the weights in a number of the topmost layers and fine-tune
the network to the new data [26].

There are public online databases, such as the ImageNet [27] database, containing
tens of millions of labeled images, that can be used to create models for transfer learn-
ing. Top performing models trained on ImageNet can be downloaded using the deep
learning API Keras [28, 29]. One such model is InceptionV3, that has previously been
used in medical applications, see for example [30, 31]. It is pretrained to classify images
into 1000 different classes and has a top-5 accuracy of 0.937 on the ImageNet validation
dataset [28].
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3 Data
The data consists of a clinicopathological dataset and mammograms from the same
cohort of patients. The data was collected in a consecutive and prospective way and
gathered in population based registries. All patients were diagnosed with primary
invasive breast cancer between 2009 and 2012 in mid Scania, Sweden (Mellersta Skåne).
Approximately 35% of the patients in the final cohort were node positive.

3.1 Clinicopathological data
The clinicopathological dataset was collected by M.D. PhD Looket Dihge. The cohort
consisted of 800 cases, where exclusion criteria included men, previous ipsilateral breast-

or axillary surgery, omission of surgical axillary staging, neoadjuvant chemotherapy and clini-

cal axillary lymphadenopathy. Data including age at diagnosis, menopausal status, weight
and height, tumor localization in the breast and clinical axillary status was retrieved
from medical records. The mode of detection (screening or symptomatic presenta-
tion) was retrieved from The Swedish National Quality Registry for Breast Cancer. The
histopathological variables were extracted by a breast pathologist from the surgical
specimen of the breast and axilla, and included tumor size, multifocality, histopatho-
logical subtype, histological grade, status of ER, PR, HER2 and Ki-67, occurrence of LVI
and pathological nodal status [10]. The retrieved clinicopathological data can be seen
in table 1.
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Data Description
ID Identification number

Overall nodal status (N0/N+) N0: No positive lymph nodes, N+: � 1 positive
lymph nodes

Mode of tumor detection Screening vs symptomatic presentation
Age In exact numbers, ex. 89.425 years
BMI Calculated from weight and height data
Menopausal status Pre-, post- or perimenopause
Multifocality Foci of tumors within the same breast quadrant
Tumor size The greatest diameter of the breast tumor
Histological grade Valuation of differentiation of cancer cells

based on their development and organization
Histological type Signifies the growth pattern of the breast tumors

Lymphovascular invasion Presence of tumor cells close to lymphatics or blood
vessels

ER status Estrogen receptors � 1% vs < 1 %
PR status Progesteron receptors � 1% vs < 1%

HER2 status Presence of human epidermal growth factor receptor
2

Ki-67 Percentage of nuclear protein associated with cellu-
lar proliferation

Unilateral/Bilateral Tumor in one vs both breasts
Quadrant of breast localization Localization of tumor in breast
Tumor localization in breast side Tumor in left vs right breast

Table 1: Original clinicopathological data. Information gathered from [10].
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3.2 Mammography images
The mammograms were obtained from the Picture Archive and Communication Sys-
tems (PACS)/ Radiology Information Systems (RIS) in the summer of 2020. Images
were taken of both breasts unless the patient previously had gone through a mastec-
tomy. The images were collected from both mammography screening and from mam-
mograms taken due to suspected cancer. Therefore, patients could have more than
one mammogram registered per breast. Some patients also had magnified images of
the cancerous area. Many different x-ray machines were used. Different nurses han-
dled the machines, but the final diagnostics of axillary metastasis was done by a single
pathologist after the images were collected. For this project, the image dataset was
received from Magnus Dustler. The mammography dataset consisted of three views;
Craniocaudal (CC), Mediolateral (ML) and Mediolateral Oblique (MLO), as well as a
number of magnified images. Their original format was ’tif’ format. An example of a
CC image can be seen in figure 9.

Figure 9: A mammography image taken from the craniocaudal (CC) view. The tumor
can be seen as an almost star shape, in the middle of the breast. Image courtesy of
Dustler, M.
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4 Method
An important part of developing a model is to identify an architecture and hyperpa-
rameters values that are suitable for the input data. This section provides a description
of how the architecture and hyperparameters were decided for each model. Due to
the black box nature of deep neural networks [32], the methodology contains trial and
error to estimate which hyperparameter values the networks can benefit from. Limi-
tations in computer power brought challenges given the rather large size of the input
data, and resulted in inconsistencies in how the models were developed. Overall, the
architectures and hyperparameter values were obtained using either random, grid or
manual search over a larger range of values. The hyperparameter values were then
fine-tuned using a smaller range of values. To motivate choices of methodology, results
are presented throughout the section. The resulting AUC-scores for each model are
then presented in section 5. This section begins with introducing the pipeline of the
methodology. Thereafter, the preprocessing, architecture and training of the CNNs and
the MLPs are described.

4.1 Pipeline
First, all data was preprocessed. Then the clinicopathological data was combined with
its corresponding mammography image. The first CNN was trained on images resized
to 600 · 400 pixels. The second CNN used Keras’ InceptionV3 model pretrained on the
ImageNet dataset, with the same input as in the first CNN. The third CNN was trained
on images that, instead of being resized, had been divided into small patches. Each
CNN’s possibility to identify features that related to the nodal status was evaluated in-
dividually by it’s validation AUC-score. The two MLPs constitute a benchmark model,
developed to approximate the result of Dihge et al. [2], and a final MLP. The final
MLP was evaluated using an input of both clinicopathological data and feature vectors
from one of the CNNs. The convolutional neural networks are presented first, then the
multilayer perceptrons.
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Figure 10: The pipeline of the project. After preprocessing of the data (seen in the pink
boxes), three CNNs were constructed (yellow boxes). Two with mammograms resized
to 600 · 400 pixels and one with image patches as input. One MLP was developed to be
used as a benchmark for the final MLP. The final MLP received features extracted from
a CNN and clinicopathological data as input.
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4.2 Convolutional neural networks
To increase the possibility of finding relevant features in the mammography images,
the performance of three different CNNs were compared. An overview of the three
networks and their input data can be seen in figure 11.

Figure 11: Three different convolutional neural networks were trained to extract fea-
tures from the mammograms.

4.2.1 Convolutional neural network with images resized to 600 · 400

The craniocaudal mammography images were identified, reviewed and preprocessed
using two softwares. The first part took part in MATLAB [33] and the second in Python
[34] with Spyder [35] as IDE. The CC mammograms were extracted and manually in-
spected; a selection of images were removed. The selected mammograms were cropped
and their background set to one colour. Then the images were resized. A flowchart of
the image selection and preprocessing can be seen in figure 12. After image selection
and preprocessing, the final image dataset consisted of 705 images, which were com-
bined with their corresponding clinicopathological data. The dataset was divided into
a training and a test set. The training set was further divided into a training set and
a validation set used to develop models. The test set was only used to evaluate the
performance of the final models. The first network attempts were trained on a 4 core
Intel i7-4790K, 4.0 GHz, 1x NVIDIA Geforce GTX 980, 4 GB computer, and the later
networks were trained on a 4 core Intel i7 � 47703.4 GHz, 1x NVIDIA GTX 1080, 11 GB
computer.
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Figure 12: Pipeline of the image selection and preprocessing of the images. The white
boxes illustrates preprocessing done on all CC mammograms. The yellow boxes il-
lustrates preprocessing done on the copied images, and the orange boxes illustrates
preprocessing done on the original images. Steps 1 � 9 were done in MATLAB, and
steps 10 � 12 in Python.

Mammography image selection and preprocessing

The CC images were extracted using the images’ file name, then they were manually
inspected. A number of images were removed, for example magnified images and
images with inverted colors. A few files were named by the full name of the view
(i.e. craniocaudal) instead of the abbreviation (i.e. CC); These were included in the
final dataset, despite them having inverted colours. They were first eliminated from
the dataset due to their naming but after reconsidering, to be able to train the models
on as much data as possible, they were also included. However, the first images with
inverted colors were not included; Since they had already been manually excluded, a
new manual search through the images would have been too time consuming. The
width of the images ranged from approximately 1900 to 3300 pixels. The height ranged
from approximately 2300 to 5900 pixels.

After the dataset was reviewed and modified, the images were cropped and their
background set to one colour. Cropping was done to decrease the amount of back-
ground, whilst not loose any relevant information. To preprocess all the images with
the same algorithm, the images of right-sided breast cancer were flipped. An algo-
rithm consisting of steps three to nine in figure 12 was constructed. A copy of each
image was made and used to find cropping positions in the original images. The area
of interest was identified in the copied images, using MATLAB’s graythresh function.
This algorithm uses the Otsu’s threshold method to find the optimal threshold between
background and foreground [36, 37]. Thereafter, each image copy was binarized with
MATLAB’s imbinarize function. The binarized image copies were then used to identify
cropping positions for their corresponding original image. The horizontal cropping
positions were determined by moving through the image rows, from the middle, un-
til a predetermined number of foreground pixels in a row were found. The cropping
position was set a few rows out, to account for a margin of error. The predetermined
number of foreground pixels was determined by visually examining the results of the
cropping algorithm for a selection of images. The vertical cropping position was found
by moving through the columns of the image, starting at column 100, until the limit
between breast and background was found.

Using the cropping positions from the binarized images, the original images were
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cropped, see figure 13. This resulted in images of different sizes. To remove non-
relevant information, the backgrounds were set to one colour. The width of the cropped
images ranged from approximately 400 to 2900 pixels. The heights ranged from approx-
imately 1300 to 4800 pixels. Images with widths or heights smaller than 200 pixels were
removed.

Figure 13: Schematic of a mammography image; illustrating cutting and setting its
background to one colour. The figure corresponds to steps 7 � 8 in figure 12.

The preprocessed mammograms were imported into Spyder where they were converted
to float32 matrices and normalized to values between 0 and 1. Given that the breast
areas differed for different images, all cropped images were reshaped to a common
size of 600 · 400 pixels, using the Open Source Computer Vision [38] function resize,
with INTER AREA as interpolation alternative. This size was chosen to keep as much
information as possible, whilst reducing the image size significantly. The uniform size
simplified the use of the images as input to the CNNs.

The corresponding clinicopathological data and preprocessed mammograms were
combined in Spyder, using their common study ID. The most recent image of the can-
cerous breast was kept for each ID. Patients with bilateral cancer had two images and
two unique IDs included in the study, one of each breast. Hence, both the unilateral
and the bilateral cases could be handled in the same way. The final cohort included 705
images. The clinicopathological data and the image datasets were randomly divided
into training/validation and test sets using the scikit learn [39] function train test split,
see table 2. The training set consisted of 80 % of the datasets, resulting in a total of 564
images and corresponding clinicopathological data to train and validate the models.

Dataset Node positive Node negative Total
Training 201 363 564

Test 43 98 141
All data 244 461 705

Table 2: Division of node positive and node negative images and corresponding clini-
copathological data in training and test sets.

Architecture

The initial aim of the model development was to perform a random search to iden-
tify a suiting architecture. This, however, resulted in repeated out of memory errors.
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After many attempts with different architectures and different ranges of hyperparam-
eters, 13 architectures that had previously been tried and proven not to cause memory
errors were chosen instead. These architectures, originally tested on a dataset that
was normalized slightly differently than the dataset used, were still used due to time
constraints. The network architectures can be seen in table 18 in the Appendix. The
networks could all overfit when trained on the training data.

All CNNs in this project were trained during 75 epochs, using a stratified 5-fold
cross validation where the data was shuffled using seed 42. For all models, CNNs and
MLPs, the activation function for the input and hidden layers, and the output layers
were ReLu and the sigmoid function, respectively. The loss function was binary cross-
entropy for all networks and Adam was used as optimizer. The 13 networks in table
18 in the Appendix were first trained with learning rate 0.001 and no regularization.
The two best models yielded very similar validation AUC-scores and their architecture
and hyperparameters were identical, except for their batch size of 70 and 100, respec-
tively. They had four convolutional and two max-pooling layers, see figure 14. The
networks used batch normalization and had a flattening layer added after the convolu-
tional and pooling layers, followed by a 20-noded dense layer and a one-noded dense
layer. The AUC-scores were measured using scikit-learn’s [39] function, auc, that uses
the trapezoidal rule to calculate the area under the ROC curve [40].

Figure 14: Architecture of the best CNN model after the first round of training. The
number of filters were 32, 32, 64, 64, kernel sizes were 3, 7, 5, 3 and the aggressiveness
of the max pooling was 4, 0, 2, 0. The 20-nodes dense layer represents the layer from
which a feature vector may be extracted to use in the final MLP. Activation layers and
batch normalization layers are not included in the figure.

Two grid searches were performed to regularize the network, using the hyperparam-
eters in table 3. Dropout layers were added after the flattening layer and after the
20-node dense layer, respectively, see figure 15. During the first grid search, the L2-
penalty was added to all convolutional and dense layers, and during the second one,
the L2-penalty was only added to the dense layers. The networks were trained using
the same settings, number of iterations and epochs as in the previous search, except for
a change in batch size to 64 to limit the risk of out of memory errors.
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Hyperparameter Range
Regularization L2(0.01), L2(0.001)
Dropout 0.1, 0.2

Table 3: Hyperparameter ranges used to fine-tune the CNN with grid search. To avoid
memory error when tuning the hyperparameters, the batch size was slightly decreased
compared to the original networks.

Figure 15: The same architecture as in figure 14, but with visible batch normalization
layers and activation layers as well as being regularized with dropout layers. The
orange layers are batch normalization layers, the red are activation layers and the blue
are dropout layers.

The results with L2-penalty on both convolutional and dense layers indicated that the
models were either under-regularized and overfitted, or stronger regularized but with-
out finding general features in the mammography images. Either the training AUC-
scores reached close to one and validation AUC-scores close to 0.5, or, with a higher
L2-penalty, the training AUC-scores decreased but the validation AUC-scores remained
low. The AUC-scores can be seen in the top part of figure 20, Appendix. With L2-
penalty added on just the dense layers, the training AUC-scores for the lower regular-
ization strengths indicated an overfitted model while the training AUC-scores for the
higher penalties indicated that the model could be more regularized without loosing
its ability to find features. The AUC-scores can be seen in the bottom part of figure 20,
Appendix. Therefore, the network with only the dense layers regularized was chosen
for another fine-tuning grid search. This time, a higher L2-penalty strength was used
and also a slightly lower learning rate to try to smoothen the accuracy and loss plots.
The hyperparameter ranges can be seen in table 4.

Hyperparameter Range
Learning rate 0.0005, 0.001
Regularization L2(0.01), L2(0.05)
Dropout 0.1, 0.2, 0.3

Table 4: Hyperparameter ranges when fine-tuning the network that was regularized
only on the dense layers, using grid search. The values in bold correspond to the
hyperparameters that yielded the highest validation AUC-score, while the model still
could learn according to the training AUC-score.

22



After the grid search, the model with highest validation AUC-score was still overfit-
ted, and an even higher L2-regularization was tested (L2(0.1)). This resulted in a lower
validation AUC-score, whilst the model still seemed overfitted. However, when calcu-
lating the validation AUC-score when extracting features (see section 5.2.2), the more
regularized model gained a higher value and was thus kept. The accuracy plots for
five folds can be seen in figure 21, Appendix. The network was trained during a two
iteration stratified 5-fold cross validation. The mean and standard deviation of the ten
AUC-scores for training and validation, respectively, were calculated using the numpy
[41] functions mean and std. The same functions were used for these calculations for all
models in the project. The standard deviation was used as dispersion metric due to the
dependency of the AUC-scores.

The final hyperparameter values can be seen in table 5. To allow the network to
learn as general features as possible, it was trained on all training data, leaving no part
for validation. The model was then used for prediction on the test data, to get a final
measurement of its performance.

Hyperparameter Value
Learning rate 0.0005
Regularization L2(0.1)
Dropout 0.1

Table 5: The final hyperparameters for the CNN with input images of size 600 · 400.
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4.2.2 Convolutional neural network pretrained with InceptionV3

No distinguishable features nor higher training AUC-score than approximately 0.5 was
achieved with InceptionV3. The attempt to use the pretrained model for feature extrac-
tion was thus not pursued. The network was trained on a computer with specification:
4 core Intel i7-4770 3.4 GHz, 1x NVIDIA GTX 1080, 11 GB.

Preprocessing mammography images

The images used were preprocessed in the same way as the images in section 4.2.1.

Architecture

InceptionV3 requires three dimensional inputs, enabling prediction upon color images.
Since the mammograms were in grayscale, each 2D-image was added to a depth chan-
nel three times, creating a 3D-image of depth three. InceptionV3 was imported with
weights pretrained on the ImageNet dataset. As InceptionV3 was created for multi-
class classification, the top layer was not included. To investigate the possibilities of
using InceptionV3 as a pretrained model, histograms over 24 feature vectors of the
model were plotted. The histograms showed that the model could not distinguish clear
features in the data.

To adapt the model to the task, layers more suitable for the mammography dataset
were added. First, a global average pooling (GAP) layer was added to reduce the
output to a one dimensional vector. Then, a fully connected layer with 20 nodes and
a fully connected layer with one node, to perform the final prediction, was added. It
was examined whether InceptionV3 could classify correctly if a number of layers were
unfrozen during training, see table 6. The learning rate was 0.001 and there was no
regularization used on the added top layers of the pretrained model. Stratified 5-fold
cross validation was used. The mean training and validation AUC-score, respectively,
over five folds were calculated and the resulting scores were plotted over the number of
frozen layers of InceptionV3, see figure 22, Appendix. Neither this showed potential for
learning. Due to the lack of distinguishable features and the unsatisfying AUC-scores,
the method was discarded.

Hyperparameter Range
Number of unfrozen layers of InceptionV3 10, 20, 30, 40, 50

Table 6: Hyperparameter ranges used for the modified pretrained model InceptionV3.
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4.2.3 Convolutional neural network with image patches

To not risk losing and/or changing information in the mammography images when
resizing them, and to facilitate for a larger range of architecture alternatives, the mam-
mograms were cropped into smaller patches. The preprocessing was therefore done
slightly differently compared to the previous models. Due to the increased amount
of images, the initial networks were trained on a selection of the training data. The
training dataset contained 107 016 image patches and the test dataset contained 26 741
image patches.

Preprocessing mammography images

The images were cropped and preprocessed in the same manner as in section 4.2.1,
except for the resizing step. After combining the images with their corresponding clin-
icopathological data, the images were once again imported to MATLAB where they
were cut into patches of 200 · 200 pixels from four directions, see figure 16. By this step,
a decrease in image resolution due to resizing was avoided. Every cropped image re-
sulted in a different number of small patches, depending on its size. All small patches
originating from the same image were assigned the same label as the cropped image.
To limit the amount of noise, patches that only included background pixels were re-
moved. The networks were trained using a computer with specification: AMD Ryzen
Threadripper 2990WX 32-Core Processor, 3000 Mhz, 4x NVIDIA GeForce RTX 2080 Ti
11 GB RAM, 128 GB RAM.

Figure 16: The original images were cut into patches by cutting images of size 200 · 200
out of the original image from four directions. Depending on the image size, a different
number of patches was extracted from each image.

Architecture

To reduce the time for training, a batch of images corresponding to 31 patients (which
again correspond to slightly more than 5000 image patches) were chosen for prelimi-
nary training. The set had approximately the same distribution of node-positive and
node-negative images as the original dataset. This set was divided into a training and a
validation set through stratified 5-fold cross validation. Random search was performed
to determine the model size and hyperparameters, see table 7. 20 combinations of
hyperparameters were tested, and each was run through one iteration of the cross val-
idation. The model with the best average validation AUC-score was kept (AUC-score
0.7583). The fine-tuning of this network was made with 5-fold stratified cross valida-
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tion, using the hyperparameter ranges seen in table 8. The architecture can be seen in
figure 17.

Hyperparameter Range
Number of hidden layers 1, 2, 3, 4, 5
Learning rate 0.01, 0.001, 0.0001
Batch size 32, 64, 96

Regularization None, L2(0.1), L2(0.01),
L2(0.001)

Dropout 0, 0.1, 0.2, 0.3, 0.4, 0.5
Kernel sizes 3, 5, 7
Filters 16, 32, 64
Max pooling Layer 1 : 0, 2, 4, Layer 2 � 5 : 0, 2
Batch normalization Yes, No

Table 7: Hyperparameter ranges used for random search in CNN with image patches.
Values marked in bold yielded the highest validation AUC-score. The number of filters
were 64, 16, 16, 16, kernel sizes were 3, 5, 7, 7 and there was a 2 · 2 max pooling after the
two last convolutional layers, respectively.

Figure 17: CNN architecture of the network. The red layers are activation layers and
the blue layers are dropout layers. The architecture was decided upon after a random
search where the networks were trained on image patches corresponding to 31 patients.

Thereafter, the same network was trained and validated on the whole training dataset.
This yielded a network that did not seem to learn properly. To troubleshoot why
an architecture and hyperparameter values that worked well for a small part of the
dataset did not work for the full sized dataset, all regularization was removed. The
non-regularized network’s ability to train and overfit using the whole training dataset
was tested and confirmed. A number of regularization strengths were tried, where
the network did not seem to learn on the data. To try to reach the fine line between
the network overfitting to the data and not learning at all, the network was fine-tuned
using regularization with fairly low strength, see table 9. After identifying the hyper-
parameter values resulting in the highest validation AUC-score when the network was
still able to learn, see table 10, all the training data was used to train the network and
model was evaluated on the test data.
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Hyperparameter Range
Learning rate 0.005, 0.001, 0.0005
Regularization None, L2(0.001), L2(0.005)
Dropout 0.35, 0.4, 0.45

Table 8: Hyperparameter ranges used for fine-tuning of the CNN with image patches
using grid search. The values in bold represents the hyperparameter values that re-
sulted in the highest validation AUC-score.

Hyperparameter Range
Learning rate 0.0005
Regularization L2(0.0001), L2(0.001)
Dropout 0, 0.2

Table 9: Hyperparameter ranges used when fine-tuning the network training on the
full sized dataset using grid search. The values in bold represents the hyperparameter
values that resulted in the highest validation AUC-score.

Hyperparameter Value
Learning rate 0.0005
Regularization 0.001
Dropout 0.2

Table 10: The final hyperparameters for the CNN with image patches as input.
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4.3 Multilayer perceptrons
Two multilayer perceptrons with different input data were constructed; a benchmark
MLP with clinicopathological input data and a final MLP with both clinicopathological
data and features from mammography images as input, see figure 18. The purpose of
the first MLP was to achieve a benchmark validation AUC-score which could be com-
pared both to the result of Dihge et al. [2] and the final MLP.

Figure 18: Two MLPs were constructed; One as a benchmark, with clinicopathological
data as input, and and one final MLP with both clinicopathological data as input and
features form a CNN as input.
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4.3.1 Benchmark multilayer perceptron

The benchmark MLP was developed to approximate the result of the model of Dihge
et al. [2]. The cohort used for training was slightly smaller than that of Dihge et al.,
since some of the clinicopathological data did not have a corresponding image in the
final mammography image dataset. First the preprocessing of the data is presented,
followed by a discription of how the model was developed.

Preprocessing clinopathological data

The clinopathological data was preprocessed by normalization and random imputa-
tions. Some of the data was also re-encoded to make the input comprehensible for
deep learning networks. The same 152 variables as used in [2] were chosen, see ta-
ble 1. Menopausal status, histological type and the location of the main tumor were
re-encoded using one-hot-encoding. The main part of the variables were binary or ordi-
nal and needed no preprocessing. The remaining variables: age, BMI, Ki-67 percentage
and tumor size were normalized. Missing values were accounted for by random impu-
tations. The chance for a missing value to be replaced by 0 or 1 was equal in a binary
category, i.e., given the small amount of data the distribution of values for each cate-
gory was not accounted for. The re-encoding was done in Microsoft Excel [42] and the
normalization and imputations were done in Python with Spyder as IDE.

Architecture

The MLP architecture consisted of one hidden layer and an output layer. The optimal
MLP architecture for binary classification was determined using grid search over the
following hyperparameters; number of hidden nodes, dropout on hidden layer, learn-
ing rate and strength of L2-regularization. The parameter ranges iterated over can be
seen in table 11. Three iterations of each hyperparameter combination was run. For all
architectures of the benchmark MLP, the networks were trained using 5-fold cross vali-
dation without shuffling. However, the two end-points in the dataset were fairly evenly
distributed and thus the unshuffled division into folds should not differ considerably
from a stratified and shuffled division. The mean training and validation AUC-score
over the five folds was saved for each iteration. The batch size was 70 and the number
of epochs was 300.

Hyperparameter Range
Nodes 20, 25, 30, 35, 40, 45
Learning rate 0.01, 0.001, 0.0001
Regularization L2(0.1), L2(0.01), L2(0.001), L2(0.0001)
Dropout 0, 0.1, 0.2, 0.3, 0.4, 0.5

Table 11: Hyperparameter ranges used for MLP grid search. The hyperparameter
values that yielded the highest validation AUC-score for two of the iterations were
very similar, therefore they were both kept to the next fine-tuning. The bold alternatives
represent the combinations that yielded the highest AUC-score.

2
ID was used for combining the clinicopathological data with the corresponding mammography im-

ages. Overall nodal status (N0/N+) was used as target. Quadrant of breast localization and Tumor localization in

breast side were combined into a common variable describing the localization of the tumor. The remaining
15 variables were used as input to the network.
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The models from each of the three iterations with the highest mean AUC-score from
the 5-fold cross validation was examined. The two model’s with the highest AUC-score
had similar hyperparameter values and values in close range of these hyperparameter
values were chosen for fine-tuning. The fine-tuning was done using grid search with
the hyperparameters found in table 12. Each hyperparameter combination was run over
three iterations, each with 5-fold cross validation and 300 epochs. The average AUC-
score for each 5-fold cross validation was calculated, and the architecture yielding the
highest average validation AUC-score was kept.

Hyperparameter Range
Nodes 39, 40, 41
Learning rate 0.0005, 0.001, 0.005

Regularization L2(0.005), L2(0.001), L2(0.0005),
L2(0.0001), L2(0.00005)

Dropout 0, 0.05, 0.1, 0.15, 0.2, 0.25

Table 12: Hyperparameter ranges used for MLP fine-tuning of the best two model
from the preliminary grid search. The hyperparameter values that yielded the highest
validation AUC-score are shown in bold.

The best architecture was run through a two iterations stratified 5-fold cross validation,
shuffling with seed 42, yielding ten training and ten validation AUC-scores. The mean
and standard deviation was calculated. Then, the network was trained on all training
data, leaving no part for validation, and the architecture and its weights were saved
through keras’ save() function. The saved model was used to predict on the training
and the test dataset, yielding an AUC-score for each dataset.

Hyperparameter Value
Nodes 40
Learning rate 0.0005
Regularization L2(0.0001)
Dropout 0.25

Table 13: The final hyperparameters for the benchmark MLP.
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4.3.2 Final multilayer perceptron

The final multilayer perceptron had the same achitecture and hyperparameter values
as the benchmark MLP in table 13, section 4.3.1. Features were extracted from the CNN
in table 5, section 4.2.1 and added as input to the final multilayer perceptron.

Preprocessing clinicopathological data

The clinicopathological data was preprocessed in the same way as the clinicopatholog-
ical data in section 4.3.1.

Input data and training

The CNNs from section 4.2.1 and section 4.2.3, respectively, yielded similar highest val-
idation AUC-score. Both models achieved high training AUC-scores, but the CNN in
section 4.2.1 was slightly less overfitted to the data. Therefore, this CNN was chosen for
feature extraction. The network was trained using a stratified 5-fold cross validation,
where the architecture and its weights were saved through keras’ save() function. The
saved model was used to extract 20 features for each image of the validation dataset. To
extract the feature vectors, the four topmost layers of the saved model were excluded,
leaving the 20 node dense layer as the new top layer. This was done for each fold,
resulting in one feature vector for each image in the training and validation dataset.

The feature dataset was combined with the clinicopathologcal data, and together
they were fed into the fine-tuned architecture in section 4.3.1, see figure 19. The net-
work was trained over two iterations of 300 epochs each, with stratified 5-fold cross
validation using shuffled data with seed 42. This yielded ten AUC-scores for train-
ing and validation, respectively. The mean and standard deviation of the training and
validation, respectively, were calculated. The network was then trained using all train-
ing and validation data, and the performance of the resulting model was tested by a
prediction on the testdata.

(a) The dropout layer and activation layer
is not included in the figure.

(b) The activation layer is the red layer, and
the dropout layer is the blue layer.

Figure 19: The final MLP architecture, where both clinicopathological data and features
from mammograms were used as inputs. The network in (a) does not include a dropout
or a activation layer, while the figure in (b) does.
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5 Results
In the previous section, results yielded from the process of developing the models were
presented. Following are the resulting mean AUC-scores for the final models of section
4 presented. The scores were calculated for prediction on training data and validation
data, respectively, during two iterations of 5-fold cross validation. The test AUC-score
for each model, trained on the full training and validation dataset are also provided.

5.1 Convolutional neural networks
Since the CNN pretrained with InceptionV3 was discarded, just the results of the two
other CNNs are presented.

5.1.1 Convolutional neural network with images resized to 600 · 400

Two iterations with stratified 5-fold cross validation of the final model in section 4.2.1
yielded the results in table 14. The prediction performed using the test dataset yielded
an AUC-score of 0.5266.

AUC-score Training Validation
Mean 0.8079 0.4735
Std 0.1290 0.046

Table 14: Two iterations of the model in table 5. The mean and standard deviation for
training and validation over ten AUC-scores, respectively.

5.1.2 Convolutional neural network with image patches

Two iterations with stratified 5-fold cross validation on all the training data with final
model in section 4.2.3 can be seen in table 15. The test AUC-score was 0.5850. The
accuracy plot for the prediction on the training data can be seen in figure 23, Appendix.

AUC-score Training Validation
Mean 0.9925 0.5069
Std 0.0152 0.0543

Table 15: Two iterations of the model in table 10. The mean and standard deviation for
training and validation, respectively, over ten AUC-scores.
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5.2 Multilayer perceptrons
First are the AUC-scores of the model which was develop to achieve a result similar to
that of the model of Dihge et al presented, and then the final MLP’s resulting AUC-
scores.

5.2.1 Benchmark multilayer perceptron

Two iterations of stratified 5-fold cross validation yielded the mean AUC-score and
standard deviation for training and validation, respectively, seen in table 16. The AUC-
score for prediction on the test dataset was 0.6675.

AUC-score Training Validation
Mean 0.8368 0.7190
Std 0.0110 0.0465

Table 16: Two iterations of the model in table 13. The mean and standard deviation
over ten AUC-scores for the training and validation dataset, respectively.

5.2.2 Final multilayer perceptron

The mean and standard deviation over ten AUC-scores, obtained by two iterations with
stratified 5-fold cross validation with the model from 4.3.1, can be seen in table 17. The
clinicopathological data and the features extracted from model 5 were used as input.
The resulting model, after training the network using all training and validation data,
yielded an AUC-score of 0.6172 when predicting on the test dataset.

AUC-score Training Validation
Mean 0.9237 0.6573
Std 0.0133 0.0470

Table 17: Two iterations of the model in table 13 with clinicopathological data and
features as input. The mean and standard deviation for training and validation data
over ten AUC-scores, respectively.
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6 Discussion
Breast cancer is the deadliest cancer disease in the world among women. The overall
prognosis is good, but worsens if the cancer metastasizes. For the majority of patients,
breast cancer does not metastasize, but all patients still undergo either ALND or SLNB.
The surgical intervention can cause considerable morbidity, which is why this project
was conducted with the aim of contributing to the development of models for predict-
ing sentinel nodal status preoperatively. No features that, sufficiently enough, could
distinguish between nodal status N0 and N+ could be identified in the mammography
images with the CNN models. Unsurprisingly, the benchmark MLP did not improve
when features extracted from the mammograms were added as input to the network.
The benchmark MLP, developed to approximately correspond to the model of Dihge
et al., yielded a validation AUC-score of 0.7190 (std 0.0465), and the same network
with features added as input achieved a validation AUC-score of 0.6573 (std 0.0470).
The model developed by Dihge et al. obtained a validation AUC-score of 0.74 (95% CI
0.72� 0.76). This indicates that the performance of the benchmark model is comparable
to that of Dihge et al., even though a slightly smaller dataset was used for training the
network. The final MLP obtained an inferior result.

During this project, three convolutional neural networks were developed. Two of
the CNNs used resized mammograms as input, one of which used Keras’ InceptionV3
model pretrained on the ImageNet dataset, and the third CNN used mammography
image patches as input. This project has contributed with results derived from different
preprocessing alternatives (i.e. various input sizes) and the use of transfer learning.
We have revealed difficulties in finding features in mammography images using the
previously mentioned models. Still, the results of this project may form a foundation
for future attempts at developing models for preoperative prediction of sentinel nodal
status with features in mammograms as input.

The plots in figure 21 show that the accuracy alternates between approximately
0.65 and 0.35. This indicates that the CNN either predicts all mammograms to be node
positive or node negative, provided that node positive patients constitute around 35%
of the cohort. Figure 23 shows how the network in section 10, during the final training
on all training data, got stuck in a local minimum at around 0.65. This indicates that
the model classified all patients as node-negative and hence did not learn from the
data. However, training a network on image patches corresponding to 31 patients
yielded a promising validation AUC-score (0.7583). It would be interesting to further
investigate what properties these images contained and why the network’s ability to
learn decreased when using the full sized dataset.

The challenges in finding relevant features can have multiple explanations. Since
it is impossible to, with certainty, predict lymph node metastasizing from a mammog-
raphy image manually, neural networks might not be able to find relevant features in
mammograms either. It is also possible that with, for example, more data and/or dif-
ferent or no resizing of images, relevant features from mammography images could be
found and an improved nodal prediction could be achieved. There were quite large
variation in the AUC-score between folds, even when the data was stratified, see fig-
ure 20, Appendix. This indicates that there were inconsistencies in the mammography
images. The preprocessing and max pooling of the mammograms may have affected
the information the images contained. By resizing the mammograms, information may
have been change or lost, and the mammograms may also have had slightly different
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resolution depending on their size before reshaping. The downsampling through max
pooling can also have affected the information in the images, since the model in table
5, section 4.2.1, needed quite aggressive and early pooling. It is also possible that a
larger model would have been required to distinguish desirable features. This would,
however, have required more computational power. More computational power could
also have enabled using all views of the mammography images, which potentially
could have improved both the result and the generalizability of the models. Another
approach for a better performing model could be to augment or gather more data.

The results might have been improved by higher consistency in preprocessing and
model development. During preprocessing, it was (and still is) unclear what features
corresponding to nodal status could be identified by the networks, and if any properties
of the images are more important than others. Therefore, it was difficult to adapt the
algorithms specifically to the dataset and the task. However, the manual search for
exclusion of mammograms (e.g. magnified images) could have been repeated for a
more reliable dataset, and all mammograms with inverted colours could have been
included for consistency. The algorithm used for cropping could have been fine-tuned.

Identifying trends in how the regularization type and strength affected the CNNs
was challenging. Different computers with different sized GPUs were used throughout
the project and thus different strategies were implemented to find suitable hyperparam-
eters. A more extensive random search might have resulted in alternative architectures
and hyperparameter values, yielding better model performance, and also potentially a
more reliable result provided that all models were developed and fine-tuned using the
same procedure.

The results of this project have not clarified whether ANN predictions to determine
axillary lymph node status can be improved by combining clinicopathological data with
features from mammograms. They may however, by demonstrating behaviours of the
models, contribute to the journey towards preoperatively prediction of sentinel nodal
status.
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7 Conclusion
The addition of data from mammography images to the benchmark MLP did not im-
prove the prediction of sentinel nodal status. However, the results obtained in this
project could be used to guide future attempts at using mammograms to improve
models that predict nodal status, if it is possible to find features corresponding to
nodal status in mammograms.

8 Future perspectives
A possible expansion of the project is to annotate the mammograms with the tumor’s
location and use a patch from that area as input to a neural network instead of the
whole mammography image. However, this would require that the tumor’s appearance
indicates metastasizing. It is possible that, for example, the density of the breasts is
more influential on metastazation, in which case annotation of the tumor’s location and
the use of an image patch from that area might not be an effective strategy. It would
also be interesting to examine multiple mammograms over time, to see if changes over
time influence metastasizing. This could, possibly be done by using mammograms
from patients in the national screening program.
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1 100 32 3 4 32 7 0 64 5 2 64 3 0 20 1
2 70 16 3 2 32 7 0 64 5 2 64 3 0 20 1
3 70 16 3 2 32 7 0 64 5 2 64 3 2 20 1
4 70 16 3 4 32 7 0 64 5 2 64 3 0 20 1
5 70 16 3 2 32 7 0 32 5 2 64 3 2 20 1
6 70 16 3 2 32 7 0 32 5 2 32 3 2 20 1
7 70 16 3 2 32 7 0 32 5 2 16 3 2 20 1
8 70 16 3 2 32 7 0 32 5 0 16 3 2 20 1
9 70 32 3 2 32 7 0 32 5 0 16 3 2 20 1
10 90 16 3 2 32 7 0 32 5 0 16 3 2 20 1
11 70 16 3 2 32 7 0 32 5 0 16 3 2 20 1
12 70 16 3 2 32 7 0 32 5 2 16 3 2 20 1
13 70 16 3 2 32 7 0 32 5 2 8 3 2 20 1

Table 18: Different architectures that did not cause an out of memory error when
trained on the mammography dataset with images of size 600 · 400.
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Figure 20: Top 4: L2-penalty on both convolutional and dense layers. Bottom 4: L2-
penalty added only to the dense layers.
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(a) Fold 1. (b) Fold 2.

(c) Fold 3. (d) Fold 4.

(e) Fold 5.

Figure 21: The accuracy plot over five folds for the model in table 5. The validation
accuracy is alternating between approximately 0.35 and 0.65.

The average AUC-score obtained when unfreezing different amounts of layers in InceptionV3
can be seen in figure 22.
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(a) Training (b) Validation

Figure 22: The mean AUC-score over 5-fold cross validation for the training data and
the validation data, respectively. An AUC-score of 0.5 is comparable with the model
guessing.

Figure 23: The accuracy during training, for the final CNN with image patches as input.
The network seemed to end up in a local minimum.
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