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Abstract

Radar systems have been around since the early 20th century, and technology is ad-
vancing at an ever-increasing speed. This has led to great achievements in radar
development, which have expanded the technology’s area of use. One of these is the
application of a security radar used in conjunction with security cameras for increased
flexibility and reliability in security systems. A type of radar that is suited for security
applications is the frequency modulated continuous wave radar, and it requires a con-
trol system to stay within the allocated radar frequency spectrum and to increase the
radar’s performance. This control system is often implemented with analogue compon-
ents, which comes with extra costs and space requirements. This master thesis aims
to investigate a digital control method and analyse the performance of it. This comes
with the advantage of not requiring any extra components for the control system and
rely on the micro control unit used to analyse the radar data.
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Notations and Symbols

PIR - Passive Infrared Sensor

FMCW - Frequency Modulated Continuous Wave
VCO - Voltage Controlled Oscillator
PLL - Phase Locked Loop

MCU - Microcontroller Unit

RADAR - Radio Aim Detection And Ranging
FFT - Fast Fourier Transform

AoA - Angle of Arrival

ADC - Analogue to Digital Conversion
I - In phase

Q - Quadrature

RX - Receive

TX - Transmit

PID - Proportional Integral Derivative
PCB - Printed Circuit Board

DAC - Digital to Analogue Conversion
DSP - Digital Signal Processing

EMI - Electromagnetic Interference

IF - Intermediate Frequency

RC filter - Resistor—Capacitor filter
FILO - First In Last Out

RAM - Random Access Memory
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1 Introduction

Radar technology has developed a lot during the last years, and a result of that has
been smaller and cheaper radar modules[1]. The new technology has lead to a lot of
new areas of use, involving detection sensors for example in the automotive industry.
However, recently it has also been shown to be usable in the security sector, where
Axis has started to utilise the technology|[2].

In the security business, small radars could either be used as movement triggers for se-
curity cameras or lights. It could also be used as a complement to the passive infrared
sensor (PIR) sensor that is often used for these applications. PIR operates on tem-
perature change, which has some disadvantages when operating in hot environments
and when there are particles in the air [3]. The sensor can not distinguish human
movement in environments where the temperature is close to 37 degrees Celsius as
could be the case in some countries. Also, sometimes false alarms are triggered from
different light sources, as tail lights and exposure to sunlight. As radars can operate
in any environment and also can be used to calculate distance, velocity and direction,
it has an advantage for this use case in comparison to a PIR sensor.

There are several types of radars, and a common type is the Frequency-Modulated
Continuous-Wave (FMCW) type. The FMCW radar uses a frequency-modulated sig-
nal to sweep a frequency range. To do this a Voltage-Controlled Oscillator (VCO) can
be used. The VCO is used to convert a voltage to a sinusoidal signal with a very high
frequency. But due to the VCOs temperature dependency and non-linear conversion
from voltage to frequency, it requires some control system to work in a broad temper-
ature range and have high accuracy. This control system is often implemented with a
Phase-Locked Loop (PLL), which is an analogue control method.

Purpose

The objective of this Master Thesis is to investigate the possibility to digitally control
a VCO without using a PLL. The reason for this is to lower component costs, by only
using an MCU with no additional components. The result of achieving this without
a PLL would be a cheaper and space-efficient product. This is especially important
for a small radar that could rival a PIR in price while still having the advantages that
come with radar.



Problem Formulation

The following are the main objectives of the thesis:

e Investigate different solutions for digital control of a voltage controlled oscillator.

e Implement the most suitable solution on a microcontroller and evaluate its per-
formance.

e Evaluate the requirements of the hardware for a working radar product.

Methodology

First, the problems that had to be solved were identified and different solutions for
the problems were researched. The most promising solutions were then verified by
simulations in different computer software. Finally, the solutions were implemented
on a prototype and the prototype’s performance was evaluated.

Outline

Chapter 2 includes a background to radar theory, a description of the VCO “s be-
haviour and theory of commonly used control methods.

Chapter 3 consists of a description of the system layout, the implementation of the
control method used for linearizing the VCO and the test conducted to evaluate the
results of the implementation.

Chapter 4 presents all results and analysis of them. Also future work suggestions
are gives in this section.

Chapter 5 summarises the Master Thesis and the most important information form
the previous chapters.



2 Background

This chapter gives an introduction to the background, the theory and general concepts
of radars. This, involves the history of radars, frequency bands and multiple formulas
for describing different aspects of radar theory. Furthermore, the characteristics of the
VCO is presented, as well as different control methods.

2.1 Radar Theory

2.1.1 Radar History

Radio Aim Detection And Ranging, or radar, was first used in the military during
the 1930s. However, the history of it started even earlier, with the discovery of elec-
tromagnetic fields during the 1880s. The German physicist Heinrich Hertz conduc-
ted experiments verifying the fundamental laws of electromagnetic fields, that stated
that both light and radio are electromagnetic waves, however with different frequency.
These laws had earlier been formulated theoretically by the Scottish physicist James
Clerk Maxwell. The verification of these laws became the start of research for radars,
however it was not until the end of the 1930s the technology was first used in practice.
The British physicist Sir Robert Watson-Watt developed a 30MHz radar that was used
during World War II to support British air force defence against the Germans. Other
countries also deployed radars during the same time, however the British is considered
to be the first[4].

In present time, radars are utilised in multiple areas, including detection of spacecraft,
aircraft, ships at sea, however also insects and birds in the atmosphere. Furthermore,
radars are used to measure speeds of vehicles, measure different attributes of oceans,
map the surface of the earth and determine weather behaviours[5]. As the use of radars
has become more widely spread in different areas they have also become cheaper,
resulting in additional applications[1] being developed.

Radars operate in a wide electromagnetic spectrum. The different frequencies have to
do with the area of usage for the radar. Lower frequencies are used for applications
that require long range and higher frequencies are used for shorter ranges with higher
precision. Frequency bands that are commonly used in industries are C-band, X-
band, K-band, and W-band [6]. The C-band ranges between 4-8 GHz and is used
for satellite communication, satellite-TV, weather radars and for the 5GHz part of
Wi-Fi communication[7]. The X-band has a frequency range of 8-12 GHz and is used
for radar applications including air traffic management, waterborne traffic control,
weather monitoring, vehicle detection, and defence tracking[8]. The K-band operates
between 18-27 GHz and includes applications as short range and high resolution radar
as well as satellite communications and astronomical observations[9]. The W-band



operates at higher frequencies between 75-110 GHz, and is established in a variate of
areas including defence, different security applications, satellite communication and
automotive radars[10].

Other then the bands mentioned above there are also the ISM bands (industrial, sci-
entific or medical frequency bands). The bands are commonly used for radar equipment
and have the upside that they are free from regulations. The bands could have small
variations in different countries, the US ISM band can be seen in Figure 2.1 [11].

] ] License free
Frequency Frequency Range Bandwidth Thereof license free(*1) i
bandwidth(*1)
24 GHz 24.00 - 2425 GHz 0.25 GHz 24.15-24.25 GHz 0.10 GHz
61 GHz 61.00 - 61.50 GHz 0.50 GHz 61.00 - 61.50 GHz 0.50 GHz
122 GHz 122.00 - 123.00 GHz(*2)  1.00 GHz 122.25 - 123.00 GHz 0.75 GHz
244 GHz 244.00 - 246.00 GHz 2.00 GHz 24400 - 246.00 GHz 2.00 GHz

Figure 2.1: The US ISM bands. [11]

2.1.2 The Radar Principle

The radar principle is based on a transmitter sending out multiple electromagnetic
pulses. The pulses travel from the antenna through the medium it is operating in,
until reflected on an object or surface. When reflected, some of the waves travel back
to a receiver, and the time it takes is also known as round trip time. The receiver
is either the same antenna as the transmitting one, or a separate placed close to the
transmitter. By calculating the time between the transmitted signal and the reflected
signal, the distance to the reflecting object can be calculated. This type of radar is
called "pulse radar” and is illustrated in Figure 2.2.[6]

RADAR Transmitted signal

Transmitter ) )
Receiver C C

Reflected signal

Object

Figure 2.2: Illustration of how a pulse radar works.



The fundamental behaviour and limitations of radars can be expressed by two equa-
tions, "the radar equation” and ”the range equation”. The radar equation describes
the proportion between the transmitted and the received power and is expressed as
follows [12]:

P’r gt Ggr -0
r_ gt Jr 7 2.1
P, Rt (2.1)

where P, is the transmitted power, P, is the received power, ¢; is the antenna gain
of the transmitted signal, g, is the antenna gain of the received signal, o is the radar
cross-section and R is the distance to the object from the radar. [12] An illustrative
picture of this can be seen in Figure 2.3.

Tl'ElI'IS_ITI Itter Recelver

~Effettive Area A,

Effactive

Figure 2.3: Radar Equation Principle [13]

The antenna gain depends on the size of the effective area of the antenna and the
efficiency of it[14]. The range equation describes the maximum range in correlation
to power dissipation and it is derived from the radar equation and can be seen in

Equation 2.2.
P g g, -
R= g/t 990 gtpg 7 (2:2)

From Equation 2.2 it can be seen that the range depends on the transmitted power
of the signal, transmitter and the receivers gain and the area of the object divided by
the received power of the antenna.



2.1.3 FMCW - Frequency Modulated Continuous Wave

Due to the difficulty in measuring a short round trip time to an object with radar
signals, a technology called Frequency Modulated Continuous Wave (FMCW) is often
used for short range radars. The frequency modulated signal, or ”chirp” is used to
measure the change in frequency between the transmitted and the received signal. This
signal, called the beat frequency or IF-signal, is produced by mixing the outgoing and
incoming signal as illustrated in Figure 2.4. The beat frequency is directly correlated
to the distance of the target, but to measure the velocity and angle to a target several
chirps have to be sent in quick succession and with more then one receiving antenna.
12

Power

amplifier
Target
Ram: Voltage
P i — controlled
generation oscillator
Analog
to X
digital %
converter
IF . Mixer Low-noise amplifier
amplifier
Strength
¢ f f
X RX

FFT Mixing

Distance t t

Figure 2.4: FMCW Principle. [15]



Range

To calculate the distance to a target the frequency of the sent signal is compared with
the frequency of the received signal and with the use of Equation 2.3 the distance
can be calculated. The major advantage of this method for calculating the range is
the avoidance of measuring the round trip time which is in the order of nanoseconds
for targets in the range of a few meters. Instead only the beat frequency has to be
measured to calculate the range, see Equation 2.5. This is done by performing a Fast
Fourier Transform (FFT) on the measured signal and each peak of the spectrum will
correspond to a target of the radar.[16]

Figure 2.5: FMCW with Sawtooth Frequency Modulation. The red line is the sent chirp
and the green is the received signal.[17]

:Co"At’:CO"Af’

R
a7
2 23

(2.3)

where R is the range to the object, At is the round trip time, Af is the beat frequency,

% = f{}—w is the slope of the chirp, ¢y is the speed of light, T, is the time of a chirp

and mej is the bandwidth.

The range resolution of the FMCW type of radar can be viewed as the lowest distance
between two targets that can be distinguished in the FFT spectrum of the beat fre-
quency and it is dependant on the bandwidth of the chirp. This is illustrated in Figure
2.6,where on the right side two targets are at a range too similar to be able to separate
them in the FFT spectrum. The range resolution is not a factor that can easily be
changed due to the radio spectrum regulations that decide the allowed frequency range
and the full span of the allocated bandwidth is therefore used to maximise the range
resolution. [18]
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Figure 2.6: Minimum distance between two objects to be distinguished and not. To the
left two objects can be separated in range and to the right they can not [19].

The range resolution can be calculated with Equation 2.4, this can also be formulated
as Equation 2.5 which can be used to calculate the lowest change in the FFT spectrum
that can be separated as two different objects. [19]

Co Co

Rres = 4 o°p 2.4
27,98 2B (24)
af
=5 1
Afprr = 9= = T (2.5)
BW c

where Rpg.s is the lowest change in range and Afgrpr is the lowest change in beat
frequency.

The theoretical maximum range of the radar is calculated with Equation 2.6 and this
is dependant on how high beat frequency can be measured as the sampling frequency
for the FFT has to be higher than the beat frequency to ensure no aliasing. [18]

_ Jsco

Bas = Sgp (2.6)
at

where R4, is the maximum range and f, is the sampling frequency.



Velocity

The velocity of a target can be calculated by comparing the phase shift between
the beat frequency from several chirps. The phase shift is sensitive to the range
differential which can be seen in Equation 2.7. This formula describes the relation
between the phase shift and the range differential which in turn can be used to calculate
the velocity.[20]

2rAR

Ad =27 f. AT = N

(2.7)

where A® is the phase shift between two chirps, f. is the chirps carrier frequency, AR
is the range difference to the object for two chirps and A is the wavelength

By transmitting multiple chirps separated by the chirp time 7. and measuring the
phase shift between the chirps the target velocity can be calculated with Equation 2.8.
The phase shift is calculated with Doppler FFT.[20]

AAD
V=
AnT,’

(2.8)

where v is the velocity of the moving object.

The velocity resolution v,.s is the minimum separation between two targets velocity
for them to be shown as two different peaks in the Doppler-FFT. The formula for
calculating the velocity resolution is seen in Equation 2.9. [20]

2
AD > 22
N

A

VZ ONT,

(2.9)

= Upes = ﬁ?
f

where N is the number of chirps and 7% is the time of one frame.

The maximum measurable velocity v,,., can be calculated with formula 2.10. This is
because it is impossible to know if the phase has moved clockwise or counter-clockwise
if the phase shift is larger than ¢ radians and this has to be known to derive the
movement direction of the target. [20]

AT, (2.10)



FFT over Frames

The sent chirps are often compiled in sets that are called frames, the frame is a matrix
of measured values for each corresponding chirp. To increase the signal strength both
the range FFT and the Doppler FFT is done over the whole frame and the result can
then be combined to differentiate disturbance compared to a real target. Figure 2.7
shows how this is done first by calculating the range over the columns and then over
the rows for the velocity. [21]
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Figure 2.7: Range and Velocity FFT. [21]
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Angle of Arrival Estimation

To calculate the angle of arrival (AoA) to a target an array of receiving antennas can
be used. The AoA can then be calculated due to the signal having to travel d - sin(f)
more distance when comparing antenna 1 and 2. This extra distance causes a phase
shift between the two measured signals which can be used to calculate the AoA. [20]

Incoming Signal

.,

C dsin(elN
4.0)

, ".‘:‘ ",\
Antenna 1 Antenna 2 Antenna 3| = = » Antenna M
d d

Figure 2.8: Illustration of how the Angle of arrival is defined and calculated. [22]

A
g =sin~' [ 22 211
sin (27rd>’ ( )

where w is the phase, 6 is the angle of arrival and d is the distance between two
receiving antennas.

The angle resolution is the minimum angle separation between two object, for them
to appear as two peaks when conduction angle-FFT. The formula for calculating the
angle resolution is seen in equation 2.12. [20]

Aw = (sin (f + Af) —sin (0))
_ 2md

= cos (0)A6
Aw > QNW (2.12)
= 2%1 cos (0) A6 > QWW
= 80 =bres > Ndc)\os (6)

11



The resolution is often calculated with d = % and 6 = 0, as it is the optimal case for
AoA resolution. I results in the following equation: 2.13. [20]

2

= — 2.1
eres N7 ( 3)

where 6 is the angle to the target, N is the number of receiving antennas and A6 is
the difference in 6 based on the distance between the receiving antennas.

The maximum AoA also called the field of view, is restricted by the maximum phase
w which has a maximum value of 7w radians. Therefore the maximum AoA that can
be calculated is defined by Equation 2.14, seen below.[20]

A

) (2.14)

Opmar = arcsin (

To achieve the largest field of view possible, the distance between the receiving anten-
nas d, should be set to d = 3. See Equation 2.15. [20]

Omar = arcsin (1) = :I:gradians = +90° (2.15)

12



2.1.4 In-phase And Quadrature Components

If only the beat frequency is directly measured with an ADC converter the phase
information of the complex signal is lost. By shifting the signal by 90 degrees the
imaginary part of the signal can be measured and then analysed. With the In phase
and Quadrature signals the amplitude and phase can be calculated by using Equations
2.16 and 2.17. The movement direction of a target can be seen by measuring which

signal is leading in phase. [23] [24]
—®T .'-Data
in-phase
O
Jsig 9=90°
-sin ot
Josz o QQ L Q 2

quadrature

Figure 2.9: In-phase and quadrature principle. [23]

— 12+ Q? (2.16)

Phaserg = arctan(Q/1), (2.17)

where A is the amplitude of the I and @) signal, [ is the signal amplitude of the In-phase
component, () is the Signal amplitude of the quadrature component and Phase;g is
the phase between the I and @) signals

13



2.1.5 Crosstalk

Due to the close proximity of the receiver (Rx) antenna and transmitter (Tx) antenna
on some types of planar radar antennas, the crosstalk signal will be a significant
component of the received signal. The range between the Rx and Tx antennas is quite
short and this means that the travel time also is short. Because of this the change in
the received signal and the transmitted signals frequency will be low. This will cause
a low beat frequency with high amplitude. Because of this, there will be a minimum
range that the radar can detect objects. [25]

X antenna
crosstal O o
SO -

| scene

Rx antenna

Figure 2.10: The crosstalk is illustrated as the arrow going from the Tx to the Rx
antenna. [26]

Tek stop [

ut
o
; 4
A ' M
1) ANV WA A W MWAa
W\ v
f\,f\ A ,\ﬂr\,’\ AW
[Chl TO0 v A Jcha 200V H zd'oys A Chi 7 0.00V
1+~ 3.60000us

Figure 2.11: Example of how crosstalk affects the signal. The green signal is the
unaffected signal and the blue is the affected one. [25]
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2.2 Control Theory

In the following section the characteristics of the voltage controlled oscillator (VCO)
is presented. After that, the control method phase locked loop (PLL) is described.
It is the most common way to control a VCO. Subsequently, an alternative control
method, the Proportional-Integrating-Derivative controller will be explained.

2.2.1 VCO

A VCO or ”Voltage Controlled Oscillator” is an electronic oscillator that is controlled
by a voltage source. The sinusoidal curve created by the VCO can have oscillation
frequencies in the microwave spectrum and depending on the tuning voltage the os-
cillation frequency can be changed rapidly. The VCO can therefore be used in radar
applications as the signal source and the variability of the frequency is useful for for
FMCW radars that use chirps.

The VCO’s voltage to frequency conversion is not a linear function and it is also
highly temperature dependant. The cause of these irregularities depends on what
type of structure the VCO has, however both of them often exist to some extent.
Both the temperature dependency and the non linearity of a generic VCO can be seen
in Figure 2.12.

Due to the regulation of the microwave bands that are allowed to be used for radar
applications the radar chirp should not pass below or above these frequencies.

3T T T T T T T T T T

22

2.0

Frequency (GHz)

19

1.8 |

1.7 1 1 1 ] I 1 1 I L 1
00 01 02 03 04 05 06 07 08 09 1.0

Control Voltage (V)

Figure 2.12: Typical VCO Characteristics, including both the non linearity and the
temperature dependency. [27]

The non linearity of the VCO affects the beat frequency of the radar chirp and this
distorts the measurement accuracy of the radar. As can be seen in Figure 2.13 the
non linearity of the VCO will cause the beat frequency to change over the chirp. The
usage of the beat frequency and the slope in the calculation of the range to a target is
depending on it to be linear. Therefore this non linearity has to be removed to ensure
that the beat frequency corresponds to the target that is being detected. Because of

15



these two factors a control system is required to be able to use the VCO to its highest

potential.[28]

frequency

———————H -—— e e - - - -
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Time
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Figure 2.13: Beat frequency of a linear and a non linear chirp. To the right is the linear
and to the left is the nonlinear. [29]

2.2.2 Phase Locked Loop

One of the most common ways to control a VCO is with the use of a Phase Locked
Loop (PLL). As implied by its name the PLL "locks” the phase of the two inputs
Frn and Fr and when the phase is at a stable value the two signals has to have the
same frequency. This can be used in conjunction with a frequency divider so that the
output frequency is a multiple of the input frequency. The phase lock can be done
extremely quickly and if the reference is changed in a continuous way the phase lock
will cause the output to also be changed continuously. This makes the PLL a suitable
way to generate a radar chirp. By using a PLL to control the VCO the type of input
is changed from a DC tuning voltage to a frequency reference input. To generate this
input some other type of controllable oscillator has to be used combined with the PLL.
An example of the PLL loop is illustrated in Figure 2.14 below. [30]

REFERENCE Errorsignal FREQUENCY
INPUT Fyy OUTPUT
= »  PHASE .| LooP | VOLTAGE N X Fiy

= FILTER #» CONTROLLED 0
> ARTRETOR OSCILLATOR
FEEDBACK
INPUT Fe
DIVIDEBYN [
COUNTER |

Figure 2.14: Phase Locked Loop. [30]
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2.2.3 Proportional-Integral-Derivative (PID) Controller

Another way of controlling a process is the Proportional-Integral-Derivative (PID)
controller. It is one of the oldest controller types and the most widely utilised in
the industry. It is based around a control error e, which is generated by subtracting a
measured output y to a reference value . When the control error is zero, the measured
output signal is the correct value. Generally known for its simplicity and robustness
the PID is a versatile controller that can solve many types of problems. The continuous
time representation of the PID controller can be seen in Figure 2.15 and Equation 2.18
[31].

Reference r Errore =rvy Control Signal u OQutput y
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Figure 2.15: Proportional-Integral-Derivative Controller.

de(t)
dt

u(t) = Kpe(t) + K, - (l/0 e(r)dr) + Ky e(t) =r(t) —y(t) (2.18)

T;

The three parts the PID controller is based on are the proportional, the integrating
and the derivative part. All the parts manipulate the control error in different ways.
A description of the parts will be given below[31].

Proportional Part

The proportional part acts on the error by amplifying it with a factor K. The size
of the factor determines its effect on it if its large the controller becomes faster but
less stable. If K, is small the controller becomes slower but more robust to external
noise. However, regardless of the factor K,’s size a pure P controller will always result
in oscillations and a stationary error[31].
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Integrating Part

To counteract oscillations an integrating part is often added to the controller. The
integral in the controller sums up the control errors over time and amplifies them
with the factor K;. The result of this is that the stationary error is removed. The
parameter T; limits how fast the stationary error is removed, a small value results in
faster removal however worse stability and the opposite for large values [31].

Derivative Part

The last part of the PID controller is the derivative part. The derivative part is
used to predict the behaviour of the control error, this is done by derivation of the
control error. The derived error is multiplied by the factor K,, and if tuned correctly
it can prevent overshoot. In industrial applications the derivative part is often not
necessary|31].
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3 Design

The Design chapter is divided into four parts, Design Specifications, System Layout,
Design of Control Loop and Implementation On Evaluation Board. The focus of the
Design Specification chapter is to introduce the goals with the project and how they
were decided on. The System Layout section aims to present the hardware that was
designed for the FMCW radar. Different functionalities of the setup are also described
in this section. In the Control Loop chapter, it is described how the control method
and the sampling method were evaluated and chosen. The section also describes how
the sampling and control method was simulated and how the implementation of them
were performed on the hardware described in the chapter System Layout.

3.1 Design Specifications

The main component of the project, a 24 GHz radar module from Innosent was
provided to us by our supervisors from Axis. The design of the radar module is
based on a 24 GHz VCO and a set of planar antennas, contained in a small module
that can be directly soldered to a PCB. The Radar module contains a VCO, Rx and Tx
antennas, amplifiers, and mixers. The exact components contained are not available,
but the general functionality can be derived from the datasheet.

When designing a radar, parameters as range, velocity and angle of attack are import-
ant factors that have to be considered. The parameters are limited based on maximum
value and maximum resolution for range, velocity and AoA. For a radar with the pur-
pose to replace a PIR movement sensor, the following requirements were decided on
as specifications. As the radar module only has one receiving antenna, the AoA is not
considered.

Range Maximum: 10 m (maximum range from datasheet)

Range Resolution: 0.75 m (maximum bandwidth)

Velocity Maximum: 4-7 m/s (average velocity of a biker)

Velocity Resolution: 1-2 m/s (distinguish a biker and a pedestrian)
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The following table shows the theoretical limitations for the solution implemented on
the evaluation board. The formulas used for the calculations are from section 2.1.3
and the following values are used:

¢y =3-10°m/s
[ fBW =200MHz

o f,=4-10°Hz

o ‘é—fz =1MHz/us

e \=0.0125m

o Ty =0.004s

e T.=0.0002s

Formulas Value Unit

Range Ryes = 5% 0.75 [m]
Resolution
Range Rinaer = 5 59.95 [m]
Maximum
Velocity Vyes = ﬁ 1.55 [m/s
Resolution
Velocity Vinaz = 4—% 15.52 [m/s]
Maximum

The theoretical range resolution is 0.75 meters and can not be changed since it is
dependant on the bandwidth. The theoretical maximum range is 59.95 meters and
can be increased by increasing the sampling speed of the ADC. Considering the radar
is supposed to substitute a PIR sensor both the range resolution and the maximum
range are considered to be good values.

The theoretical velocity resolution of 1.55 m/s could be sped up by increasing the frame
size, however since it would cause problems with the RAM memory and a resolution
higher than 1.55 m/s is not useful for the application, it was kept at 1.55 m/s. The
velocity resolution is reasonable for comparing two bicycles however for comparing
two pedestrians walking it is considered low, since it often do not differ 1.55 m/s
between the velocity of two walking pedestrians. The maximum velocity 15.52 m/s
is considered a reasonable maximum for both walking pedestrians and bikers. In
comparison to a PIR sensor the feature to measure velocity is added functionality and
therefor considered as an improvement.
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3.2 System Layout

The System Layout section introduces the layout of the designed prototype. After-
wards, different functionalities of the MCU is described and also how it is implemented
in the prototype. Finally, the self-designed hardware used in the prototype is presen-
ted.

To define the system requirements the datasheet was analysed and some key factors
were defined. A feedback signal with the frequency of around 3 MHz had to be
measured for the control system to work, this meant that some type of frequency
measurement had to be devised. The VCO was controlled by an input called Vtune,
which had to be controlled accurately at high speeds for the FMCW Chirp. The Vtune
input had an accepted input range of 0.7-2.5 V and the conversion rate of the voltage
input to frequency output was stated as 700 MHz/V. With a bandwidth of 200 MHz
this gave a voltage change of about 0.28 V had to be generated over a short time span
and with a high degree of accuracy to ensure a linear chirp [32].

The beat frequency output from the radar had to be sampled with a sampling frequency
that gave a high radar resolution and a range of at least 10 m, this is the maximum
distance stated in the radar modules data sheet. The voltage level of this signal had
a peak to peak level of 250 mV.

With these facts a system layout could be created, 3 hardware parts excluding the
radar module were needed for the project. A MCU to handle the control loop and
DSP, a low pass filter to increase linearity of the control signal and an active band
pass filter to amplify the beat frequency amplitude and reduce noise.

The full system layout can be seen in figure 3.1. The figure contains four parts, the
MCU to the left, an RC-filter and an active bandpass filter in the middle and the
radar module to the right. The upper section in the figure is the control loop and the
bottom section is for the DSP.

MCU
et SMR-334
Pl DAC RC-filter VCO

[Hz] (
Active
Signal o H Mixer and
Processing ADC bandpas IAmplificatiol

filter

Figure 3.1: System Layout of the prototype.
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3.2.1 MCU

Careful evaluation of which type of MCU had to be done to ensure that the MCU
could handle both the control loop and the data used in the radar DSP. A number of
main factors and functions were investigated and minimum requirements were set.

Clock speed

One of the most important factors for the MCU were the clock speed of the
MCU. There had to be enough to be able to do the required calculations for the
DSP while simultaneously be able to control the radar module. But since this
is heavily dependant on how the code is implemented it is hard to calculate a
minimum requirement. The clock speed also has a big impact on a frequency
measurement of the feedback signal if it is done with a timer. There are two
factors related to the frequency measurement - oscillation frequency and accuracy
of the clock speed. The maximum clock speed frequency depends on the MCU,
but the accuracy depends on the source of the oscillation frequency. To ensure
a high degree of accuracy an external high speed crystal was used. This gives a
high accuracy for a low cost as they are a common component.

Price

One of the main reasons to use a digital control method for the VCO is to reduce
the price of the total system price by eliminating the total amount of components,
therefore the use of a cheaper MCU is an important factor to consider.

ADC

DAC

To be able to read the analogue data sent from the radar some type of analogue
to digital conversion has to be done, the speed and resolution of this affects the
accuracy of the data collected from the radar. The sampling frequency has to
twice as high as the maximum beat frequency that the radar will have to detect
due to the Nyqvist frequency criterion.

A way of controlling an analogue part with a MCU can be done with a digital
to analogue converter, the speed and resolution of this affects the accuracy of
the control signal for the radar. the speed that the DAC can change its output
value is extremely important for the project due to the importance of a quick
chirp which is directly correlated to the velocity measurement. It also has to be
able to change the control signal in small enough steps to counteract the non
linearity.

Memory
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for a low end MCU, due to this some thought has to be taken to not run out off
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3.2.2 Evaluation Board For MCU

To be able to test the entire system without creating a PCB an evaluation board can
be used. The evaluation is a development platform that is used to test a certain part
and in this case a MCU. This comes with the advantages of being easy to use and
it can also have a dedicated MCU for debugging purposes. Due to the need for an
accurate external clock for the accuracy of the frequency calculations, the evaluation
board was modified to have a high speed oscillator. The largest downside with using
an evaluation board is that it requires cables and non-ideal connectors for the filters
and radar module. This can increase the effects of EMI which can affect the signal
integrity.

3.2.3 Active Band Pass filter

An Active band pass filter to reduce high frequency noise from IF-signals, but also to
amplify the signal to get better accuracy from the ADC. The active band pass filter
does several different things to make the signal as suitable for the ADC as possible.
Since the unfiltered signal is centred at around the 1-2 V range with a peak to peak
range of 100-200 mV. Since maximum voltage for the system is 3.3 V it would limit the
gain to less than 2 to ensure that the supply voltage is not exceeded. To circumvent
this problem the high pass part of the band pass filter was used, not to reduce low
frequency noise but instead to remove the DC component of the signal. Thereby
reducing the signal to a 100-200 mV peak to peak centred around 0 V. This signal
could then be amplified by a larger amount and still not pass above the supply voltage.
Since the DC-block puts the signal at a working point of 0 V the signal will sometimes
be at below 0 V and this cannot be supplied without a negative supply voltage. To
counteract this the working voltage of the amplifier can be set to the midpoint between
0 and 3.3 V. This causes the signal to be centred around 1.5 V with a signal peak to
peak of 1-2 V that can be read by the ADC.

There are several important factors when deciding on the operational amplifier for the
active filter. However, the most important will be the slew rate for this application,
this is the maximum rate change of the output of the operational amplifier. To not
distort the signal it is important to have a slew rate that is higher than the required
maximum change of voltage. This will depend on both the beat frequency and the
magnitude of the signal.

To test the filter design before building it was simulated in LT-Spice and the schematic
of this can be seen in Figure 3.2.

3.2.4 Low Pass Filter

The DAC of the MCU will output the voltage level in discrete voltage levels, this
causes the control signal to the VCO to look like a staircase function, as can be seen
in Figure 3.3. This decreases the linearity of the function and will lower the accuracy
of the radar. To counteract this a low pass filter can be used to smooth out the steps
of the control signal and make the discrete signal a continuous signal. This filter can
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Figure 3.2: Active Bandpass Filter Schematic.

be simulated in simulation software like L'T-Spice for the initial component tests and
then further refined by testing. The main parameters to take into consideration when
simulating the filter are the number of steps, time until the next step and the voltage
change per step.

Figure 3.3: Low pass filter Schematic.
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3.3 Design of Control Loop

The main objective with the control loop in this thesis was to control the non-linear
and temperature-dependent VCO. In the following subsections, the workflow to meet
these requirements will be described. Starting with different methods for sampling
frequency. After that, by a Simulink model for investigation design choices and after
that how the solution was implemented on the evaluation board.

3.3.1 Frequency Measurement

To be able to design a functioning solution a proper way of sampling the VCO’s output
frequency had to be decided on. Two ways of measuring frequency were therefore
investigated, direct frequency counting and reciprocal frequency counting.

The two methods are supposed to measure a frequency of roughly 3 MHz. The reason
for the frequency being 3 MHz and not 24 GHz as the radar is operating in, is because
the signal from the radar is down converted by 8192. This is done in the radar module
and the reason for it is because it is easier to measure a lower frequency of 3 MHz
instead of 24 GHz.

Direct frequency counter
It is a common way to calculate the frequency. This works by letting the MCU
increment a counter each time a rising edge is detected and then when a specified
and known amount of time has passed the frequency can be calculated as the
number of edges divided by the counting time.

Reciprocal frequency counter
Is a method where the time between two edges is used to calculate the frequency.
This has the advantage of having a resolution that is dependant on the master
clock frequency. Whereas the Direct frequency counter is dependant on the
counting time.

As the methods were investigated, it was decided to implement the reciprocal frequency
counting on the evaluation board. This, seemed the most appropriate method for
sampling the high frequency that was desired.

3.3.2 Simulink Model

When the method for sampling frequency was decided, a Simulink model was designed.
The reason for making this model was to evaluate the method for sampling the VCO’s
output frequency and to evaluate different control methods for controlling the VCO.
However, the intention with it was also to be able to determine requirements that had
to be satisfied by the hardware.
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Full Model

The Simulink model that was designed can be seen in Figure 3.4. The top part of the
figure represents the digital sampling of the VCO’s output frequency and the bottom
part represents the control method. The model was designed in two steps, first, the
control loop was designed from the reference signal to the VCO’s output, connected
with a simple feedback. After that, the method for sampling was constructed and the
two parts were put together by substituting the feedback by the sampling part. Now
a description of the two parts will follow, starting with the control part.

Edge Calculator

Frequency
Divider

]

Frequency Moving uq
Calculation Average Edge Trigger
Period Filter— — e
ot Calculation ‘ =t [ '|‘ f"u' — 1 Eﬂ
: [ Regster Time2 Regster Time1 Tier Countsr
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DAC Signal Generator RC-Filter Voltage

Reference Frequency &
Control Error

Oscillator

Controlled
:Hj( iran g

Figure 3.4: Simulink setup for the control loop.

Reference Generation & Control Error

Starting in the bottom left corner of the model, the reference frequencies were gener-
ated from a sawtooth waveform and were generated in continuous time. The reason for
the frequencies being in continuous time was because the control block that was used,
ran in continuous time. To the right of the reference waveform, there is a Matlab func-
tion block and it is used to calculate the control error. It has two inputs, the reference
frequencies and the measured frequencies. By subtracting the measured frequencies
to the references, the control error is established. The real frequencies are a sampled
representation of the output signal from the VCO and will later be described in more
detail.
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PID Controller & Offset

After the control error was calculated it was used as the input signal to the PID
control block. Initially, it was decided to use the PID control block as a control
method, because it is the simplest form of controller. The PID controller was tuned
by setting the size of three parameters, the proportional, the integrating and the
derivative amplifications. These parameters were set by trial and error and resulted in
only the proportional and the integrating part being needed. Therefore it was decided
to use a PI controller, instead of a PID controller. When the PI control signals were
calculated an offset was added to them, to counteract an offset caused by the RC-filter.

DAC Signal Generator

After the control signal is calculated, the signal is discretized to resemble how it would
appear in an MCU. This digital signal acts as an input to a DAC block. The DAC
block is used to output an analogue signal from an MCU and this block is, therefore,
a representation of that. Since the DAC was used to make the signal analogue, it will
appear as a staircase function in voltage.

RC-Filter

To counteract the staircase behaviour of the DAC block an RC-filter was used. The
filter smooths out the steps, resulting in them appearing as continuous.

Voltage Controlled Oscillator

The output of the RC-Filter acts as the input signal to the VCO block. As the voltage
is processed by the VCO, it is transformed from a voltage change into a frequency
change, which will act as a chirp. The VCO block that was used in the Simulink
model did not have the exact same characteristics as the one used in the radar module.
However, out of the two VCO’s available in Simulink, the one chosen was most similar
to the real VCO and therefore it was decided to use it in the model.

Frequency Divider

The sampling part of Figure 3.4, starts in the top right corner. A frequency divider is
used to lower the frequency of the VCO’s output by a factor. This method can be used
when working with high frequencies because it is easier to sample lower frequencies,
however it comes with the downside of decreased accuracy. In the model, it was
also used to speed up the execution time in Simulink, due to smaller numbers in the
calculations.
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Edge Calculator & Edge Trigger

To the left of the frequency divider, there are two blue boxes, called Edge Calculator
and Edge Trigger. These parts in combination are a representation of how it was
intended to sample a frequency with an MCU. Starting in the left box, there are two
capture compare blocks, which both have the down-converted signal as their inputs.
The capture compare blocks also have a trigger and an output.

How the output signal behaves depends on how the capture compare block is triggered.
The trigger signal is generated from a timer block and a count up block. The timer
generates a square wave at a predetermined frequency and the count up block generates
a spike at each positive edge.

The spikes are used as a trigger signal to the right capture compare block, resulting in
one sample of the dividers output signal. After that the output of this block is delayed
by a unit delay and used as the trigger for the left capture compare block, resulting
in another sample of the signal. When the first two values are sampled, the process
continuous for the whole chirp, resulting in a discrete representation of it.

Moving Average Filter

To calculate the frequencies accurately a moving average filter was used for both of the
capture-compare blocks outputs. A fixed value of samples were averaged, this method
was used to make the values reliable.

Period Calculation

After the values were averaged, the first edge is subtracted by the delayed one. By
doing this the period of the signal was achieved. This is also done for the whole chirp
signal, like the rest of the process.

Frequency Calculation

When the period was calculated the frequency of the chirp is calculated. This, by
taking the value divided by the period, that was previously calculated. As for the
sampled values this is repeated for the consecutive chirp. All these frequencies are
what previously were referred to as the real frequencies, which were used to calculate
the control error.

Evaluation of Model

As was mentioned at the beginning of the chapter, the idea was to use the simulation
to evaluate different methods for evaluating different control methods for linearizing
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the VCO and to determine requirements that has to be satisfied by the hardware.
However, due to multiple changes between discrete time and continuous time, the
model became slow and therefore could not be used for all of this. It gave a reasonable
estimation of the clock speed requirement of the MCU and it could be used to validate
the sampling method described above. It could also be used to determine that only
the proportional and integrating part of the PID controller was needed. Evaluating
other control methods proved difficult due to the long simulation time for the model
and the PI controlled was deemed sufficient for the project.

3.4 Implementation On Evaluation Board

After the Simulink model was evaluated, the sampling and the PI controller was im-
plemented on the evaluation board. The following sections will give a brief explanation
of how the controller was implemented and afterwards a more detailed description of
a few improvements that were made to increase the performance.

3.4.1 Full Control Loop

A simplified version of the proportional-integral control structure can be seen in Figure
3.5. The structure can be divided into different parts, as can be seen by the boxes in
the model in Figure 3.5. A description of these sections will be given below, starting
with the implementation of the control method.

1. Used during Calibration 2. Used during Chirping for the radar detection

Control
Exponential ; .
e et Sional o pop
Y 9 Values
Vector With
Error Pl Extrapolated contol
Values

Frequency

.| DAC M, RC |—+ vco

Calculation

Radar signal [Hz]

Figure 3.5: Block diagram of the code implemented on the MCU.
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Frequency Sampling & Calculation

The sampling of the VCO’s output signal was done using reciprocal counting, as was
described in Section 3.3.1. The method, as was described earlier is often used to sample
high frequency signals and the implementation of it on the MCU resulted in accurate
frequency measurements. As the VCO’s output signal is a chirp, multiple control
signals had to be calculated to create the chirp. The number of reference frequencies
was decided based on the number of control signals needed to generate a full chirp.

The reciprocal counting was implemented in the following way. First, a timer with the
help of a callback function is used to count 1000 rising edges. As the 1000th rising edge
is counted, the timestamp is saved. The timestamp is subtracted by the previously
saved timestamp, which the first time is zero. By subtracting the timestamps the
period of the signal is calculated. Subsequently, the frequency is calculated by dividing
the amount of samples by the clock frequency, divided by the period, see Equation 3.1.
The clock frequency value is compensated by the prescaler of the input capture. As
one frequency is calculated the timestamp is saved as ”previously saved timestamp”
and the process is repeated for the whole chirp.

Samples
ClockFrequency (3 1)

Timestamp2 — Timestampl

Frequency =

Frequency Divider

As mentioned in the system layout section the output signal from the VCO is divided
by 8192. The result of this is that the frequencies that have to be sampled are around
3 MHz and not 24 GHz, as is the operation frequency for the radar module.

Reference Frequency

To be able to calculate the control error and subsequently the control signals, the same
amount of control references as sampled frequencies had to be generated. Therefore a
number of frequency references had to be generated. The reference frequencies were
made to create even steps between 24.05 GHz and 24.25 GHz, as this was the ISM
Band used for the radar. Since the signal measured is divided by 8192 the reference
frequencies were also divided by this amount.

Control Error

The control errors were calculated by subtracting the sampled frequencies to the ref-
erence frequencies.
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PI Controller

The PI controller was designed by first calculating the control values using the control
error. When the control values were calculated they were added together to generate a
control signal. To speed up the control loop, an offset was added to the control signal.
This, since it makes the control signal start off faster. After that, the control signal
was saturation checked to ensure that the control signal did not exceed the maximum
allowed voltage of the radar module and afterward saved in a vector that is later used
to generate the chirp. This process then is repeated for all control errors.

The derivative part was not used in the implemented controller. The main reason for
this was that the derivative part slows down the increase of the control signal, as it
is close to the set-point. The result of this is no overshoot if properly tuned, however
with the downside of the controller being slower. It was observed that the control
action was faster with some oscillations on each set-point. The same was observed
with the simulated model as mentioned before.

It was decided to implement a PI controller in the control loop. The reason for not
implementing a more advanced controller as the linear quadratic regulator (LQR), was
mainly based on the results from the simulated model. It suggested that a PI controller
would be a sufficient control method and as the implemented Simulink model was too
slow to implement any other control method, it was not investigated further. It was
however discussed if it would be beneficial to implement an LQR, but decided that it
would be to complex to do it for this solution. It would require a lot more modelling
and was therefore concluded too time consuming, as it could not be confirmed to be
a better solution than the PI controller beforehand.

Calibration

The process of continuously sample multiple frequencies and calculating control signals
was deemed to be too slow. Therefore it was decided not to calibrate the control signals
continuously but instead calibrate at decided times. By doing a calibration of the
control values before starting the chirping both the non linearity and the temperature
dependency could be counteracted. It comes with the problem of a downtime caused
by the need to turn of the radar during the calibrating, compared to PLL which is
a system that continuously calibrates with the phase lock and therefore avoids this
problem. Therefore the calibration needs to be quick to minimise this downtime. There
have to be systems in place to determine when to calibrate as well. The two main
causes to calibrate were determined to be due to general frequency drift caused by the
instability of the system and changes in temperature. This meant that the calibrations
should be done after a set amount of time or a temperature change. The time required
for the calibration has several dependencies - how the code is implemented and how
many control values have to be calibrated.
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DAC Output & RC-Filter

The control signals are sent from the MCU on the DAC’s output. As its output is
digital it generates a staircase function, rather than a linear function. To be able to
smooth out the steps a low pass RC-filter was used. This concept worked in the same
manner as in the Simulink model.

DMA

To achieve a speed measurement of the radar target with a high resolution it was
important to generate a chirp rapidly. This was done using Direct Memory Access
(DMA), which is a peripheral that is available for some types of MCU’s. This is a way
to transfer data over the data bus without the use of a CPU command, this lowers
the number of instructions the CPU has to execute. It is done by setting a point in
the memory for the DMA to use and connecting it to another peripheral. Two of the
peripherals that can be used with DMA are DAC and ADC. Then the CPU only has
to trigger the start of the peripheral with some type of trigger.

Exponential Average

To be able to generate stable control signals it was required to make reliable control
errors. Therefore averaging methods were implemented for calculating the control er-
ror. Two types of averaging methods were evaluated, exponential average and moving
average, both of these methods only take into account the most recent values. Moving
average saves the values in a first in last out (FILO) vector and calculates the average
of the currently saved values in the vector. Exponential averaging adds a percentage
of the current error to a percentage of the current average error. Since the average
error has to be continuously calculated during the calibration of the radar, the aver-
aging methods calculation time will affect the calibration time in a significant way:.
The moving average has the large downside of using division which is computationally
slow for an MCU. After both of them were evaluated the exponential average filter
was chosen, as it performed better.
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Polyfit

The calibration time of the radar is heavily dependant on how many control points
that the PI controller has to compute. However, a lower amount of reference points will
decrease the linear behaviour of the controller due to the larger voltage steps between
each control signal. To still have the same amount of control signals but a lower
amount of reference points, a quadratic polyfit function was used. The polyfit function
is used to extrapolate the calculated control signals to have smaller voltage steps. This
decreases the calibration speed while still maintaining a high degree of linearity. As
the polyfit function was implemented to the code the sampled real frequencies and the
reference frequencies could be reduced by five times. The control signals could still be
extrapolated to the same amount of steps as before and therefore the same resolution
was achieved, but the computing time could be decreased.

The polyfit function that was used was based on the work from [33] but it had to be
modified to work in the system.
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4 Results and Analysis

In this section of the report, the results from the different tests are presented and
they are all discussed. In Chapter 4.1 the final setup is presented and in Chapter 4.2
results and a discussion regarding the simulations is given. After that, the results from
the implementation of the control loop are presented and discussed in Chapter 4.3.
Finally, in Chapters 4.4 and 4.5 the results from the tests with the I and Q signals are
given and improvements are suggested.

4.1 Final setup

For the created prototype a STM32F410RB Evaluation board was used[34]. This
model of the F4 Line of MCUs had good specifications for a relatively low price and
was deemed a good choice for the project. With a 100MHz internal clock speed, it
could provide a good sample rate for the feedback signal and have a high calculation
speed. It also had an Internal ADC and DAC which was required. The Evaluation
board was fitted with a protoboard with the Radar module, RC filter, and the Active
band-pass filter. The final prototype is seen in figure 4.1

Figure 4.1: The full implementation of the system layout, including the evaluation board,
the active bandpass filter, the radar module and the RC-filter.
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4.2 Simulation Results

In the following chapter, the results from the Simulink model will be described. After-
wards the results will be discussed and conclusions made from them will be presented.
Below is a list of parameters for the model.

Chirp range: 24.05-24.25 GHz

The Simulation time for the model is 100 microseconds

Moving average filter: Number of values 3

PI parameters: K, =5-107% & K; = 1072

4.2.1 PI Controller

In figure 4.2 the error signal from the Simulink model is displayed. As the measured
signal is zero when the simulation is started, the control error becomes large in the
beginning of the of it. After 10-107% seconds the measured signal is stabilised and the
error therefore to stabilise around zero.

Figure 4.2: The control error from the Simulink model. On the x-axis is time in seconds
and on the y-axis is amplitude.
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The output signal from the DAC-block and the output signal from the RC-filter are
shown in Figure 4.3. The blue line in the figure is the DAC-blocks output signal
and the yellow is the RC-filters output. The DAC’s output signal is the analogue
representation of the control signal. As displayed in the figure the blue signal has an
amplitude peak at the beginning of the simulation and that is a result of the RC-filter.
The same effect is shown on the yellow line as the slow increase.

Figure 4.3: The DAC signal before and after the RC-Filter. The blue line is before the
RC-Filter and the yellow line is after. On the x-axis is time in seconds and on
the y-axis is amplitude.
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The chirp, the output of the VCO is shown in Figure 4.4. The chirp ranges from
2.935 MHz to 2.960 MHz which corresponds to 24.05 GHz to 24.25 GHz. The figure
is zoomed in for visibility.

Ready Sample based T=0.0001

Figure 4.4: Zoomed in chirp from the Simulink model, to illustrate how the chirp looks.
On the x-axis is time in seconds and on the y-axis is amplitude.

The generation of the chirp is accurate and ranges between the correct frequencies.
It takes approximately 10 microseconds to reach the set-point but that is expected
since no controller is instantaneous. The simulation however could not be run for
200 microseconds due to lag in the model. The lag also resulted in the PI controller
being the only control method investigated. However, it could be concluded that the
proportional and integrating part were the only two necessary to control the VCO.
Unfortunately, the parameter values of K, & K; could not be used in the real model.
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4.2.2 Frequency Sampling

The reference frequency and the sampled frequency can be seen in figure 4.5. The
yellow line is the frequency reference and the blue is the sampled signal. The sampled
signal uses a moving average filter and the best results were given from using 3 samples.

Figure 4.5: The reference frequency can be seen as the yellow line and the sampled
frequency as the blue. On the x-axis is time in seconds and on the y-axis is
amplitude.

The sampling was largely affected by the moving average filter, used in the model.
When the moving average was set to 3 values the frequencies were calculated accur-
ately. The number could however not be used in the real model. Also, this part of
the model was highly affected by the lag and the model therefore had to be run slower
than intended. Resulting in different parameters not being as useful as they could
have been.

Overall, the Simulink model was not as useful as expected for analysing sampling and
determining control method. This, mostly due to lag in the simulation which resulted
in it taking more time to develop the model. It was possible to determine that a PI
controller would be a suitable control method and it gave a indication regarding the
sampling method. If this stage of the thesis would be made again, it probably would be
better to do it in Python, since Python has a lot of different libraries and is commonly
used for different types of simulations.
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4.2.3 Filter Simulations

Both of the simulated filter plots for the active band-pass filter and the RC filter can
be seen in Figures 4.6 and 4.7. The values for the input signal for each filter had to
be estimated based on datasheets and test data. This gave a good starting point for
the filters.

As can be seen in the Figure 4.7 the RC filter will cause a small offset to the control
signal, this offset can be reduced by adding some value to the control vector. However,
to know how much this value show it has to be set manually at the moment. It can
also be overcome by simply not sending the last values in the chirp, this would however
decrease the bandwidth. No theoretical way of determining the RC filter parameters
was found, except to simulate and to test until a good set of components were found.

The inversion of the signal caused by the active band-pass filter can be seen in Figure
4.6. No other filter design could be found that had the same functions with no inversion
and the signal can be inverted digitally if required.

Both of the filters worked as intended, some additional fine-tuning for the RC-filter
had to be done to get a smoother slope. With correct filter theory and additional
testing the linearity could be increased more.

Figure 4.6: Active bandpass simulation. The blue signal is the original and the green is
the amplified and filtered signal.
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Figure 4.7: RC-filter Simulation. The blue staircase function is without the RC-filter and
the green with the RC-filter.

4.3 Evaluation of Control Loop

In this section, the tests done on the implemented system are presented. These tests
were done to be able to evaluate the viability of the created system and to ensure that
it worked as intended. Before the tests are presented a brief discussion regarding the
control parameters is given.

4.3.1 Control Parameters

The PI controller was implemented with the following parameters:

e K, =0.001
o K;=0.011
o Of fset = 1928

As the controller has a low proportional gain, it results in slow control action. How-
ever due to the high integrating factor, this was compensated for. The result of the
integrating factor is a control signal that increases fast as the control error is large and
a control signal that is small when the control error is close to the set-point. The result
of this is less overshoot and oscillations. Since the controller has multiple set-points
this is the behaviour desired to achieve.

To speed up the controller further an offset was added to the control signal. The
consequence of this is that the first control signal does not start from zero but instead
has a start value which will start the output at a closer value to the reference value
and therefore operate faster.
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4.3.2 Frequency Measurement

An important part for the controller is the accuracy of the feedback signal. Two
tests were done to verify that the frequency measurement worked as intended with the
controller.

First, the DAC was set to a constant value while continuously measuring the frequency
with both the MCU and the oscilloscope. The MCU measured the frequency to about
2.935628 MHz 4+ 10 Hz and the oscilloscope measured an average of 2.935620 MHz
with a standard deviation of 50 Hz which can be seen in Figure 4.8.
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Figure 4.8: Frequency measurement - Static control value.

To test the stability of the PI controller and to see how closely it can match the
reference value and the real frequency a test was set up with a constant reference value
and then letting the PI control the DAC. With a reference value of 2.935791 MHz the
MCU measured 2.935769 MHz + 30 Hz and the oscilloscope measured 2.935754 MHz
standard deviation of 568 Hz, which can be seen in figure 4.9 The control signal is
almost directly dominated by the I part of the controller and the P part goes close to
0, the I part will then sit at a quite stable level often shifting one bit.

The conclusion that can be drawn from these tests is that the frequency measurement
of the MCU is down to a level of accuracy where the accuracy of the external clock
will start to affect the measurements. The PI controller is limited to the accuracy of
the DAC and as it is a 12 bit DAC the voltage change is 0.8 mV per step. With the
stated change in frequency of 700 MHz/V from the datasheet of the radar module,
this would correspond to a change in frequency of 68.8 Hz per Digital DAC step for
the DIV out signal of the radar module.

The lowest change corresponds well to the measured values of the MCU as the change
of the control signal changed by at most one digital bit, but the reason for the high
standard deviation of the oscilloscope is unclear.
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Figure 4.9: Frequency measurement - PI with static Reference value.

Due to the highly sensitive VCO the effect of ripple from the other components of the
evaluation board will have a significant effect on the radar output. Therefore the PCB
designed will have to be done in a way to minimise the DAC ripple. Ripple on the
DAC signal could be the cause of the high standard deviation of the oscilloscope. To
get better accuracy of the PI controller a higher resolution DAC could be used, for a
14 bit DAC with 3.3 V supply the voltage step size will be 200 V. But to get any
real use of this high resolution the design would have to have low ripple levels.

4.3.3 Calibration Time

The calibration time for 40 measured frequencies that are extrapolated to 200 control
signals, and are used by the DAC to generate the chirp takes around 3.3 s. A PLL
system can calibrate continuously between chirps or frames and this would not work
with the digital control method used with the current hardware. A movement sensor
radar in a security application could however get by with having delays in the lower
millisecond range. With better hardware, a system of part calibrations could be used.
The radar could be active for a low amount of frames, then do a small part of the
calibration and then repeating the process until the full span is calibrated. By doing
this over the whole control vector range, the radar would continuously update the
control signals whilst minimising downtime.

The main reason for needing a re-calibration of the VCO is a temperature change. To
reduce quick temperature changes, the VCO should be placed in some way so it is as
protected from the elements as it can.

A simple way of increasing the calibration speed could be to use fixed point arithmetic,
as computers are famously slow when doing floating point calculations. A fixed point
method could improve computation speed, it does however decrease accuracy to some
extent but it could be a good trade off.
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The method that determines if the control value is correct uses an average error cal-
ibration in each PI update. This requires extra computation for each loop and affects
the calibration time. A method that could increase the calibration speed would be to
not base the correct control value on the error estimation and instead only use a set
amount of time or only let the PI do a certain amount of calibration loops for each
control value. By doing less computation in each loop the calibration speed could be
lowered, but with the downside of losing the safety of the average error estimation.

4.3.4 Chirp Test

To evaluate the behaviour of the VCO of the Radar module, a benchmark for the non
linearity was created. To do this, a program of a spectrum analyser that is specifically
made for radar chirps was used. This program had several functions but the most
important for the project was to be able to evaluate the slope error of the chirp.

A waveform generator was used to control the radar module and a horn antenna was
connected to the spectrum analyser. The generator was set to output a sawtooth
waveform with the minimum voltage and maximum voltage that correlated to an
output of 24.05 GHz - 24.25 GHz and the resulting chirp of this can be seen in figure
4.10.

The program will estimate the perfect chirp depending on the measured chirp time
and frequency change and it then compares this estimated ”perfect” chirp to the
measured chirp to get the slope error. The resulting plots of the estimated chirp
and the calculated error can be seen in Figure 4.11 and 4.13. Because the waveform
generator will output a linear voltage change with no adjustment to the non-linearity
of the VCO the resulting chirp will be non-linear. This benchmark can then be used
to evaluate the PI controlled chirp.
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Figure 4.10: The measured chirp made from the waveform generator.
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Figure 4.11: The estimated chirp, made in the spectrum analysers software.
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Figure 4.12: The slope error - Difference between the measured and the estimated chirp.

To evaluate the slope deviation the radar setup was tested with the same setup as for
the benchmark and with the help of the results from the test, the RC filter could be
optimised further to reduce the slope deviation. The chirp time was also lowered as
much as the hardware could handle to increase the radar resolution.
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The effect of the PI controller on the chirp linearity can be clearly seen in Figure 4.13,
comparing the result and the benchmark it can be seen that the slope error of the
PI controlled chirp is around 1/6 of the benchmark. The error in range measurement
due to the non linearity in the benchmark can be calculated to 0.5 meters and the PI
controlled system has an error of about 0.1 meters due to the remaining non linearity.
This shows the method indeed does work to reduce the error caused by the non linearity
of the VCO. The combined effect of the error in beat frequency, range resolution, and
ADC sample rate of the beat frequency is too complicated for the scope of this master
thesis.

[P0 ]\ - =t o D EE R F M- |50 % |0 % | Color Normal
C: Chl FM Ref Time  D: Chl FM Error Time ~ v E Chl FM Slope Meas Time  F: Chl FMCW Region Table B: Ch1 FM B
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Figure 4.13: The slope error of the Calibrated chirp

Calculating the effect of the non-linearity gives an inaccuracy of about 0.5m due to
the change in slope which affects the range calculation. Since the slope error is about
a sixth of the benchmark on the PI controlled system, the remaining error of the slope
inaccuracy will be about 0.1m.

4.3.5 Temperature Tests

To test that the calibration method can handle extreme temperatures tests were done
in a climate chamber at Axis. The climate chamber can simulate temperatures in a
large temperature range. The main thing to verify with this test was that even in the
extreme temperatures the radar chirp frequency never left the allocated bandwidth.
With the minimum and maximum measurement of an oscilloscope the frequency range
could be determined. The calibration was done several times for each temperature set
point to ensure that the results were consistent.

The three figures, 4.14, 4.15 and4.16, show that the minimum and maximum frequency
of the measured frequency signal are close to the allowed frequency range. Some
additional fine-tuning would have to be done to ensure that the chirp frequency stays
inside of the allowed bandwidth.
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Figure 4.15: Bandwidth Test for 20C

Several calibrations were done at the same temperature and some select control values
can be seen in Table 4.2, 4.3, and 4.4. This shows that while there is a small difference
between each calibration, the value this amounts to could be due to the temperature
not being completely stable. Another thing to note is that the Slope Error test could
not be performed in a climate controlled environment due to a lack of test equipment.
A strong reason for the slope error to not be as good for -20 and 40 degrees is that
the total change in voltage for the chirp is different by about 15%. This will affect the
voltage change between each step, which could affect the system.
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Figure 4.16: Bandwidth Test for 40C

Table 4.1: Bandwidth Test for Different Temperatures.

Minimum frequency Maximum frequency
Limits from ISM Band 2.9357Mhz 2.9602Mhz
-20°C 2.9341MHz 2.9602Mhz
23°C 2.9341Mhz 2.9602MHz
40°C 2.9342MHz 2.906MHz

4.4 1Q signals & ADC

To ensure the functionality of the radar with this control method some tests where
done on the IQ signals. These signals are the ones that will contain the beat frequency.
The sampling and stability of these signals are therefore important.

4.4.1 DAC

The RC filter and the change in voltage for each step of the DAC are two things
that are closely connected due to how the capacitor gets charged. Several different
step sizes were tested for the DAC, but with each step size the RC filter has to be
recalibrated which takes a lot of time. A low amount of steps allows for a quicker chirp,
but there are several drawbacks in using a low amount of steps. The most obvious
is that the non-linearity is harder to control. The relatively long time between steps
required a large capacitance to linearity the digital steps. This capacitance can cause
problems when sending several consecutive chirps. A larger capacitor takes longer time
to discharge and the radar can not start the next chirp until the voltage is down to
idle level before starting the next chirp if the full bandwidth is to be used. Therefore
the step size was set to as small as possible while still having a high enough maximum
velocity required for the application.
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Table 4.2: Control Values for -20° C.

‘ Calibration 1 Calibration 2 Calibration 3
Control Value [0] 1317 1319 1322
Control Value 1494 1495 1499
[100]
Control Value 1675 1678 1680
[200]
Total Change 358 359 358

Table 4.3: Control Values for 23° C.

‘ Calibration 1 Calibration 2 Calibration 3
Control Value [0] 1681 1682 1683
Control Value 1877 1877 1879
[100]
Control Value 2079 2079 2079
[200]
Total Change 398 397 396
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Figure 4.17: Chirp with RC filter on the top plot with IQ signals on the Bottom.

Amplification of IQ signals

The raw 1Q signal had a max voltage range of about 100 mV from its lowest to its
highest level. With the 12 bit ADC with a supply voltage of 3.3 V it would result
in step sizes of 3.3/22 volts. This, in turn gives the raw signal a digital span of 124
digital steps. The 100 mV change over 80 ADC measurements is noticeable, however,
as can be seen in Figure 4.21 the data is too noisy to get any real results. With the
active band-pass filter with a gain of 20, a lower bound of 100 Hz and an upper limit
of 100 kHz, the ADC measurement was significantly improved while still retaining the
important information of the signal. This can be seen in Figure 4.20. Both of these
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Table 4.4: Control Values for 40° C.

‘ Calibration 1 Calibration 2 Calibration 3
Control Value [0] 1840 1842 1839
Control Value 2045 2047 2045
[100]
Control Value 2255 2258 2256
[200]
Total Change 415 416 417

Figure 4.18: Chirp with no RC filter on the top plot with IQ signals on the Bottom.

pictures show the ADC data extracted from the MCU. Since the gain is set to 20 the

resulting signal has a peak to peak of around 2 volts which equates to digital span of
around 2400.

As can be seen in Figure 4.19 which shows both the I and Q signals with the amplified
signal and the raw signal overlaid, the amplified signal follows the raw signal closely
with little distortion due to the operational amplifier. There is however some distortion
at the end of the chirps, this shows that the amplifier can handle the current rate of
change but it has to be evaluated more closely to ensure the correct function.
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Figure 4.19: IF-signal with both the amplified and raw signal. Top I and Bottom Q.
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Figure 4.20: ADC data from amplified signal.
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Figure 4.21: ADC data from raw signal.

Stability of IQ signals

To ensure stability of both of the IQ signals the oscilloscope was set to continuously
save the plots and overlay them on the grid as can be seen in Figure 4.22. When there
is no movement around the radar it can be seen that there are no sudden irregularities
caused by the hardware or the code that could trigger a false positive.
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Figure 4.22: Persistence test of radar.

4.4.2 Range Measurement

A range measurement test against a wall was performed to evaluate the beat frequency,
with an oscilloscope, pictures of the waveform could be taken at a distance of 3, 5, 7
and 10 meters. The data of the pictures were then analysed in two ways to calculate
the range to the target wall. Firstly by measuring the time between two peaks of
the image to get the beat frequency and then applying the range formula. With the
pictures from the oscilloscope the data points were saved, this data could then be
analysed with Octave. Octave which is a high level programming language that is
commonly used for mathematical computations, has functions for doing Fast Fourier
Transforms. A FFT plot was created of the beat frequency and the peaks of the plot
could then be used to extract range information.

During the range measurement test, a clear change in beat frequency can be seen in
Figure 4.23, 4.24, 4.25 and 4.26, depending on the range to the wall. But when trying
to detect a human that walks past the radar the signal strength was too low to see
directly on the oscilloscope. Using Range FFT over several chirps could in theory
improve the signal strength and perhaps detect a target better. 10 meter range is
stated in the datasheet so this could be possible.
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Figure 4.24: IF signal test 5 Meters
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Figure 4.25: IF signal test 7 Meters
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Figure 4.26: IF signal test 10 Meters

Figure 4.27: ADC data for I signal of 5 meter for comparison

o4

2500

2000 —

1500

1000

0017
FicoTechnology www.picotech.com

0,117

0217

0317

0417

0517



4.4.3 FFT test

Some basic FFT tests with Octave were done on the data collected from the ADC
conversion of the range measurements and the plots of these tests can be seen in
Figure 4.28, 4.29, 4.30, and 4.31. The peak in the plots that correlates to the beat
frequency can be seen, but it is not particularly clear if the correct beat frequency is
known. The effects of the cross talk can also be seen clearly in the low frequencies.
These plots show the necessity of using FFT over several chirps as was described in
the theory part of the thesis.
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Figure 4.28: FFT of I signal 3 meter
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Figure 4.29: FFT of I signal 5 meter
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Figure 4.30: FFT of I signal 7 meter
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Figure 4.31: FFT of I signal 10 meter
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4.5 Improvements and Further Development

In this chapter possible improvements for the current solution will be presented. The
improvements mainly have to do with the hardware and IF signal analysis.

The ADC of the STMF401RB only has one channel, this causes a delay of one ADC
sampling between each conversion when sampling two different channels. This is not
ideal when using two antennas to acquire angle data of the target. If both I and Q
data is wanted for two antennas there would have to be 4 ADC channels to ensure
that all of the measurements are done in sync.

A radar with only one RX antenna and 1QQ modulation, as the SMR-334 has, can only
measure movement, velocity, and the direction of the target. But it cannot measure
the angle of arrival to the target. Depending on the use case of the radar this could
be an important data point. In theory the resolution of two RX is still quite low, but
each channel that has to be sampled requires an additional ADC channel to be able
to have good accuracy.

Innosent, the creator of the radar module also has explanations of another way to
measure velocity of a target. Instead of measuring the phase shift between the chirps
the Doppler frequency change can be measured. For a final product, both of these
methods should be evaluated, so that the best method can be used.
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5 Conclusion

This thesis has shown the performance of a mid range MCU being used as a PI
controller for a VCO and how it can be used to reduce the inherent problems with the
VCO’s non-linearity and temperature dependency.

The system works as intended and it limits the VCO non-linearity to a large degree, it
has also been shown to be able to contain the frequency modulated signal close to the
allowed bandwidth and by setting a slightly larger error margin it can be contained
completely within the allowed bandwidth.

The hardware chosen for the project had to be pushed to the edge of what it was
capable both to measure frequency and to calibrate the control signal. To use this
type of system in a product a slightly better MCU with higher clock frequency could
improve both the control loop and the signal analysis. Further development with an
MCU with a larger memory but the same system layout should be able to work as a
movement sensor for security applications. The main problem with the system is the
extra calibration time that comes with the use of a PI controller instead of PLL, this
problem could however be reduced to a level where the downtime associated with the
calibration can be lowered to the point where it is no longer a large issue.

As MCUs get faster and cheaper this control method may be viable for a retail product,
but things like lowered calibration time and the need of several ADC channels to sample
several receiving channels have to be implemented for a good final product.
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A Appendix

Some closer pictures of the prototype

Figure A.1: Active band pass filter
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