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Chapter 1

Introduction

This is a master thesis in mathematical statistics department at Lund University,
Sweden.

This is survey of different authors methods for forward start options in the
Black - Scholes and the Heston model. To get to the forward start options, I
first need to introduce some concepts. In chapter two, I give a description of
Brownian motion, and the Black - Scholes dynamics, that is the starting point
for almost all option pricing models, even though that model has flaws, it is still
widely used as a benchmark to other models, also when we are talking about
implied volatility, it is to avoid confusion, the Black - Scholes implied volatility
that is used. There are three concepts that is being used many times in financial
statistics, the change of measure, e.g. Girsanov theorem, Radon - Nikodym den-
sity processes, the risk - neutral valuation formula and Feynman-Kac theorem,
that provides a link between the stochastic process and the partial differential
equation. In chapter three, I look at the diffusion equation, also known as the
heat equation. The volatility, the spread of the displacement, is modeled as
Einstein modeled the spread of particles in a fluid. I start with the historical
expose, to come to the forward and backward Kolmogorov equation. The dif-
fusion equation gives, for me, an understanding of the volatility. In chapter
four, I present the idea of local volatility, I am using Bruno Dupire’s presenta-
tion and follow closely to his article, and I use the Fokker-Plank equation, i.e.
the forward Kolmogorov equation. Many modern presentation of Dupire’s lo-
cal volatility uses the backward Kolmogorov, I choosed not to, as the backward
Kolmogorov involves the concept of local time, which is beyond the scope of this
master thesis. In chapter 5, I enter the huge topic of Fourier transform, since
the late 1990:s the theory of Fourier transformation, that rest on the fact, the
in probability, the characteristic function is the same as Fourier transformation,
and by using the inversion theorem you recover the (transitional) density. A
major breakthrough was the work by (Duffie, Pan, & Singleton, 1999). When
he showed that affine jump diffusion. If the state-space (the asset price and
the variance are linear) in the parameters, you can move to the well established
theory of coupled Riccati equations. I only give a brief discussion of that area.



In chapter 6 I discuss the Heston model, it is a model that tries to better ex-
plain the non-flat volatility surface. I also derive the characteristic function for
it. You can also use the martingale method to prove the Heston model, that
was not used by Heston in his derivation. I chose not to include it. There is
a good point to go into the log scale of the asset price, because it will make
variance affine in the state space. In the last chapter I look at the forward start
contracts, under the Black - Scholes and the Heston model. For the Heston
model, I write down three different ”ansatz” to the problem. I only look at the
variance and (log) of the asset price, there are extensions that include random
grant time and random interest rate. I choose not to include them in the article.

This would not have been possible without the help, support, and trust of
my supervisor Magnus Wiktorsson, Lund University.

Helsinggr, Denmark 23rd of August 2021



Chapter 2

Geometric Brownian
Motion

2.1 Derivatives, Options

I follow the definition of (Bjork, 2009)

Definition 2.1.1 (European Call option). A European call option on the
amount of X US dollars, with strike price K SEK/$ and exercise date T,
is a contract written at ¢ = 0, with the following properties

e The holder of the contract has, exactly at time ¢ = T', the right to buy X
US dollars at the price K SEK/$

e The holder of the option has no obligation to buy the dollars

This contract is called an option, because it gives the holder of the contract
the option, but not the obligation of buying some underlying asset. The prefix
European, means that the option can only be exercised at maturity, the exercise
date T. There are other types of options that can be exercised at times prior
to maturity, 7. Option is a derivative asset, in the sense that it is defined in
terms of the underlying asset. An option always has a non-negative price when
the contract is entered. The price is determined on the existing option market.
The value of the option (at T'), depends on the future level of the exchange rate,
that is, it is stochastic.

2.2 Geometric Brownian motion

Let us consider the population of a country, assume that it grows with a constant
rate r, where the unit of time, ¢, is 1 year. So we have a deterministic model,
starting at X



and to get the population after the end of ¢ years
Xo(1+7) =X, (2.2)

Here, x,t are discrete variables, but we will turn them into continuous variables.

Let us consider the number of bacteria, a more dense number, thus making
the step to continuous variables more easy. In the previous example we had
one compounding per ¢, (per year), let us here assume that we have f periods,
(compounding) per year (unit time), let the rate r be the same as in the previous
example. In each compounding period, the numbers of bacteria, grows with ?,
for t years, there will be ft periods. We get the following

r It
X; = X (1 + f) (2.3)

and let the number of compounding period grow, per unit time, that was (year),
we get

ft
. r

and the above equation, (2.4) is one the definitions of e, using this fact and law
of composition of limit we end up with:

X, = Xo (€)' = Xoe' (2.5)

We will interpret the variables as continuous, going back to the population (2.2),
and to see what happens to the population in small time step h, we get

Xipon = Xopemth (2.6)
so the change in the population, over an infinitesimal change in time

Xt+h - Xt — lim XOeT(Hh) - X()Ert

li 2.
S0 h h—0 h 27)
This is nothing than the definition of derivative
dXt . erh — rt
A Xoe (2:8)
The Taylor expansion of Euler’s constant e, close to zero is
2
e$:1+x+§+... (2.9)
applying (2.9), the Taylor series expansion to (2.8) we get
(rh)®
ax, (1+7°h+ Pl ) -1,



dividing through by h, and canceling the 1 in the denominator we get

dX . r2h
dtt _ ,llli% <r+ ( S ) + .. > Xoe™ = rXoe™ = rX, (2.11)
This differential equation could also have been solved using the integrating fac-
tor, or the separation of variables. This differential equation can be used to
model many objects,

for example the growth of the bank account. Here we assume that r in (2.12) is
constant, I will in later chapters, look at the example where r; is deterministic
function of time.

dXt = Xt(rt dt+th) (213)

When you deposit the money at the bank, you know the interest rate, at the
beginning of each period, (risk-free rate), the rate will vary over time, this
is a case for the time dependent deterministic interest rate, r;. Assume that
you invest money in a stock, by buying share of the company, than you would
expect to earn a return, but this return will be random, since it depends on the
future price of the stock, that gives the additional dR; the random component.
This random component will be a stochastic process. There are many random
process, but in the Geometric Brownian Motion we assume the following model

dXt = Xt(T’t dt + th) (214)

The increment of a standard Brownian Motion over an interval are normally
distributed, with mean equal to 0, and variance equal to the length of interval,
t. If you scale the Brownian motion by multiplying it with o, the volatility.

dXt :Xt(’f't dt+0tth) (215)

This (2.15) allows you to build and model many as stochastic process, the
deterministic r; allows you to control the mean of the process, and remember
the expectation of the integral of a stochastic process with respect to a standard
Brownian Motion, is zero, for a fixed time horizon. In the simple model, we
assume that r, o are constant, the process can be written as

dXt = TXt dt + O'Xtth (216)
For the deterministic model, dX; = r X; dt, we have

for the stochastic model dX; = rX; dt + 0 X; dW;, we can write it in integral
form, and noting that expectation of a stochastic integral is zero.

t
EX, = EX +/ EX, d
' o ), e (2.18)

=EXp = Xpe'"



and for the second moment we get

t
E[X,)° = EX? + / (2r + 0®)EX2 ds
0

(2.19)
E [Xt]Z _ Xge(2r+02)t
and the variance becomes
Var [X,] = Xge* (e"zt - 1) (2.20)

In the process with a random process, the infinitesimal change is not deter-
ministic anymore, thus they have a probability distribution and variance refers
to the infinitesimal changes, and not the process itself. This variance is the
probability weighted average of the displacement squared, but the quadratic
variation of the process, this is like the limiting sum of the squares of displace-
ment, when the interval is divided into large number of sub intervals, is also
equal to, for the standard Brownian increments, it follows that

dW}? = dt (2.21)

where dt is supposed to be very small, thus dt?, dt-dW; ~ 0.

2.2.1 Solve the SDE

When trying to solve a differential equation, one usually try to solve an easier
variant of the differential equation, and then hope that the this solution also will
be possible for the more general form of differential equation. In our example,
we start by trying to solve (2.12), so we have

dx = radt (2.22)

collect the x:s and the t on each side of the equation (this technique is called
the separation of variables) , and in the next step, we integrate and take the
exponent on each side.

df = rdt & dlog(r) = rdt < x = xee"" (2.23)

This gives us a hint that log(x) also should solve the stochastic differential
equation, but in the stochastic world, the chain rule, Ito’s lemma, is different
from the deterministic world.

16%1
BlogXtht_’_i@ og Xy

dlog X; = g 082t
8T THX, 27 X2

dX? (2.24)

putting the first and second derivative of log X it becomes

1 11
legXt = 7dXt

— Z—dX? 2.25
X, 2x2 7t (2.25)



insert dX; and dX?, and remember box-algebra

1 11
dlog X; = X (rX; + o X dW;) — §F0’2Xt2dt (2.26)
t

combine the dt terms, and note that the X; cancels.
1,
dlog Xy = (r— P dt + ocdW; (2.27)

integrate and assume that we are interested in the solution a time T

T T 1 T
/ dlog X; = / (r - 02) dt —|—/ odW, (2.28)
0 0 2 0

on the left hand side, the differential and the integral cancels, and taking the
constant out of the integrals on the right hand side gives us.

1 T T
log X7 — log Xo = <r— 202)/ dt+0/ dWy (2.29)
0 0

this can be written as

Xr\ 1,
log (Xo) = (r 59 )T+0WT (2.30)

take the exponent on both side, and noting that Wy = 0, it is in the definition
of Brownian motion. L
X = Xoelr=30%)T+eWr (2.31)

it can also be written as
Xr = Xoe'°® Xut(r=30%)T+oWr (2.32)

This makes the probabilistic interpretation easier, as X is the exponential of
normal random variable. If Y ~ N(u,0?) then the exponential of X = ¥ ~
LN(p1,0?) in (2.32), the term in the exponent is normal, and hence Xr is log-
normal distributed. The exponent is normally distributed with mean equal to
the deterministic part and variance equal the square of the coefficients of the
Brownian times the length of the interval

1 1
Yr =log X; + <r - 202> T+ocWpr~N [log Xo+ (r— 502)T, 0‘2T:| (2.33)

and in our case

1
Xr~LN [1og Xo+ (r— 5a2)T, J2T} (2.34)

We can now generate a sample from the log-normal distribution. We know
that Wy ~ NJ[0,T], it can be represented as standard normal distribution, Z,



Z ~ N[0,1] as Wr = VT Z, so we can write (2.32) as, for an arbitrary starting
point ¢
XT _ Xte("'*%oj)(T*t)“rU\/T*tZ (235)

and let At be the size of the time step

1 1
Xypn = Xpelr—20%)AttoVALZ 1 {log X + (r —~ 2a2> At,a—%t] (2.36)

2.3 Black Scholes’ dynamics

I will derive the dynamics for the Black Scholes stock dynamics, under the risk
neutral and the stock measure. In the Black Scholes model the stocks are given
by the geometric Brownian motion, which has the following dynamics, where
the drift (dt) and the diffusion (dW;) terms are proportional to the value of the
process.

dSt = ,LLStdt + O'Stth (237)

and the bank account is assumed to be deterministic. Note that the bank
account only has a drift and no diffusion term. The bank account grows at an
continuous and constant rate r

This equation can be solved by the separation of variables.
Bt = ert (239)

We have the stock dynamics under the physical, or the real probability measure
P, and we want to know how these dynamics will look like under the risk-neutral
measure Q, which is the measure associated by the bank account numeraire and
under the measure induced by the stock measure S. The numeraire is an asset
which acts as an measure of value, for example money or gold or tulips. There
are three key concepts needed to derive the dynamics. The general valuation
formula, (RNVF), the theory of Martingales and the Girsanov theorem.

2.3.1 Concepts needed for the derivation of B-S

The risk neutral valuation formula (RNVF) states that the value of an asset
expressed in the units of another asset

Vi _ mX Vr
Vg [\ft] (2.40)

is a martingale under some probability measure X. The value of an asset ex-
pressed with the bank account as numeraire

Vi ol Vr
v=g [} | 5] (2.41)

10



under the risk neutral measure Q. The value of the unit under the stock measure
S will also be a martingale.

Vi _ps {VT ‘].‘t:| (2.42)

To derive the dynamics of the stock under the risk neutral measure, we write
it in terms of the price of the stock expressed in the units of the bank account.
The stock price scaled by the value of the bank account, will be a martingale
under the measure Q

Vi Vr
—EQ ‘ 2.4
=502 |7 (243
Let the ratio between the stock price and the bank account be
St
Iy = — 2.44
= (244)

then it follows from the theory of Martingales that the SDE of Z;, i.e. the
dynamics of the stock asset will have zero drift under the measure induced by

the bank account (Q).
dZ; = 0 Z, dW2 (2.45)

where W@ is the standard Brownian motion under the Q measure. Use Ito’s

lemma for ratio Z;
S dS; 1
I (Bt) B, o (Bt )

_dS; .
B, + S [de™)]
dSt 7rt
=B + Si(=re™™)
@ + S, —Tidt
B B 2.46
_as s, (240
B, B
_,uStdt +O'Stth _ ﬁdt
- B, "B,
5
B; '
dZt = O'Zt <’u )

So we have two equation that describe the dynamics of Z; and they therefore

must be equal
dZy = o Z,dWR (2.47)

11



g

The Brownian motion under the original measure P and the Brownian motion
under the risk neutral measure are linked as follows

aw? ="~

(2.49)

Substitute the new Brownian, under Q to get the orginal Brownian under the
physical measure P to get

dS; = uS,dt + o', (th@ - “Tdt) _
o (2.50)

= rS;dt + oS dW2

The dynamics under the stock measure, here I will use the Girsanov theorem.
We know that the value of an asset under the bank account as the numeraire is

a martingale
V() ]EQ |:

By

] (2.51)

and the value of an asset under the stock numeraire will be a martingale under
the numeraire induced by the denominator

Vo s | Vi
— RS |2t
So {St

B,

ft} (2.52)

By and Sy are known at the filtration by Fy so we can put them inside our
expectation.

[ B,
Vo =E2 |22y, ]-"t] (2.53)
| Bt
and for the stock as numeraire.
Vo = ES —Vt ‘ ]-"t} (2.54)

as both expression represents the price of the same asset, and as it holds for any
asset, it means that the terms inside the expectation must be equal.

[5:) 0= [51) ==

&1 _ s,
dQ | B So

The solution for the dynamics for the stock price SDE is, under the risk neutral
measure Q

(2.55)

2
Sy = Spexp {rt - %t + O’Wt(@} (2.56)

12



put into the equation and also for the ratio of the bank account and it gives us

dps 1,2 2 Lo? N
|: _ efrtertfga t+oW, &y e 2 t+oW, (257)

dQ

The Girsanov theorem states that if WP is a Brownian motion under the mea-
sure Q and if we shift the process by Y (t) = fot Yy du than the shifted process
ws=w2- fot Yy du will be a Brownian motion under the measure P° that can
be identified of its density

dIP’S} { 1/t ) /t }
— | =expq—= du + WdW2 2.58
[d@ A Y (2.58)

The relationship between the two measure would in differential form be
AWE = dWR — y, dt (2.59)

In our example y; = o, i.e. a constant, and the relationship between the two
Brownian Motion would be

AWE = dw2 — o dt (2.60)
so the dynamics under the stock measure as numeraire
dS; =rS; dt + 0S;dWy =

=rSydt + oSy + (AW} + odt) (2.61)
dSy = (r + o?) Sy dt + oSy + dW;

2.4 Black Scholes price for an option
In the Black Scholes model the dynamics of the underlying asset is
dSt = 'I’St dt + O'Stth (262)

has the solution

ot
S; = Spexp {(TWt +rt — 2} (2.63)
It can be verified by applying Ito’s lemma to y = log(S;) and integrating the
resulting equation over [0,¢]. Let us look what distribution S; has, notice that
y = log S} is normally distributed, and that S; > 0, we can calculate the expec-
tation and variance for y

2 2

E[y] = E |log(So) + oWy + 1t — 021,‘] < log(Sy) + rt — %t (2.64)

t
Var[y] = 02/ du = o*t (2.65)
0

13



and the distribution for S; can be found by variable transformation.

2
1 1 (logS — Ellog S] 1
SN=—— |l =_"_t°" —
f5:(5) /2 Var[log S| B ( Var[log S| S

24\ 2
1 (10gSlogSort+02>

2 ot

1
—————exp
SV2mo?t 2

The price for a call option, it pays at maturity of the option the difference
between the price of the underlying and the strike if the difference is positive.

Payoff (Sp — K)* (2.67)
If you want to know the price at time 0 that is before maturity

Payoff, = ¢ "TE? (57— K)*] = (2.68)
e (E¥ [Srls, k] — EX [Klg,>k]) .
We can simplify the two expression, i.e. solve analytically, and we end up with

Payoffy = e "TE? [(Sr — K)*] =

S, a>T
e—rT (S()GTTN [1Og 70 + T+ 2

oVT oVT

log 89 4 _ o°T
—KN[OgK—H 2 D (2.69)

S()N[dl] — KeTTN[dﬂ

and the

(2.70)

2.4.1 Derivation of Black Scholes PDE

I am using the Delta hedging argument to derive the Black - Scholes PDE. We
will get the answer

ov 1, ,0%V oV

— 4+ oS =+ rS—=—-rV =0 2.71

ot T27 7 95 TP T 271)
Let the price of the option be V. V is a function that depends on V = (T —
t,S; 1,0, K) and assume that 7,0, K, the risk - free rate, the volatility and
the strike price are all constant, than the price of the option will depend on

14



V = (T —t,5), the time to maturity and the price of the underlying. We next
use Ito’s lemma on the differential of V!
oV oV 10%V
dV = —dt + —=dS + = —55dS? 2.72

V=011 559+ 3052 % (2.72)
insert dS from (2.37) and dB from (2.38) and using box algebra, and collecting
the dt terms we end up with
PV] 1 o5V

o252~ | dt+ oS

o, L
s 2 052 oS

aV = | —+pS

5 AW, (2.73)

Equation (2.73) looks as a SDE, with a drift term and a diffusion term, the
later is driven by a geometric Brownian motion. Use the Delta argument to
eliminate the stochastic component, that is done by trading in the underlying,
i.e. the stock. Hedging the risk of the option by trading in the underlying stock.
As both are driven by the same Brownian, we almost eliminate our exposure
to the gBm in the option price by trading the underlying. We need to know
how many units of the underlying to buy or sell, when to buy and sell, or for
how long should we keep the position hedged. Assume that we are hedging a
short position in a call option, our strategy will involve buying stocks, buying
stocks will require funding possibility. Assume that we have unlimited access
to a bank account, and we need to pay the bank interest rate when we borrow,
and we must be able to repay our debt. Reversely the bank bank will pay us
interest rate, when we have excess cash. Assume that we bought A units of the
stock and borrowed « units, of the currency. A, a can be negative or positive.
That gives us

II=AS+aB (2.74)

and the differential of the portfolio
dll = AdS + adB (2.75)
insert from (2.37) and (2.38)
dIl = A (uSy dt + oS dWy) + arBdt (2.76)
combining the dt terms and multiplying in A gives
dIl = (ApSidt + arB) + Ao S dWy (2.77)

This is a SDE for the portfolio, since the Brownian motion is the same in both
(2.73) and (2.77) we can set the stochastic terms equal.

ov

2
Lthe reason for not adding %ngﬁ is box - algebra, and the reason for not adding the cross
term is the same, so we need only the second partial to the asset price

15



isolating the %7 and canceling terms, we find that

ov
A=—— 2.79
55 (2.79)
i.e. the derivative of the option price w.r.t. the stock price. Then the combined
portfolio is

_[ov OV 1 4 0%V ov
dV+dH[at +u585+205 557 uSaSJrarB dt (2.80)

we only have the drift terms left, and some cancellation gives us.

(2.81)

ov 1 0%V dt
ot 2 052

d(V+1I) = [ + =028 —- +arB

The total portfolio, has only a deterministic component and must, to avoid
arbitrage grow at the risk free rate

d(V +10) = (V + ) rdt (2.82)
use that 5V
I=-— B 2.
55 S+a (2.83)
substitute for I in (2.82) we get
oV 1 , 0%V ov
e +§O' S ﬁ—&-arB:rV—rﬁS—i—aRB (2.84)

and cancellation gives us

AV 1,0V v B

If you shift the last terms to the right hand side, you will see that

OV 1, 0%V v

then the r.h.s is the return of the bank account, that is equal to the option
premium minus the amount that we borrowed to finance the delta units of
the stocks, is equal to the balance times interest rate, in an infinitesimal time
period. The left hand side represents how the Delta hedged option changes in
an infinitesimal time. The first term captures the shortening of the maturity,
the second term, the gamma-impact, the risk that remains after the Delta is
hedged. This is almost the backward diffusion equation. You can also solve this
problem by introducing a replicated portfolio.

16



2.5 Bibliographical notes

A good starting point is (Bjork, 2009). There are many books in this area, a bit

more applied is (Lindstrom, Madsen, & Nielsen, 2015), a more hands on with
many coding exercises are (Iacus, 2011), a nice introduction to Brownian motion,
stochastic integral and the existence of it is (Evans, 2012). There are also many
lecture notes in the internet, I have used, http://www.frouah.com/pages/finmath.html
for some clarification, and from Rolf Poulsen notes Copenhagen University
http://web.math.ku.dk/ rolf/teaching/ctff03/ . A good place with derivations

and videos is https://quantpie.co.uk/
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Chapter 3

Diffusion Equation

3.1 Diffusion

This chapter will deal with the diffusion equation. I have included it because,
it gives a better understanding of variance, (volatility). It will help to get
a better picture of Dupire’s local volatility model, and in the Heston model,
where the variance is assumed also to be a volatile process, not only as in the
Black - Scholes model, the underlying stock price process. This derivation of the
diffusion follows Einstein’s solution, using probability to the problem. Assume
that we have suspended particles in a liquid, we will take the 1-dimensional
view of Einstein solution to the diffusion equation. See figure (3.1), at time
t, there will be f(z,t) - dz particles in the left rectangle. I make an area, dx
around the generic x As time moves on to ¢t + 7t, from the upper to the lower
subplot in figure (3.1) there will be another number of particles in the same area,
keeping the generic x on the x-axis fixed. Assume that 7 the time step is small,
but big enough to assume that the two figures in figure (3.1) are independent.
Look at the distance a particle in the upper figure need to move, from the
right rectangle to the left rectangle, during a time interval 7, the length of the
movement, or displacement has a probabilistic interpretation, let A is a random
variable. Einstein assumed that most particles will have a small displacement,
and the probability of a large movement is small. Notice that I have chosen a
displacement to the left. We assume that there is no influx of particles. The
number of particles in the rectangle A away from the original, at time ¢, will
be a rectangles f(x + A,t) - dx. Let ¢(A) be the probability that a particle
has a displacement equal to A, the number of particles in the new rectangle,
after a time step equal to 7 that will move to the original rectangle will be
drf(z + A, t)p(A)L. This will hold for every rectangle to the right from the
original rectangle, as A is the distance, the movement from the left would be
def(x — Ajt)p(—A). T assume that ¢ is symmetric around the generic x i.e.
@(A) = ¢p(—A). T further assume that the possibility that a particle will make

1This is nothing but the expected number, E(X) = [ f(z + A, t)¢(A) dz
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Figure 3.1: Particles in a fluid. The upper is at time ¢ and the lower is at time

t+T1

two movements in a small time interval, 7, is zero. Integrate across the x-axis,
we get the number in particles in z at a later time ¢ + 7. There is no influx of

new particles.

f(x,tJrT)dx:dx/oo fla+ A )p(A)dA
A=—o00
fatsn = [ feranaa)aa
A=—00

Expend the left hand side in equation (3.1), using a Taylor expansion

_ of
flz,t+71) = f(x, )+ET

and the right hand side in equation (3.1), using a Taylor expansion

2
fltan = fn+ 2 ay o Ia

substitute these in equation (3.1) we get

of i of 10%f
fan+ Gr= [T (fwn+Far 5Ia) e

expanding the right hand side in equation (3.4) gives us
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| (f(x,t) + U ny 162%2) H(A) dA

Ae—oo Ox 2 022

- / T e nea)da
A=—o0 (3.5)

+/OO a—fA¢(A) dA

A=—00 3x

+/OO 182fA2¢(A) dA

Ae—oo 2 022

The total probability is equal to one, so the first integral after the equal sign is
equal to f(x,t). The number of particles in a rectangle f(x,t) does not depend
on A, the displacement, and A is symmetric around zero, makes the second
integral to zero. So we end up with

) 192
a—{T = /:700 58—£A2¢(A) dA
or _ 1O [* A?p(A)dA (3.6)

ot 27022 Ja__o

of o*f R 9

Let D be the diffusion coefficient. It is the average of the displacement square.
The larger the D the faster the particles will move.

3.1.1 Solution to the diffusion equation

You can solve the diffusion equation in many ways, I choose to use the funda-
mental solution method, also known as the solution with the diffusion kernel.
We have the the initial condition of a point at a known position. The heat
equation, also know as the diffusion equation is

0f _ s

ot ~ Porz (37)

and we want to find f(x,t) that would solve equation (3.7) You can use the
similarity principle. We have a PDE, the key is to find an invariant transfor-
mation, of the variables z,t, to a set with less variables, that also solves the
heat equation. We then proceed to solve the simpler equation, and hope it is
easier. It turns out that for the diffusion equation the following transformation
reduces the number of parameters (z,t) to v = Az, u = A%t for a new set of
variables (u,v), so f(v,u) = f(Az,A\?t). The diffusion equation under the new
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transformed variables becomes

f(w,u) _ Of(v,u) du _ AQaf(v,u)
o ou ot ou
of(v,u) _ 0f(v,u) Ov _ 9f(v,u)
or Ov Or A v (3:8)
f(v,u) )\2 of(v,u)\ )\282f(v7u)
0z2 T ox v B ov?
The invariant transformation satisfies the diffusion equation, notice that %
cancels (e 22 92 £ (rp. 12
fOe X _ 07O A7) (3.9)

ot 0z2

The question is now, how to find the function f(z,t). I will not go through the
steps, a brief outline if you set A = % the then the transformed heat equation

becomes f(x,t) = A\f(Ar, A\?) becomes %f (\%, 1) we also want the result to

be dimension less, remember that x is the distance in the horizontal axis and ¢
is time ) leneth
en
— =8 (3.10)
Vi Vtime

putting this into the diffusion equation, and let f be the number of particles.

o 2
of _ pot
ot~ ox? (3.11)
particle  _ Particle
time area

it makes D to have the dimension ﬁrnel':, that makes the square root of D to have

the the same dimension /D = 2858 Gq it is dimension-less.
Vtime

N

x

B dz (3.12)

ENE

f(x’t) =

m _
exp
Van Dt
at time 0, the number of particles will be at location 0 f(0,0) = ¥(0), every
particle will be concentrated in its initial value, so for a generic point x on the
x-axis, we have f(x,0) = ¢(z). If we want to see how the particle spread over
the x-axis and time

fat) = [ v =

ex
Var Dt P

where f(z,0) = ¢(x) the initial distribution, or the initial number of particles,
is also called the impulse function. The exponent in equation (3.13) is Green’s
function, and is the response to the impulse.

(1'*2)2

“iBT dz (3.13)
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3.1.2 Diffusion equation with drift
We have the diffusion equation

6f_ 62f
o~ Doz

and the diffusion equation with drift is

2

o s 0f .

ot 0x? Ox
The particles will move as in the standard diffusion equation, but now they will
have a force acting upon them, think gravity or current, that make them move
in a preferred direction. In the diffusion equation, we were only interested in
the size of the displacement, as it was assumed to be symmetric around the
current value z, that made the second integral in (3.5) to become zero, but this
will no longer be the case. A particle will move from the right, from z 4+ A if it
experience a displacement of (—A), that will be ¢(—A) and movement from the
left of 2 will then be characterized as z — A as ¢(A). So the number of particles
in x an instant (7) later, is thus

(3.14)

flz,t+ 7)dx = dx /OO flz+ A )p(—A)dA
A=00
Flat+7) = /Oo F@+ A D6(—A) dA
A=oc0
o) 2
fla,t) + %T = /A_, (f(:v, t) + ng+ ;gf&)) H(—A) dA
= f(x,t) / Ap(—A)dA + §W/ A?p( dA
% :%i/ Ad(—A)dA + 2—8—{: A26(—A),dA
af  of1

SSL [T noayaat 55 RNV RN IINRA

ot dxT 27 922

(3.16)

We made a Taylor expansion in the last line, just as in equation (3.5), expanding
the parenthesis on the right hand side, noting that the first integral will f(z,t),
due to the fact that the total probability is equal to one, the second, will however
not cancel, as in equation (3.5) as it has a drift. I also change A to —A,
remember that (—1)? = 1 in the second partial derivative. So the diffusion
coefficient becomes

1 [> L[~
D=y [ Me@yas, w= [ asa).aa (3.17)

The left hand side in equation (3.15) tells us how the particle change under a
small interval, keeping the position constant. The D tells us, just as the heat
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equation, that if you are in a location where the number of particles are lower
than the surrounding, remember that we are in a 1-dimensional setting, more
particles will enter that point, and if the number of particles are higher than the
surrounding, more particles will move out. The drift component tells us that if
the location is on the left, more particle will move into the area of x.

3.1.3 Solution to the Diffusion equation with drift
The diffusion equation with drift is equation (3.15). I re-state it here

of *f Of

L -_pZL_ =L

ot 0x? ox
You can view the drift term as the current in a stream, and the diffusion term
as the spread, displacement of the particles. It will have different speeds in
different fluids. Under an interval of time t the a particle dropped in the water
will travel a distance ut. As we have seen before, the diffusion equation has the
following solution.

(3.18)

of _9°f m e

and now we want to find the solution for equation (3.18), we want to find f(z,t).
I will do with a transformation, using the similarity method, using the variable
Y -

y=z—put f(y,t)=a flz,t) (3.20)
We need the derivatives of y w.r.t.  and ¢, when we are using the chain rule
from calculus. The derivative w.r.t. ¢ forces you to use the total derivative, as
f is a function of ¢t and of y, and y depends on ¢ also.

dy ofoy of

dx  Oydxr Oy
Py _of (3.21)
0x2 0Oy

af’_af+af@_af of

ot ot Toyot ot oy

We can now plug it into the diffusion - convection equation (3.18) and we get
of of o*f  of
ot y dy dy

The drift terms cancels, and we have the famous diffusion equation. We need to

transform the initial conditions for f(z,t) when we transform it to f(y,t), but

it will be the same at time equal zero, f(z,0) = f(y,0), and the solution will
be for y

(3.22)

>

~ m

f(yvt) = \/m

Y

e"ibe (3.23)

e
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substitute back we get

fla,t) = e"1 D (3.24)

(3.25)

Here we can make a change measure, use the Girsanov theorem. Setting D = %,
then it becomes

1p2t2—2aput M 1z
x’t =e 2t e 2t
f(z,t) o
1,2 1 122 (326)
Flat) = o btrne L ope?

I replaced m with 1, meaning that we start with 1 particle that behaves as a
Brownian Motion and use the fact the Radon- Nikodym density process can be
written as

/ ~
Cfl% — 6_%# t—‘—p,Wt (327)

Then the new process, WY is equal to the old process minus the drift, W, —

3.1.4 Fokker - Plank equation

This equation is also known as the Kolmogorov forward equation, I will use the
SDE approach to derive the Fokker - Plank for various stochastic differential
equations. Wiener used the path of a particle to build the theory for Brownian
motion. The Wiener process starts at zero and has independent and stationary

increment, that are normally distributed.
PWy=0]=1
Wo =0 (3.28)
Wt—WS NN(Oﬂf—S)

I start with a simple SDE, X; = W;. To apply Ito’s lemma, I need a function,
f0), let it be arbitrary, and be in C?, and has compact support, and also f’ has
compact support. The differential of f thus becomes

df = f dXt + %?dXz
E[df] = [gf dX; + ;ngdxﬂ
(3.29)
E[df] = %E [ggf } dt
d 1_[0%f
Bl =58 |54



I used the fact expectation removes the random part of the Brownian motion and
put it in the expectation, since expectation means integral w.r.t. probability. I
have also interchanged expectation and derivative. The Fokker - Plank contains
probability density in place of Brownian motion. Let the probability density of
p(x,t) for a fixed x and a fixed t2, so the expectation can be written as

;t/c: f(x)p(x,t) do = % /O:o Fxx(@)p(t,z)dx (3.30)

Look at the rhs of equation (3.30), we preform integration by parts twice. We
want to express our answer in terms of p, f() is just an arbitrary function that
we will get dispense at the end. Integration by parts twice gives us

i/mﬂw)p(x / ELa sy
/f <8pxt)_;32](;;1;)>dx:0

and the only way for equation (3.31) to equal zero is if the parenthesis is equal
to zero, we said that the function f() was arbitrary,

(3.31)

Op(z,t) _ 18%p(z,t) (3.32)

ot 2 Ox2

This is the Fokker - Plank equation, it is similar to the diffusion equation for
Brownian motion.

3.1.5 A general SDE

Let
dXt = ,U/()(t7 t) dt + O'(Xt, t) th (333)

where the there is a drift and diffusion term, that are not constants. The
procedure is as before, let f() be an arbitrary function, with compact support,
and also assume its derivative has compact support. Let f € C?, be twice

21t is actually f(z,t|zo,t0), it is a Markovian projection
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differentiable. We use Ito’s lemma.

of 12f oo
50Xt + 5 55 dX]

= fx(udt +odWy) + §fXth

df =

. (NfX + ;J2fxx> + fxodW;
(3.34)

Eldf] = E <NfX + ;szxx) + fXUth}

Bl = | (nfx + oS )|

GE=E | (nfx + 50 hxx )|

Let p(x, t) be the probability density function for (forward) for an object starting
in position z( at time ¢, it is more correct to write the function p as p(z, t|zg, to).
This also reveals that it is a forward equation, hence the name Kolmogorov
forward equation.

|t tds = [ (wa0fs@) + 3o (o)) o) do
(3.35)

Which has the following solution

oo T [eS] 0 2
| @28 ae =~ [ @) utwtipte ) oy [ F@) 2 (o tplent) d

(3.36)
and as f is just an arbitrary function we get
WD) 1 2 (o)~ s (07 Opl0) =0 (337)
Some examples for the Fokker - Plank equation
We have the general SDE, see equation (3.33) which I reproduce here
dX; = w(Xe, t) dt + o(Xy, t) dWy (3.38)
has the general solution (Fokker- Plank)
3”(;; D a% (a2, E)p(a, 1)) — %ai; (0 (. )pla, 1)) = 0 (3.39)
for the Ornstein—Uhlenbeck process, which has the following SDE,
dX; = —kXidt + odW, (3.40)
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looking at equation (3.33) and substitute the constant o for o and kX for the
1 taking the constants out of the derivative and we get

Lpg; t_ n(,% (xp(z,t)) — %02% (p(z,t)) =0 (3.41)

For the geometric Brownian SDE,
which can be written as

we substitute the ¢ X for o and pX for the p and arrive at

opla,t) | D 1,07, _ 3.43
Ey +'u8z (zp(x,t)) — 59 5.7 (®p(z,t)) =0 (3.43)

we get the Fokker - Plank equation for the Geometric Brownian motion.

Infinitesimal generator

Avoiding the dependency on time, which otherwise that can complicate things
for a Markov process, we have

2 2
8p(at, B _ <_ai“(=’”) + ;8(;02(%)) p(,1) (3.44)

Taking the finite approximation of the derivative as

fim @& = P@D b ) (3.45)

e—0 €

where L(z) is the linear differential operator, also known as the infinitesimal
generator.

0 102

—%u(x) + 5@02(30) (3.46)
The infinitesimal generator is usually just the local Taylor series expansion. This
concept was also used to Delta-hedge the Black-Scholes PDE. The infintesimal
generator can also describe the transition densities in a Markov process, it gives
the probability to move from state () to state (j) in a short time interval, but
this can be expended to work for a process that can take infinitely many states.

L(z) =

3.1.6 Kolmogorov Backward equation

We have the general SDE, see equation (3.33) which I reproduce here
dXt = ,U,(Xt, t) dt + O'(Xt, t) th (347)

This process can used to model many stochastic processes, by changing the
drift and the diffusion coeflicients, we can arrive at many types of process, e.g.
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GBM, the O-U process. The Kolmogorov Forward equation, also known as the
Fokker-Plank equation, can be written as.

Op(z,t 0 1 02
D) O (e, Oplas ) + gy (P pla ) =0 (348)
This density process p(z,t) is dependent on its conditional start p(z,t|xo, o).
Here xy and ty are fixed. The left hand side tells us what happens when ¢
changes. Here ¢ is a forward variable. The right hand side in equation (3.48) is
with respect to the forward variable x. In the backward Kolmogorov equation,
we describe the conditional probability density with respect to the initial time ¢,
and the derivatives on the right hand side is with respect to the initial position
zg. The Kolmogorov backward equation has thus the following 3 derivatives.

Op(x, t|wo, to)

Oto
Op(z, t|xo, o)

g (3.49)
62p($, t|$0; tO)

oxd

Let the conditional probability P(A, |z, to) = P(X; € A|Xo = x¢), if z is a real
number it can be viewed as

x xT

P(x, t|zo, to) = P(X: < 2| X9 = x0) = / p(z, t|xo, to) dz = / P(dz, t|zo, to)

—o00 —00

(3.50)

The Chapman- Kolmogorov equation states that the probability to go from

xo to z is the same as to go through an intermediate step y, summing (or
integrating) over all y in the system.

P(l‘,ﬂ.’)ﬁo,to) = /]P)(,T7t‘y,tl)P(dy,tﬂ.%‘o,to) (351)

The backward equation is about the variable ¢, that is going backward. The
finite difference approximation is, remember that we are going backward in time

and assume h > 0
]P)(Z,t‘.’ﬂo,to) — P(’Jl,ﬂl’o,to — h)

h
Using the equations (3.51) (3.52) I will re-write P(z, t|xq, to — k). It becomes, I
also change zg to z_1

(3.52)

Pz, t|z_1,to — h) = /P(:c,t\y,to)mdy,tom,l,to SR (353)

but we to bring it back to zg, because the starting values in equation (3.52).
We are free to choose whatever initial value as we like.

P(z, t|xo, to — h) = /IP’(a:,t\y,tO)P(dy,t0|x0,t0 —h) (3.54)
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what equation (3.54) says it that the probability to go o to = in a time interval
from time tg — h to ¢, (the left hand side on the above equation) to go from zg
at time £y — h through an intermediate point y and from point y to the value =
at time ¢, the integral is for all y < A. We can return to equation (3.52) and
use the derivative approximation formula.

J P(z,tly, to)P(dy, to|zo, to — h) — P(z, t|zo, to)
h (3.55)

J (P(z, tly, to) — P(x, t|xo, to)) P(dy, to|xo, to — h)
h

Let us focus on last term in the above expression. If we scale it by h it would
represent the probability per unit of time.

P(dy, tolxo, to — h)

h
3.56
P(y, tolzo, to — h) ( )

h

if you are at zy you would expect that the change over a small interval of time h
could be made arbitrarily small, say ¢ ||y — || < J is diffusion part, and when
0 |ly — mo]| > & we have a process with jumps. Since this thesis is not about
jump -process, I will assume that ||y — z9|| < d. So the equation (3.55) becomes

/ (B(z, tly, to) — Pz, t}zo, t0)) Iy — 2ol (3.57)

We make a Taylor series expansion of (3.57) in the difference of the probability
keeping only terms up to the second order.

Px, tly,to) — P(2, |20, to)|jy—wo| <
8P(x,t|x0,t0 162P(l‘,t|$0,t0
e ——— y — P S

(3.58)
dxg (y = o) 2 oxd

(y — 550)2

note that ¢ is the same in the above expression, the variable that changes is =z,
we have reduced a problem in 2-dimensions to a 1-dimensional problem. Going
back to (3.52) we get

P(Z‘,ﬂxo,to - h) — P(Z‘,t‘l‘o,to

h
1 [ OP(x,t|zo,to)
-2 / TRy — wo)(dy. tofro. o — 1) (3.59)
1 10%P z,t|xg,t
3 [5G — o PRU. tofao. to = )

taking the limit as h — oo, and noting that the integration is with respect to ¥,
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we can take the differential out of the integral. we get

_ 8P(.T,t|$0,t0

Otg
— (ot )aP(:v,t|x0,to) +1 2 (0.1 )aQP(x,t|xo,tO) (3.60)
= ulZo, o axo 20 0,40 833(2)

Where I have used the fact that the drift is the average displacement per unit
time, and the variance i is the squared displacement over a unit time. The
minus sign in the first derivative is due to the fact that we are using the finite
difference approximation for a value to the left of ¢, we are going backward in
time. Stating equation (3.60) in terms of probability density functions we get,
it is with respect to the forward variable z Here is the Kolmogorov backward
equation

op(x, t|xo, to
Jtg
(3.61)
op(x,tlxg,to) 1 4 0?p(x,t|zo, to)
= to) o 1 P - to) 0 2120, 70/
(o, to) 9z + 57 (o, t0) 022
and the Kolmogorov forward equation
Op(x, tlwo, to
ot B
0 (3.62)

op(x,tlxg,to) 1 ,

O?p(x, t|zg,t
— M({ﬂ(ht())T + -0 (mo,to)w

2 oxd

3.2 Bibliographical notes

The diffusion equation begins with (Einstein, 1905) by Einstein. It then de-
scribes the diffusion equation, a place to read is (Bjork, 2009) and there places in

the internet, that provides you with a clear understanding, I used https://quantpie.co.uk
to get the intuition behind the ideas.

30



Chapter 4

Dupire local volatility

4.1 Dupire’s local volatility model

This model modifies the Black-Scholes’ model, in the Black - Scholes model we
assumed a constant volatility, Dupire! made a change to the model, assuming
that the volatility is a deterministic function of time and stock price o(t,S¢) In
the Black - Scholes’ model we assume

e that the stock price follows a geometric Brownian motion, which implies
that the log returns of the underlying are normally distributed

e constant volatility

e the dynamics of the stock price is, under the risk - neutral measure Q is
dSt = TStdt + O'Stth

But when you look at the log returns of financial assets, you often notice, that
the return distribution does not look Gaussian, it has higher peak and fatter tails
than would be expected if it were Gaussian. Another way of saying that is that
very high and very low values occur more often than if it were Gaussian. Another
fact from reality is that volatility changes over time, hence it does not appear
constant. Supply and demand for different options are also different at different
times. You will notice that when you are pricing an option, i.e. the market price
of an option. When you plot the implied volatility as a function of strike and
maturity, you get a volatility surface which is not flat as the Black - Scholes’
model would suggest. The strike dimension of the surface for a given maturity
is called the smile curve. The maturity, time, dimension of the surface is called
the term structure. This anomaly would lead you to revisit the Black - Scholes’
assumptions, and see which conditions that you need to change. In Dupire’s
model we change the volatility from being a constant to being a deterministic
function of time and asset price dS; = rS;dt + o (t, S;)SdW;. This modification

LAt the same year Derman-Kani also introduced in the same way the local volatility for a
binomial setting. I call this the Dupire model, without making any preferences.
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will produce the current market prices of options, but the implied dynamics for
future times are not good. If the smile curve of the volatility is very steep for
the shorter maturities and flattens as the maturities increases. But supply and
demand will give a steeper smile curve as we are nearing the time for the longer
maturities. It will most likely behave, get a steeper slope just as the shorter
maturity. Local volatility only uses today’s prices and makes no assumption
over the behavior over time, this must be viewed as a weakness of the model.
It provides a perfect fit for today’s data, but when the data changes, you will
need to refit.

4.1.1 Derivation of the Dupire PDE

I will follow Dupire’s orginal derivation, (Dupire et al., 1994). The Dupire PDE
makes the volatility a function of time and stock price, because we are matching
the volatility surface that has maturity dimension as the term structure and
smile dimension, where the volatility varies by strike. The Dupire PDE has the

following form
BCK,T ac'K,T

(T, K) — —0f TR (4.1)
12020k
2 OK?
If you use (4.1) to calculate the local volatility and than use the calculated
volatility to price the option, via PDE or Monte Carlo, you will reproduce the
initial input prices, that we already know. The advantage is that we can price
non-vanilla options, and options that are not quoted in a consistent way. The
derivation is similar to the Fokker - Plank derivation forward in time. It uses the
Markovian properties, and write the transition from xg at time tg to move to x
at time ¢ we can write it as p(z, t|zo, tg), conditional on its initial values, which
is known, The call option price has a similar representation it is a function of
maturity and strike. So we write C(K,T|S;,t) conditioning on the the current
value of the stock S; and the current time ¢, this the standard terminology in the
option pricing. The Fokker Plank is its simpler form, for the scaled Brownian
motion the Fokker - Plank equation is

dX; = dW; (4.2)
and the solution is the diffusion equation.

Op(x,t) B 102 0?p(x,t)

= 4.
ot 2 0x? 0 (4-3)
and if we isolate the o we get
Op(x,1)
| — 44
1 0%p(x,t) (44)
2 Gp2

which is very similar to (4.1). Estimating the local volatility is like estimating
the diffusion equation. Assume that you know the density at two different times,
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it is the inverse problem. In the diffusion equation we interpret the diffusion
coefficients in terms of the distribution of particles over time. If you have the
distribution of particles over time, let us say that you know the distribution
at two different times, at time ¢ and at time ¢ + dt, we could find the diffusion
coefficient by some finite approximation method. In the Dupire PDE, we replace
the distribution function p(z, t|zg, to) with the call option price, and the diffusion
term, that is the local volatility function, that is a function of K and T, given the
call option prices we can estimate the volatility values at different level of strike
and time to maturity. I will follow the steps that Dupire did when he derived
the local volatility, he used the Fokker - Plank equation, in many presentation
they use the backward diffusion, but I will follow his original presentation.

4.1.2 Dupire’s derivation

The derivation of the Dupire PDE has been similar to the forward Kolmogorov
equation, or the Fokker-Plank equation. If a process is defined by a SDE

dXt = ,l,L(Xt7t) dt+U(Xt7t) th (45)
than the Fokker - Plank equation is

op(, 1) _a(u(m,t)p($7t)) + 162(02(x7t)p(x,t))

o d 2 Da? (4.6)
and the local volatility SDE becoms
dSt = TSt dt + O'(St, t)St th (47)
inserting this into (4.6) it becomes
T T 10%(c%(S,T T
Op(S.T) __ (Sp(S.T)) | 10*(0*(S.Tp(S,T) s
oT as 2 052
suppressing the argument in (4.8) to simplify the presentation
192(02S2
dp _ 9(Sp | 10%(c°S%p) (4.9)

ot | as 2 952

The undiscounted price of a call option as the expectation of the payoff, that is
integration for all values of S, the stock price where it is greater than K

oo
Chr= [ pST)(Sr - K)ds (4.10)
' S=K
let us take its derivative with respect to the maturity T’

OCkr [ Op(S,T)
. —/S:KT(ST—K)dS (4.11)
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The left hand side in the above equation is the Dupire PDE, and the derivative
inside the integration is the Fokker- Plank equation, it states the propagation
over time for p(S,T)

oCL . > a(Sp)  18%(02S%p)
T _ _ - - K
oT /S:K ( o5 T2 a9 ) (57 — K)ds 12
oC% > 9(Sp) 1 [ 9%(%S%p '
T _ - - K
T ’I“/SZK o3 s + 5 /SZK 052 (St )dS

Let us look at the two integrals on the right hand side of equation (4.12), I start
with the first, I will be using the integration by parts, remember that K is a

constant.
> 9(Sp)
——=dS
/S:K a8

~(S.TS - KNk~ [ ses.Tyas (1.13

= / Sp(S,T) dS
S

=K

Let’s at the second integral on the right hand side of equation (4.12), here we
need to perform the integration by parts two times.

:/OO P°5D) (60— Kyas
S

_x 082
2q2 oo o0 22
oS s—k Js=x OS
- _/oo 6(0252])) S (414)
- Js=x 08
= _(02(S7T)52p(SaT)};oiK
— o*(K.T)K>p(K,T)
So the main expression (4.12), we have thus
ICk r /°° ( a(Sp 1 32(g2s2p>
= = —r + - 5 (St — K)dS
or S—K os 2 0S (4.15)

:r/ Sp(S,T) dS+102(K,T)K2p(K,T)
S=K 2
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Remember that the call option price, expressed with the density is
Cir= [ pSTYS-K)as
' S=K

Cir= [ spsmyas—K [ p(s.1)(as
S=K S=K

/ A%ijwzc%T+K/‘ (S, T)(dS
S S=K

=K
aC}é T U > 1 2 2
L vChp+rK [ p(S.T)(dS + 50° (K, T)K>p(K,T)
oT ' S—K 2
(4.16)
The undiscounted price for a call option is
Cir= [ pST)(Sr - K)as (4.17)
S=K

taking the derivative with respect to K, applying Leibniz rule of integration we
get.

a oo
s Chr == [ pST)dS ~ pK.T)(K - K)
S

=K (4.18)
:-/ p(S,T) dS
S=K
and differentiating again, we get
82
substituting into (4.16) we get
ICk 1 u Ckr 1 *Ck 1
— = —rK——= + -0*(K,T)K? : 4.2
gy~ Ok B b g (DR = (4.20)

That is the Dupire PDE.

4.1.3 Dupire PDE in moneyness

The strike is not very meaningful concept for the estimation of the local volatil-
ity, a strike of 10 for a stock worth 10, is not the same as a strike of 10, for
a stock worth 1000, thus we usually write the Dupire PDE in terms as some
scaled value, e.g. moneyness. Let us define y as the discounted value of the
strike divided by the strike price, it can also be written as the strike divided by

the forward price?
Ke T K
y =log < ZO ) = log <F> (4.21)

2bit unsure what is the forward price, is it the terminal price, at t = T, or is the forward
with the same maturity as the option, normally the moneyness is defined the other way around,
y = %, the smile curve is usually shown as a function of strike prices
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So, is a fixed number, the price of today, and it is the strike that gives the option
prices. Let us reproduce, the Dupire PDE for the strike

oCH r oCE+ 1 0?C%
= =rC% p —rK—— + —K**(T,K : 4.22
aT TCK,T r aK + 2 a ( ) ) 8K2 ( )
and the Dupire PDE, in terms of moneyness, y
aCL . - 1 PPCh . ACH,
T _ Cn Z52(T Yoo _ _Ym 4.23
oT r K, T + 20 ( ay) ( ayg ay ( )

You can also write the Dupire PDE in terms of the BS implied volatility

4.2 Bibliographical notes

The starting point in this chapter is (Dupire et al., 1994). In Dupire’s deriva-
tion he used the forward Kolmogorov equation, in many modern presentations
of his study, local volatility, they use the backward Kolmogorov equation. I
have chosen not to include it, as it deals with local time, and sub-martingales,
which I, at the present time, don’t master. You can find treatments of this at
https://frouah.com/pages/finmath.html and in the wonderful lecture notes of
(Gatheral, 2011). At the year 1994 also (DERMAN & Kani, 1994)
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Chapter 5

Fourier Transformation

5.1 Fourier

Here T will follow (Matsuda, 2004) notes. Many of the option pricing models
assumes that the stock follows an exponential (geometric) Lévy process.

St = SoeLt (51)

where {L;;0 <t < T}. In the classic Black- Scholes method, which is a standard
Brownian motion with a drift, is the only continuous Lévy process with a risk
- neutral Lévy process

1
L, = (r - 202> t+ oW, (5.2)

That leads to normally distributed conditional risk-neutral log return density

2
1 ((log e - (r—10%) T)
Fol=———exp| - % - (5.3)
V2mo?T 202T

Q <<log<§”0’>

The Black - Scholes price is the calculated discounted value of the expected
terminal payoff, under the risk - neutral measure Q

(o9}

C(S0.T) = e / (Sr — K)Q(S7|Fy) dSr (5.4)

K

where Q(St|Fo) is a log normal density

(log St — (log So + (r — %(3'2)T))2 .
B 202T (5:5)

Q(57|Fo) =

1
———exp
StV 2ro2T

It was a well known fact, even before the publication of the famous Black -
Scholes paper that the empirical log return density is not a normal distribution,
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it has excess kurtosis and skewness. The models after Black - Scholes have tried
to capture this deviation. (Carr & Madan, 1999) did a re-write of ((5.4)), in
terms of a CF of the conditional log terminal stock price ¢(log St|Fo)

ek o e e Tor(w— (a+1)i)
T _ —iwk .
CTk) 27 /7006 a2+ a—w?+i2a+ 1w du (5:6)

The option pricing with Fourier transforms is simple, and will work if the CF
of the conditional log terminal stock price St|Fy is obtained in closed form.

5.1.1 Definition of the Fourier Transform, and Character-
istic function

Assume there is a function ¢(¢) from a time domain t, into an angular frequency
domain w and let w = 2xf, where f is the frequency. In the most general
setting, the Fourier transform is a function g(¢) to a function ¢4 (w), going from
the time to the frequency domain, is defined using two constants a and b, the
FT parameters.

b
9) = Fole) =\ g [ ™ (5.7
and the inverse Fourier transform will be
— b e ibw
g(t) = FH W) = %' L / oty (1 (5.8)

In order to calculate the characteristic function, set the parameters (a,b) = (1,1)
1 and thus (5.7) and (5.8) becomes

9(w) = Flw) = [ egar
7100 o (5.9)
g(t) = F g (W](t) = %/ e (W) dw
Let X be a random variable with the probability density function P(x), a charac-
teristic function ¢(w) with w € R is defined as the Fourier transform of the prob-
ability density function P(x), using Fourier transform parameters (a,b) = (1,1)
From the definition (5.9)

oo

p(w) = ZF[P(x)] = / e“"P(z) dz = E [¢"”] (5.10)
The probability density function can be obtained by the inverse Fourier trans-
form of the characteristic function.
1 o0 . .
P(z) = 7 p(w)] = 2—/ e T P(w) dw = E [¢"”] (5.11)
™ — 0o

in pure mathematics the pair (a,b) = (1, —1) is used, in modern physics the pair (a,b) =
(0,1) is used, and in signal processing the pairing (a,b) = (0, —2m) is used.

1
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5.1.2 Derivation, Carr - Madan (1999), of the call price
with Fourier transform

Let Q(St|F:) be the pdf of the terminal asset price St under the risk neutral
measure Q conditional on the information at F;. The call price will thus be

e} K
C(t, St) _ e—r(T—t) [/ (ST — K)Q(STlft dSt +/0 (O)Q(STN‘—,: dST‘|

K
C(t,S;) = e 7T / (S — K)Q(Sp|F: dSt
K
(5.12)

for the further derivation, assume ¢ = 0, change the stock asset variable to its
logarithm St = log(ST) = st and do the same for the strike K = log K = k.
We can rewrite (5.12) as

oo

C(T,k) = e*TT/k (e°T — eMQ(s7|Fo)dst (5.13)

The characteristic function of sp is a Fourier transform of its density function

Q(sr) .
or(w) = F[Q(s7)|(w) = / e“sTQ(sr) dst (5.14)

—o0
In the Black - Scholes model, the log of the terminal stock price has the following
density, (5.4), combine that with (5.14), we get the characteristic function

or@) = [ o) dor = oo [i o0+ (r— otyT o - O]

—oo 2
(5.15)
When the call price is expressed under the logarithm, & = log(K) in (5.4) we
get

C(T,k)y=e"" / [T — e7°] Q(sz|Fo) dsp = " / e*TQ(s7|Fo) dst
C(T,k) = e "TE [e*7 | Fy)]
(5.16)
under the equivalent martingale measure
EQ[Sy = e*T| Fo] = Sope' T (5.17)
So we end up with
C(T, k) =Sy (5.18)

A sufficient, but not necessary condition for the Fourier transform and its in-
verse, is, for a given function g(t)

/OO () dt < oo (5.19)

— 00
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So the (5.18) can’t have a Fourier transform. Carr - Madan, defined a modified
call price

Cmoa(T, k) = e“*C(T, k) (5.20)
and by carefully choosing o > 0 we get
/ IConoa(T, k)| dt < oo (5.21)

Using the definition of the Fourier transform we have
Pr(w) = / e“rCoa(T, k) dk (5.22)

as it is the call price that we want, we use the definition of the inverse Fourier
transform

1 o .
Cmod(T7 k) - %/ e_zwk’(/JT(W) dw

1 [~ _.
e“kC(T,k):ﬂ/ e~k (w) dw (5.23)

C(T,k) = e / h e “rpp(w) dw

27 J_»

Carr Madan than derived an analytic expression for ¢r(w) in terms of the
characteristic function, and the end result is

e "or(w— (a+1)i)

= 5.24
vr(w) a2+ a—w?+i2a+ 1w (5:24)
So the call option price becomes
e~k o e Tor(w— (a+1)i)
C(T,k) = ik d 5.25
(T, k) o7 /_Doe a?+a—w?+i2a+ 1w Y (5.25)

5.1.3 Characteristic function

The characteristic function (CF) for any random variable X, completely defines
its probability distribution. On the real line it is defined as

e}

¢x(u) =E[e"] = /

—0Q0

e fx(x) do = / e dF (x) (5.26)
Q

where u € R. For option prices we extend the definition to the complex plane,
u € D C C, where D denotes the subset of the complex plane on which the ex-
pectation is well defined. ¢x (u) under the extended definition is called the gen-
eralized Fourier transform. Note that the generalized Fourier transform includes
as a special case the Laplace transform, when (3(u) > 0) and the cumulative
generating function, when ((u) < 0), if they are well defined.
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Example 5.1.1. Under B-S model, the log security return is given by

1

the return is normally distributed with mean (u - %02) t and variance o?t. The
pdf for a normal distributed r.v. Z is

1 1/2-EX)\’
2(Var(Z) P {_2 < vVarZz ) } (5:28)

and for the above mean and variance the PDF for s will be

1 B EE R TRlaY
Jo(@) = Z—=exp 2( o (5.29)

The characteristic function, (CF) will be

¢s(u) _ E[ezuat] — ezu]Ear‘r%(zu)?Vm(st) = exp {iuﬂt — 502@'” +u2)t} (5.30)

5.1.4 Inversion of the CF to the CDF/PDF

There is a bijection between the CDF and CF, that means that two different
probability distribution never share the same CF. Given a CF, ¢ it is possible
to reconstruct the corresponding CDF. It can be done in different ways

Fx(y) — Fx(z) =lim7 — o0 L /+T i eiwyéﬁ (u) du (5.31)
- = T — —_— .
x\y X o | P, X

Another form of inversion is

11 [ ey (—u) — e Thx (u)
Fx(z) = 3 + el o du (5.32)

and the inversion for PDF, remember that f(z) = F'(x) is

Felz) = - /Oo e~ (u) du = /méﬁ(e*i%x(u)) du  (5.33)

27 Sy oo T Ju—o

The integrals are to be taken as the principal value.

5.1.5 Proofs and facts for the Fourier inversion

uT

o "% = cos(ux) — isin(ux)

N 1 oo e—-iuc)du _ 1 (> sinq(JuC) du — sgn(()

s uUu=—00 mu ™ JUu=—00
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o 2 [ sin(ud) g, sgn(¢)

m Ju=0 u
o [° osgnly—x)dF(y)=—["__ dF(y)+ [~ dF(y)=1-2F(x)
e ¢(u) and ¢(—u) are complex conjugate

Here comes a proof of the inversion formula, for a more detailed proof, see for
example (Kendall et al., 1946)

[ [ et ot

U

o] e8] PIUT o —TUZ _ o—iuT piuz
/ - dF(z)du
u=0 Jz=—00 u

/oo > 2sin(u(z - 2)) dF(z) du

0 Ja=—o00 v (5.34)
/°° /°° 2 sin( uix z)) du dF(2)
/:Oi wsgn(x — z) dF(z) = w (2F (x) — 1))
hence F(z) = % + %I O

and the PDF inversion

f( ) F/( ) 2171- /Oo lu£¢X(_U)Z; e_luw(bX(u) du = 71r‘/uo_00 e—iux¢x(u) du
(5.35)

5.1.6 Inversion of an option

Take a European call option, preform the following rescaling and change of
variable

(k) = erfc(%o’t) =EJ [(e% — ") 1g,54] (5.36)
with s; = log % and k = log (FKO) where ¢(k) is the option forward price
in percentage of the underlying forward as a function of moneyness, defined as
the log strike over forward k. We can now derive the Fourier transform of the
call option in terms of the Fourier Transform, of the log-returns log (%) If we
know the CF of the returns, we would know the transform of the option, then
we can use numerical inversion to obtain the option price directly. The idea is
to treat the call option ¢(k) as a CDF, that idea was proposed by (Duffie et al.,
1999), and (Singleton, 2001). The setup is as follows.

oo

c(k) = E [(e% — €*)1,54] =/ (e% —€¥) Ly, 5k dF (s) (5.37)

S=—00
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The option transform will be
0o .
Xa(u) = / e"F de(k) = —M,u ER (5.38)
k= —o0 iu+ 1
and the inversion formula will be
1 1 o] eiuxX/c(_u) _ e—zuTX/c(u) p

cw=g+5 ) o

u (5.39)

Proof of the option transform
Proof 5.1.1. Proof of the option transform. Using integration by parts
Xe(u) = / e de(k) = [ei“kc(k)]zi_oo - / c(k)iue™* dk  (5.40)
k=—o k=—o00

the boundary conditions give that c(co) = 0, when strike is infinity and ¢(—o0) =
1 when the strike is zero, remember we have been scaling the option parameters,
hence > = (

. oo .
Xo(u) = 67““’0/ iue™* dk
k

g iuoo _ zu/ / (est — ek) g, >k dF(s)} e dk:
k=—o00 LJs=—00
—iuco __ > [ [ stk iuk
‘ w/s:foo _/k_oo (% =€) Luise dk} AF(s) (5.41)
e zu/ / (eiukJrst - e(i“H)k) dk] dF(s)
s=—o0 LJk=—o0
i k=s¢
. o iuk (iut+1)k
e — zu/ et — % dF(s)
S—— 00 A iu+1 |

Another check on the boundary conditions limy,_, . e(®+1* = 0 given the real

component e~ >, the other boundary is non-convergent ete~***°, which we pull
out and take the expectation to have

[es} estefiuoo .
) —— dF(s) = e " 0.42
iu / o (s)=e (5.42)

S§=—00

which cancel with the other non-convergent term

00 e(iu+1)st e(iu+1)st
() = —iu [ [ o ]dn@—

s=— o0 0 w+1
. (5.43)
S e(w—H)S‘ iF ¢(’LL — 4
_/S__Oo{iu+l] (&) =—Z 11
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The scaled version of the ¢(k) behaves as a CDF, in particular it has ¢(c0) = 0,
when strike is infinity and ¢(—o0) = 1 when strike is zero.

e SR T

-0 w ‘=
/ioi wsgn(x — 2) dF(z) = —m(1 — 2¢(x)) (5.44)
thus ¢(x) = % + %I

Treat c(k) as a PDF, than the option transform is, for more information please
look at (Carr & Wu, 2004)

X'(2) = /k C: ¢ e(k) dk = M (5.45)

with z = u — i, € D C RT and the inversion is analogous to that for a PDF

1 —ta—+00 ] e_ak e’} ]
c(k) / e\ (2) dz = / e\ (u — i) du  (5.46)

27 =—ia—0o0 ™ =0

Proof 5.1.2. Proof of the inversion transformation for the option prices.

X2(z) = / e“ke(k) dk
k

=—00

oo oo i
/ {/ (e% — €M) 1s,5k dF(s)} ek dk
k=—o0 s=—00

o oo
_ s¢ Lk izk
—/S:_OO _/k__oo (e —e") Ly,5ke dk] dF(s) (5.47)
_ / / (eizk-‘rst _ e(iz+l)k) dk:| dF(S)
s=—o00 LJk=—o00
§ i . k=s;
oS} izk (iz+1)k
=/ A — dF(s)
s=—00 12 1z 41 3
We need again to consider the boundary conditions at k = —oo, limy,_, o, e TV* =

0, as long the real component of iz is greater than —1,and limy,_, _o, e(**tDk =0
as long as the real component is greater than 0. We need « > 0 for the boundary
conditions to converge. Given that u; > 0 we have

. 0 e(iz+l)st e(iz-i—l)st AP
o= [ [ are) -

(5.48)

§=—00
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5.2 Bibliographical notes

The theory of Fourier transformation is huge. A good starting point is a course
from Stanford University, EE261 - The Fourier Transform and its Applications,
you can find it at https://see.stanford.edu/Course/EE261 a good note from a
financial emphasis is (Matsuda, 2004). The financial application began with
(Carr & Madan, 1999) another good introduction is (Cerny, 2004). Also the
PPT -presation by Liuren Wu 2 has been used. A financial view of Fourier
transformation can be found in (Pascucci, 2011). A standard text book is
(Kendall et al., 1946). To see the connection between the option price and the
characteristic function, look at (Carr & Wu, 2004)

2http://faculty.baruch.cuny.edu/lwu/890/ADP_Transform.pdf, retr. 2021-08-04
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Chapter 6

Heston model

6.1 Heston Model

I will derive the pricing PDE for the Heston stochastic volatility model. I will
follow the same steps as in the Black - Scholes derivation of the PDE, using
the delta-hedging argument, but for the Heston model, there are two sources
of randomness, the stock price, and the variance-process. The stock price is
assumed to follow the geometric Brownian motion, with volatility, that was a
constant in the Black - Scholes model, is now a stochastic process', that follows
a square root diffusion process, this is the same as the CIR - interest rate model.

dSt = ,LLStdt + \/UTStle

6.1
dvy = k(0 — v)dt + o/v:dZ5 (6.1)

There is a problem with the classic Black Scholes model, the model does not
fit the observations, the prices observed by the market. These observations
became even more at odds with the Black Scholes model for the data after the
black Monday, in October 1987 Heston assumed that the variance follows a
square root diffusion process, it is the same process that is in the CIR- interest
rate modeling. with a mean-reversion. The two Brownian motion in (6.1) are
assumed to be correlated with a constant correlation, p

E [dZy,dZs) = pdt (6.2)

It follows from Ito calculus, (6.2), that dt? = 0, and dt - dZ; = 0 There is
also a need for the Bank account, as in the Black - Scholes model, which has a
deterministic growth at a constant rate r.

dB, = rBydt (6.3)

The problem with Black - Scholes model, is that the constant variance gives
normally distributed log-returns, but the market does not follow this behavior.

Lsometimes v is variance, and sometimes in other books volatility, the square root of the

variance.
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This is called the stylized facts, in the financial mathematical literature. When
observing the log-returns, you see higher peaks and fatter tails, there is also
the smile curve in the observed log-returns, were the Black - Scholes model
to be correct, you would see a flat surface over the maturity dimension and
the strikes. The correlation p gives control over the relationship between the
volatility and the stock price. For example, the volatility is usually higher when
prices are depressed. Setting p < 0 gives you that feature in Heston’s model.
The correlation also effect the skew of the volatility surface. Remember that
the variance is positive, that is why there is square root in the variance of duvy,
and mean-reverting. As there are only a limited number of parameters, it makes
the calibration complicated, but it is still an attractive model, since it capture
more of the dynamics of the stocks. It does not capture the skew seen in the
short tenors, for that the jump process can be an attractive model, but then the
Heston model would compete with other models, for example Bates modeling,
local stochastic volatility models with jumps. The Heston model belongs to the
class of affine jump diffusion AJD, but without jumps, the J; are set to zero.
Let us start with deriving the pricing PDE for the Heston model. The price
of the option V will depend on the time to maturity, and the two diffusion
process, St, vy, I will suppress, the (r, K, T), as they are constant in the Heston
model.
V = V(t, Sh’l)t;?", K,T) ~ V(t,St,’ut) (64)

The differences to the Black Scholes pricing PDE and the Heston model pricing
PDE

BS Heston
One Brownian motion Two Brownian motion
One source of randomness Two sources of randomness
Use Delta hedging Use Delta and Sigma hedging
Complete market Volatility is not traded, hence incomplete market
Unique Martingale measure Many Martingale measure

To start solving the Heston PDE, we need the 2-dimensional version of Ito’s
lemma, with time dependency. I will avoid writing the subscript t, to the two
random processes, but they are always there, to make the presentation clearer.
We begin with the a small change in the value process. I will use the two-
dimensional version of Ito’s lemma, with time -dependency.

0?V
ovoS

ov ov 0*V ov 0*V

dV = ——dt + (dS + d52> + (dv + dv2) + dvdS

08 052 ov ov?

leave the dS, dv, unchanged and subsitute for dS? dv?, and the cross-term, dSdv

% oV RV ., v RV, 9V
Edt—F <anS+ @dS ) + (avdv + wio ’Udt) + avaspUUSdt

combine the dt terms

WV 1 LV 1, &V 02V oV oV
(815 T 5vS a5 T2 Vg TP G5 ) U gs T g,

(6.5)
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Use the differential operator, and denote it by L

01 , 81, & 02
L= T35v 552 37 Vg2 TP 555

and the drift term can be written as (LV) and the arguments then by using the
differential operator (6.6) in (6.5) gives us

(6.6)

oV ov
dV = (LV)(t, s,v)dt + %ds + %dv (6.7)

To get the two randomnesses in Heston’s model, we need two options with
different maturities 77 and T, let the value of the option at the shorter maturity,
Ty be V=V (¢, S, ve;r, K,T1), we need two assets, one is the stock price as in
BS, and for the other randomness, assume that we know the option value at
another time T5 and denote it by U = U(t, S, vy;1, K, To), where Ty < Ts.
We need a longer maturity to be able to hedge the option with the shorter
maturity all to its maturity. The changes for the second option, dU is given by
Ito differential, for two processes and time dependency.

oV oV

We are hedging the risk of the option with maturity 77 using the stock price
and longer maturity option, 75. We are constructing a portfolio, with delta unit
of the stock and sigma units of the second option, with the longer maturity, and
alpha units from the bank account.

V =AS+3%U+aB (6.9)

Using the self-financing concept, we can find the change in the value of the
option, by?

dV = AdS + XdU + adB (6.10)
we have (6.7) and (6.8) and (6.3) is only a deterministic growth. Than (6.10)
becomes

dV = AdS + XdU + adB

=AdS+ X | (LU)(t,s,v)dt + andS + 87Udv + arBdt
0S8 ov (6.11)

combine the dS-terms

08 ov

the stochastic terms, and the source of randomness are dS, dv, our aim is to
remove them. Equating the dS in the first two lines in (6.11) gives us

= X(LU)(t,s,v)dt + (A + EaU) as + Ea—Udv + arBdt

a—VdS = AdS + Za—UdS
87‘/ =A+ 287[]
aS oS

2note that no cross-term is needed, e.g. (?, ?), rebalancing after each short step.
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and for the dv

R > b 1
v v (6-13)
that gives that
oV,
Y= gig (6.14)
ov
isolate A in (6.12)
ov ou
A= ——-Y— 6.15
s oS ( )
after some cancellation we get
(LV)(t, s,v)dtg—gds + %—Zdv = X(LU)(t,s,v)dt + %ds + %dv + arBdt
(6.16)
Cancellation of the stochastic terms gives
(LV)(t,s,v)dt = S(LU)(t, s,v)dt + ar Bdt (6.17)

Use the replicating portfolio to get rid of the bank account. Remember that
aB =V — AS — XU, just a re-write of (6.9), and using A = 2%

oS
ov ou
put it in the (6.16)
(LV)(t,s,v)dt = S(LU)(t, s,v)dt + <V - g—gs + Eg—g - EU) dt  (6.19)

every term has dt so you can get rid off it, put all the terms containing V' which
PDE we are after, remember that it is the option with shorter maturity, to the
left hand side.

(LV)(t, s,v)dt —rV + T%S =X(LU)(t,s,v) + rzg—g —rXU (6.20)

and we end up after some more straight forward calculation

(LV)(t,s,0) — 7V +r95S  (LU)(t,5,v) —rU +r2ZS

(6.21)

This means that the fraction must not depend on V, U, but most depend on the
parameters, I ignore the normalization.

)
(LV)(t,s,v) =1V +r3gS _

57 = —f(t, s,v) (6.22)
v
So the option for V is
(LV)(t,s,v) —7°V+7°5’8—V —f(t,s,v)a—v (6.23)

98 v
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A more revealing rewritten is
oV
(LV)(t,s,v) =1V TS@S f(,s,fu)av
Remember that 7S is the drift of the stock price S so f must also be some
drift of the SDE.

(6.24)

6.1.1 Intuition of Heston model
The dynamics of the stock price is given by
dS = pSdt +/vSdZ, (6.25)
and the variance is given by
dv = k(0 — v)dt + o\/vdZs (6.26)

If a risk neutral measure were to exist, than we know that the drift of the stock
price is S
dS = rSdt + \/vSdz2 (6.27)

The connection of the drift under the physical and risk - neutral measure can
be seen by the following Girsanov theorem.

ds w—r
the fraction in the above formula is the excess return divided by the volatility,

is used in the CAPM, and market price of risk, usually denoted by A. Use this
in the variance SDE, and call it A

dv = (K(0 — v) — Ao/v) dt + o\/vdZy (6.29)

because the volatility is not a traded asset, we need another specification in
dynamics of the variance. So the

f(t,s,v) = k(0 —v) — Ao/v (6.30)
Going back to (6.24) we get

(LV)(t,s,v) =1V = fTSg—g — k(0 —v) — )\U\f— (6.31)

And going to definition of the linear operator (6.6)
01, 1, 02 0?
L a‘i’* S@‘F O"UW*FPO'"USO,UGS (632)

we get the Heston PDE

6V 1 v 1 0%V 0%V

v - 52 - 2 S—_— V =

ot 2" 957 T2 Vg TP 098 T (6.33)

ov ov '
7”5@ /{(9-’[})—)\0'\/17}%

I will now show that f(t,s,v) = k(6 — v) — Aoy/v is the market price of risk.
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6.1.2 Another specification of the Heston model

We have the following system of the Browian motions see equation (6.1), which
I reproduce here

dSt = uStdt + \/’thStdZ1

6.34
dvy = k(0 — v)dt 4+ o\/vidZ ( )

We know that the two Brownian motions are correlated
E[dZ,dZ5] = pdt (6.35)

if we try to express them as uncorrelated Brownian motion, where we want
E [dW;,dW5] =0 (6.36)

we can proceed as follows, let the second Brownian motion, be the same, in the
new specification.
dZy = dWs (6.37)

and the other as linear combination of the, correlated Brownian motion, the old
Brownian, as in equation (6.1)

dZy = \/1— p2dWy + pdW, (6.38)

remember that Z;,Z; are correlated. It is obvious that dZy is a Brownian
motion, and to see that dZ; is Brownian motion, note that

E[dZ,] = 0, Var[dZ] = Var [\/1 AW + deQ} — Var[dW]  (6.39)

and the correlation, < dWj,dWy >= 0 So we can write Heston’s model in terms
of independent Brownian motions

dS = pSdt + /oS (\/1 AW, + dez)
dv = k(0 — v)dt + o/vdWy

(6.40)

rearrange the stock SDE

d
E = pdt++/1— p2\/17dW1 + pﬁdWQ (6.41)

S
In the Black Scholes -setting, the dynamics of the stock is
d
FS = pdt + odW (6.42)

with a constant o, under the physical measure, and under the risk - neutral
measure

g = rdt + odW? (6.43)
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and the Radon - Nikodym, density process, or the Girsanov theorem gives the
link between the physical and the risk-neutral measure

aw@ =4 = Dt + dw (6.44)

that under the risk neutral measure can be written as

9 _ dt+o (dW@— M_rdt>

S o
= pdt + odW< — pdt + rdt (6.45)
= pdt + odW?

= (1 — \o)dt + cdW @

In this specification, (1 — Ao) = r and the ratio = ) is the market price
of risk. this A is used when markets are not complete, or the assets are not
traded, which is the case for the variance process. Our risk neutral measure Q
depends on A and for different A you get different risk neutral measures. For
stocks, which is a traded asset, we can write the relationship using

dS = pSdt + /oS (\/1 AW, + deg) (6.46)

pn—r
o

where the stock price SDE is the second Brownian, the uncorrelated, which is
not traded.

—r—A
AW — g, 4 BT eV
1—p%/v (6.47)

AW = dWy + \dt
then the drift of the stock will be equal to r, the risk free rate. into (6.45) we
get

% = pdt+/T— 2/ |dw® - BZ 1 AOVU +pVo(dW —\dt) (6.48)

V1=p*/v

combining the dt terms

ds
<= (1 — 47+ Xpvo = ApV/o) dt + /1 — p2/odW 2 + py/od W

(6.49)
% = rdt + /1 — p>JodW + p\/udW

So the drift is r. For the variance SDE, insert dW, see (6.40)
dv = k(0 — v)dt + o\/vdBy =
— k(6 — v)dt + o0 (dW;Qk - Adt) (6.50)
= (k(0 — v) — Ao\/v) dt + o\/vdW,
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going back to Z1, and Z,, that was a linear combination of dWW; and dW5, we
get the system in the original form
ds
— = rdt + VdZP
S Vvdzy (6.51)
dv = (K(0 — v) — Xo/v) dt + o + VodZP
conditioning on A we are in the risk - neutral world and we can use the theory
of Martingale, as we did in the Black - Scholes setting, the stock price process

is a Martingale under the risk neutral measure, than we can write the price of
the option as the discounted expected value. That can be done as follows

VO = €7TTEQ’\ [h(ST)|So, 'Uo] (652)

and the PDE will be given by the 2-dimensional version of the Feynman-Kac
theorem. The h(St,*) is the payoff function.

_ov 1 2,V
1 , OV ov ov? '
+350 UWJF((& v) — Aaf)—er Saas

where the second line corresponds to the second dimension in the Feynman -
Kac, and the last term is the cross-term. Rearranging the terms gives us

ov 1 2(92 2, 0?V V2
AN 2
0 BN + (vS 552 +o Chrwoy + 2povS 5095 + (654
Sa—Jr((Ofv)—)\a\/ﬁ)a—V—rV |
oS v
and the Feynman - Kac 2-dimensional PDE is
v 1 Qx
0="7-+5 > ’Ja C% Z — —rV (6.55)

where the {z;} are the underlying processes, in Heston we have two processes,
the stock price and the variance SDE. o1; = v52, the square root of the variance
of the stock price SDE, 093 = vo? the square root of the variance in the variance
SDE, 015 = 021 = povS is the correlation between the two Brownian motions.
The drift of the stock price SDE, is u; = rS and ps = k(6 — v) — Ao/v is the
drift for the variance SDE.

6.1.3 European Call option Price, in Heston model

The derivation of Heston’s pricing PDE, is similar to the Black-Scholes deriva-
tion, some would argue easier, if you are not afraid of complex numbers, but as
we will see, in the solution, we will only use the real part, the imaginary part
is just used in the derivation. I reproduce the Heston model. He assumed the
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following dynamics for the stock price, where the variance itself is a random
process

dSt = uStdt + ﬁStle

6.56
dvy = k(0 — v)dt + o/v:dZ5 ( )
and in the risk - neutral setting, under the measure Q we get
S, = rSydt + /v, Sy dZ P
t t V0rSidZ; (6.57)

dvy = (K(0 — vy) — Aov/vp) dt + o+/v,dZ3>

where the drift in the variance process gets adjusted by the market price of risk.
Heston® made the variance process simpler by

dvy = (k(0 — vy) — Avy) dt + o\/vdZ2> (6.58)
Let us write the variance process a bit shorter to save space.
dvy = podt + o\/vsdZ (6.59)

In the last chapter we showed that using Delta and Sigma hedging, we could
solve this pricing PDE, which I reproduce here, it is the 2 dimensional version
of the Black Scholes equation.

OV 1 L0V, OV V2
0= E"‘i (US @"‘U 1}781]2 +2p0”l}5781}85, + (6 60)

oV oV
TS% + (H(@ — 'U) — )\0’\/;) % —rV
The price of the derivative can be written as the expected value of the discounted
terminal payoff

Vo =E® [e7"Th(S7)|S0, vo] (6.61)

where h(St) is the payoff function, so for an European call option it would
h(St) = max(St — K,0). Not that we are not using filtration, but conditional
on the initial values, this is due to Markov properties. The Feynman Kac
presents the link between the two representation (6.60) and (6.61) As in the
Black Scholes model, it gets simpler if we make a transformation of the stock
price to the log price of the stock price. z = log(S), apply Ito’s lemma to the
differential on both sides we get

dz = dlog(S) = <r - ;v) dt + /i dZ2 (6.62)

Let us also transform the PDE (6.60) from being a function of S to being a

function of z
ov 1

0=—+¢
at 2"

62V_~_12827V+2 8V2+ _1 al_|_ )37‘/_‘/
2 2(7 v ov? pav Oovox " 2U Ox Hhw ov "
(6.63)

3(Breeden, 1979) Breeden states how to find a risk neutral measure for the market price
of risk and the CAPM - model
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For the BS case we could use the Heat equation to get a closed form solution,
that can’t be done in the Heston model. There are 3 variables in the Heston
model, ¢,z,v, but the procedure to derive the pricing formula are step wise
similar. The valuation formula givess us the following

VO = EQ”\ [67TT}L(ST)|S(), 'Uo] (664)

The payoff for a European call option can be written as h(St) = max(St —
K,0) = Stlg.>x — Klg,.>k, now we can split the payoff into two terms, due
to the linearity of expectation. Let us go back to (6.61)

Vo = E@ [e_TT (Srlsr>k — K]]'ST>K)]

6.65
Vo =E® [e7Srls,n k] — Ke " E? [Ls,> k] (659
The second term is similar to Black- Scholes, but the first term is a bit more
complicated, a change of numeraire is needed, the change of numeraire is the
same as in the Black - Scholes example, where the first term were in the stock
measure, and the second term were in the bank account numeraire.
VO:EQ[VT VO ES[VT

By Al ge

Br

St

]-"0} (6.66)

The value of an asset scaled by the value of the stock price, will be a martingale,
under the measure induced by the stock price as the numeraire. Notice that Sy
is known at time, it is a constant

By
Vo =E?| =2V,
0 |:BT T

]-'0} Vo = ES [iVT’ ]-'0} (6.67)

as (6.67) and (6.67) is the price for the same asset, we come to

So

40 = dP —dQ = SpdP .
By Q Sy St Br Q=5 (6.68)

and since the bank account starts with 1 we get
Sre "TdQ = SydP® (6.69)
inserting this in (6.65) we get

Vo= EQ [ST]IST>K] — Ke "TE® []lST>K] =
Vo =E°[Solsy>r] — Ke " TE® [1g,- k] (6.70)
Vo=SP1 — Ke "' Py
P, is the probability that the stock price is greater than K, the strike price,
under the stock measure. P, is the probability that the stock price is greater

than K but under the risk-neutral measure. You can choose a time 7 € [0, T
to denote the price of the option V, with remaining time, 7 = T — t. Use the
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chain rule from regular calculus, notice that T is fixed, so there is the same
derivative but with opposite signs, the chain rule produces an —1, so there will
be a negative sign if working with 7 instead of ¢. Our PDE is in z that is
x = log(.S) so our pricing function (6.65) will become

VT = €$P1 — KG_TTPQ (671)

This is the price of the option with remaining maturity equal to 7

ov 1 0°V 1 2 0*v ov? 1\ oV v
T T 2 — v ey —— 72
ot 12702 27 a2+p“aax+( 2“) gz gy TV (6:72)
becomes with change of variables from ¢ to 7
oV 1 9V 1 2 0%V av? 1\ oV aVv
2 — =V =+ iy .
or 2'a T3 82+p”aax+< 2)8x+“ o "V (6:73)
Duffie showed that the stock can be written as
S, = e*M+o(t). (6.74)

so we need to replace in our price formula
Vi=5P — Ke ""Py replace Sy =e* >V, =e" P — Ke "™ P, (6.75)
it relies on the fact that stock price can be written as
Sy = ed)Fb(0)- (6.76)

where the x denotes a vector of two factors of a(t) and b(t) We now have the
PDE, (6.73), and we have that is a solution (6.73), satisfies the PDE, but since
V., is a linear combination, also note that the prices are linear combination of
the two terms. of P; and P, both P; and P, must solve (6.73) by themselves.
I carry out the calculations. Let V3 = e*Pj, and solve (6.73), first we must
calculate the derivatives, put the results in the PDE and simplify.

Derivatives in the solution of Heston

V1 P Va Py
8V1 T 6P1 8‘/2 _ —TrT —TrT 8P2
5 c oP 5 re 75 +6}§ or
1 e® a: 1 2 —r7 0P
8§w & +86 a@x - 8(2:6
Vi e T P1 T 8 Vs —rT 07 Py
Qg2 Py +2¢ te Qg2 € Qz2
Vi e® 6P1 oV e "7 JPs
Ju Ju du Ju
27V, ot 07 P1 9°Vy o—TT O Py
8821)2 5 ox? 72 6821)2 5 Qu? 5
\ %1 T P1 x 0° P Vs —rT Pz x 0°Ps
Qudx ¢ te dxou Quox € te dxdu

Then we 1nsert the substitution into (6.73), and we get, notice that e” ap-
pears in all terms for V; = e* P} so it cancels. The second term, Vo = e~ "7 Ps,
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—TrT

and notice that e appears in all terms in the second line, so we can cancel

it.
oP _ 1 9P 1 , 9Py op? 1\ 0P op;
or "2 T27 Vo TP T <’"+2“) e ot pou) 5o
oP, 1 2Py, 1 , 2Py op2 oP, 0P,
or 2" 27 Ve TP g00s T < 2”) o M

(6.77)

These two lines look very similar, the only difference is in coefficients of ap 1

and 861'; L 881; L and 881; 2 looks like that geometric Brownian motion under the rlsk
- neutral measure and under the stock measure. The drift will be r under the
risk neutral measure, which in the logarithm becomes r — 502 In the Heston
model the stock price diffusion term is v/v which in the log form will give us a
drift of r — %v which the coefficient in P, equation for the stock price under the
risk-neutral measure. % The drift term for gBm under the stock measure will
be dS = (r + o )Sdt + O‘SdWS in Heston it means that we add v for the drift

under P,

coefficient for aap L because p is the correlatlon of stock price SDE and dZy pov

is as the covariance.

As the two PDE are similar, we can write them as one PDE with a level j,
let u1 = 0.5,us = —0.5, and by = K+ A — po and ba = £ + A then (6.77) can be
written as a generic PDE

@_laQPj_f_lQ@QPj_f_ 8P32+ _|_} ) %—F( b )ai
or 2022 727 Vo TP 000 " T 2YY) o v
(6.78)

To solve numerically (6.78) subject to its terminal condition, which has become
the initial condition, because 7 = T — t, and remember that the value V; =
e”P; — Ke "™ Py, and that P is equal to the probability that the stock price is
greater or equal to strike K at maturity, under the different measures. So the
initial condition is Py = 1g>x

Characteristic function to solve Heston PDE

It should not be hard to solve (6.78), using numerical methods, but let us try to
find an analytic solution, knowing that separation of variables is not a possible
solution for this model, and we turn to the characteristic function method. The
Feynman-Kac’s gives us the expectation form us this problem.

P; = E® [1x, 10g | So; V0] (6.79)

where the function value at maturity is in term of the indicator function, The
characteristic function is

fi =EQ [e%7]| Sy, vo] (6.80)
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and it must satisfy the same PDE (6.78), only the terminal condition is chang-
ing, from indicator function, to exponential, the remember that the indicator
function, is the same as the probability to the indicated event, under some
measure.

of;

af; 1 f; 1, 9f of7 1 of;
e R - Zuav ) 222 b)) 2L (6.81
5~ 2% 0a2 127 Vg TP guan Tt qwiv) 5y Hlambiv) 5 (681)

If X is a normal distributed r.v. X ~ N(m,c?) then its characteristic function
will be

E[e'*”] = / e p(z) dx

E[ei7] = ei¢m+3(ie)’o® (6.82)
E[eiqﬁw] _ eum+%(u)2a2
where p(x) is the probability function, in this case for the normal density, and

let u = i¢ be a complex number. For a geometric Brownian motion, where the
stock price has the following dynamics, under the risk neutral measure

dS=rSdt+ oS dW; (6.83)

and if we take the logarithm of the stock price dynamics, it will be normally
distributed

log(St) ~ N {w + (r - ;02) T, 027} (6.84)

which can be viewed as a marginal distribution, and its characteristic function
will be note that = log(Sp), 7 is the time to maturity, we are using filtration
now, and the subscript x in X7 represents the value of a Markov process X,
at time t, where it started at small x at time 0. . v and ¢ are some generic
functions of 7,u. An affine function is function of this form

f(@)=a+bx (6.85)

S0 it is a linear transformation plus translation.

E {e“X% ft] — gurtu(r—3ot)mtgutoty (6.86)
in a multi-dimensional setting it would be
E [ ou X5 ft} — e¥(Tu).z+o(r,u) (6.87)

this is also called the affine, i.e. linear transformation plus translation exponen-
tial. If {X;} is a stochastic process with a dynamics given by
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then X is called an affine process if the drift and diffusion are affine functions
and the drift and diffusion are function that can be written as follows, note that
it is drift and variance and not drift and volatility

w(x) =co+ 1z, o*(x) =ko + ki (6.89)

Then we characteristic function will be in the affine, the market price of risk,
and the square root in the diffusion model of Heston’s model are examples of
affine exponential form. In Heston’s model we have that the log of the stock
price is given by the following SDE

dz = (r — 0.5v)dt + VvdZ, (6.90)
and the variance SDE is given by
dv = (kK — kv — \v)dt + o\/vdZs (6.91)
which is affine. Heston wrote the characteristic function as
Fl@,0,7) = LCOIHD@w+ige (6.92)

we need to calculate the derivative of (6.78) in terms of (6.92)

L (F+52)r H—ier

ar  \or ox

D*f 2 of 6.93
oz =—0f 5, =Df (6.93)
i rf .

P D°f, vdr ieDf

and we put them into (6.78) we get

<(Z)f + v%?) f= f%v¢2f+%J%D?erpaiquer(r+ujv)i¢f+(afij)Df

(6.94)
and collect terms we get and notice that f is in all terms and we can cancel f

oD 1 ., 1 4, _ . oc . _
(—87_—2¢ —|—§0 D + poi¢D + uji¢ — b; D U—E—I-’I“Z(ﬁ—l—aD—O (6.95)

for an affine function to be zero, the coefficients before v must be zero, and the
sum of the other terms must also be zero.

oD 1 1
5~ 5«;2 + 50—2172 + pai¢D + ujip — b;D = 0 (6.96)

and that 50
_E +7rig+aD =0 (697)
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This is the Ricatti equation system, begin with (6.81), put the time-derivative
on the lLh.s.

oD _ 1, o 1 5 5
— = ¢ — = —b;)D —o0“D .
57 = (im0 = 50 + i — 0D + 450 (6.98)
and moving the time derivative in (6.98) gives
oC
— = +ri¢p +aD (6.99)

or

if 7 = 0, then our function f(z,v,0) = e, then it follows, that we have the

initial conditions
D(0,¢) =0, C(0,¢)=0 (6.100)

The general form for a Riccati equation is

d
% = a+ by + cy? (6.101)

Start with solving (6.97), we can identify the coefficient in the Riccati equation

1 1
a=ipjp— §¢2, b=ipoip —bj, c= 502 (6.102)
The solution can be written as, given that we have a initial equation y(0) =
0 and d = +v/b? —4ac, 1 will only use the solution with a plus?. Use the
transformation to the second order linear equation and using the characteristic
equation to solve it, given the condition y(0) = 0

1 —(b—d)e? + (b—d)

2c —gl—ged'r +1
d—b 1—e¢f
D(r) = 9. 1 _ b—d_dr
2C 1 _ med‘r
d; = \/(ipo0)? — (2ip;6 — ¢*)0? (6.103)
- bj — Zp0¢ + dj

g; = -

J bj —ipop —d;
_dj+b;—ipop 1—eh”
N o2 1—ged™

D(7)

Solving for C'(0,¢) = 0 in the (6.99)

edjT

C(r) =irgr + % <—210g (1 _ ) +(dj +b; — ipang)T) (6.104)

11—y

4The solution with a minus sign is called the Heston trap

60



So the characteristic function C(7) and D(7) are the two that correspond to
P, and P, that appear in the European option price in the Heston model. We
have deduced the solution of the characteristic function

f(z,v,7) = C(NFD(Mt+iga (6.105)
Remember that we need the option pricing formula to be able to price
V,=e"PL — K™ Py (6.106)

We also need the Lévy inversion formula, to transform the characteristic
function into probabilities. One version of it is here

1 1 oS} e—id)logKfj
g_§+;A R{uﬁ]w (6.107)

To calculate the price of the option, we first need to find the characteristic func-

tions, we can thereafter determine the probability by some numerical integration
methods and when we have the probabilities, we have the price of the option.

6.1.4 Bibliographical notes

The starting point in this chapter is (Heston, 1993). There are many pre-
installed package to solve numerical this problem, in R there is the package
NMOF, (Gilli, Maringer, & Schumann, 2019). The reason for making the the
asset prices in the log scale, is due to (Duffie et al., 1999), There is also (Breeden,
1979), that is about the market price of risk.
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Chapter 7

Forward start options

7.1 Forward start option

7.1.1 Rubinstein

A starting point for Forward start options is Rubinstein’s article from 1990!
Rubinstein’s setup. You have an underlying asset, how much would you be will
to pay today, time 0 for an asset that becomes valid at a time ¢, the grant date,
this date is determined and has no randomness, and has a maturity at 7. The
strike is set to be ATM. Let it behave as an European call option. Rubinstein’s
make four assumptions, that are quite general, and is applicable to all types of
options that I am looking at in this thesis.

e homogeneity, the call option value, when it is granted, will be homogeneous
of degree one in the underlying asset price and the strike price

e state variable, all uncertainty in valuing the option after time ¢ is resolved
once the underlying asset price after time ¢ is known

e data-invariance, the variables determining the value of the option are not
date-dependent

e payout, the underlying asset through the grant date has a known constant
payout rate d

Furthermore, let
e S = current value of the underlying

e S; = the (random) value of the underlying after time ¢, the grant date.

"Pay  Now, Choose  Later”, RISK 4  (Februry 1991), p-13  Ru-
binstein, Mark, found on the internet as ”Forward-Start Option”,
https://ramurapt.files.wordpress.com/2009/10/forwardstartoptions.doc, retr. 2021-03-15
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e C(X,Y, T —t) value of a call option with X as the underlying, Y as the
strike price and T — ¢ remaining time to maturity.

The value of a forward starting at the money call option is, on the grant date,
t, by using the homogeneity assumption

C(St,St,T—t) = StC(l,l,T—t) (71)

Since all randomness comes from S, the second factor is non-random, C(1,1,7—
t).

By using the replicating portfolio assumption, if we can make an investment
now, that will for sure produce the same outcome at time ¢, S;C(1,1,T —t),
then the current cost of the investment must equal the value of the forward start
option. Let C(1,1,T — t) be the number of shares, to replicate the value of the
option after time ¢, we need to hold C(1,1,T — t), correcting for the dividends
until time ¢

Sd~'C(1,1,T —t) (7.2)

is the current value of the forward-start option. Using homogeneity it can be
written as

d=*C(S,S,T —t) (7.3)

Thus ”the value a forward-start option is simply the current value of d—' calls
which are currently at-the-money, with time to expiration T —t

We can split the time until maturity, into two parts, one part is the current
time until the grant time, 0 —¢, during that period we need to hold C'(1,1,T —t)
shares of the stock.

7.2 Background

Here I follow (Musiela & Rutkowski, 2005), to write the theoretical background
of the problem. The value of a forward start option changes with volatility.
In Black - Scholes setting, with constant and deterministic o, volatility, the
Forward- start option becomes very simple. In their notation, the payoff will be

FSp = (Sr — KSt,)" (7.4)
At the grant date, Tj it becomes
FSt, = Cp,(St,, T —t, KST,) (7.5)
that is a European Call option, with starting point at time Tg. Its price is
Cry(Sty, T — To, KS1,,) = S1pyc(1, T — Ty, K, 7, 0) (7.6)

where everything in the parentheses in the right hand side of the above equation
are deterministic.
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7.2.1 Deterministic volatility

Were we to expand the classic Black Scholes model with deterministic volatility
o(t) (Musiela & Rutkowski, 2005). The volatility will be different at different
times. It will give a flat smile in the implied volatility surface. Let the matu-
rity T be known, as is the case for a forward - start option, then the mapping
K — 0¢(T,K), is the implied volatility curve for the maturity date T. The
market-based Black - Scholes implied volatility surface oo(T, K) is thus implic-
itly defined:

Cy'(T,K) = c(So, T, K,r,00(T, K) (7.7)

where ¢(So, T, K, 7, 0) is the Black - Scholes price of a call option. Let C}M (T, K)
be a family of market prices of European call options with all strikes K > 0,
and all maturities 0 < T < T* for some T* > 0. I will treat the parameter r
as constant in this thesis. Assume that the implied volatility oo (7, K) inferred
from the call option prices is flat in K, for each the maturity date T', the implied
volatility does not depend on strike K, in this case o : (0,7*) — R™. To match
market data, we only need an extension to Black - Scholes model, assume time
dependent volatility function & : Rt + R*. The extension to Black - Scholes
would be driven by the following SDE, under the risk - neutral measure Q

dS(t) = rS(t)dt + & (t)dw(t) (7.8)
and the volatility function satisfies
1 (T
Ga(T,K) = — / 72 (u) du (7.9)
T Jo

We will have a flat smile in the implied volatility surface. Going back to the
forward - start option, if we assume a flat implied volatility surface we have

CTo = (STO,T - To,KSTO) = STOC(].,T - T07K, ’I‘,O’(T(),T)) (710)
where the average future volatility is
2 1 T,
o“(Ty, T) = t)dt 7.11
POT) = gy [0 (711)

and thus
FS() = SQ 0(17T - To, K, r, O'(TQ,T)) = C(So,T - To, KSO,T', O’(T07T)) (712)

Since the forward start option start its life at Ty, before that time, that time it
behaves as process growing at a risk free rate, when the option becomes active
it will have a volatility, that is difference from the frozen asset at St, and the
call option future variance between Ty and 7', for the underlying asset S;. The
forward implied volatility is

_ T(T, K) — Tyog (To, K)

72(Ty, T) = T (7.13)

note that the implied volatility is independent of K
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7.2.2 Case for random volatility, Musiela Rudkowski

If there is a volatility smile, we can no longer derive uniquely the forward volatil-
ity from the implied volatility surface. To deal with this case, we make the
assumption that S satisfies

dSt = St(’l"dt—FO't)th* (714)

for some stochastic volatility process o. Suppose that the volatility process o
is given, and we want to find a closed - form expression solution for the price
C(St,, T — Ty, KSt,), to find a forward start option for the time ¢ € [0, Tp], we
need to compute

FS, = e "MYEQ[C(Sy,, T — To, K S1,)| Fi] (7.15)

and it is difficult. A help can be the terminal condition, as it is an European
option, the terminal payoff is

FSr=(Sp—KSp) =85, (Y —K)" =57 (Y —K)*" (7.16)
where S is given by Sp = Siag, for every ¢ € [0,T] and where Y = 5TT = g—;,
0
define an measure Q equivalent to Q, by
d@ STBO STUBO —r(T—Tp)
=— =a— = —>— wherea =¢™ " 0 717
T aQ " 5By, SuBr, (17
and for ¢ € [0, Tp]
dQ 5 | S, Bo St Bo
- — EQ 0 Fl = 7.18
T dQ|F; |:SOBT0 t] So By (7.18)

by writing b; = aS, and changing the probability measure from Q ~ Q we get
FS, = bEX[(Y — K)*|F] (7.19)

The process Y is constant before the delivery date Tj, the random variable Y
value at maturity T is a process with vanishing volatility for every ¢ € [0, To],
that leads us to the following The arbitrage free price at time ¢ € [0,Tp] of a
forward start option is

FS, = SEQ [ehn 7 Wima ny 7t _ feemr(r=1o)

ft} (7.20)
where the process

t
Wt = Wt* —/ Ju]]-[O,T(,] (U) du (721)
0

is a standard BM under Q. It follows from the Girsanov theorem, it is obviously

a BM for ¢ € [0,7p] and for the ¢ € [Ty, T], notice that ¥ = SSTt and has the
9

following representation

T T
Y =exp (r(T —To) + / or dW; — %/ o? dt) (7.22)

T[) TO
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In order to find the option price, we need to find the volatility process o under
Q, it can be done if we know the SDE, governing volatility process o under Q.
Let o have the following dynamics under Q

doy = a(oy, t)dt + b(oy, t)dW; (7.23)

where W is a one-dimensional standard BM, possible correlated with W, s.t.
d < W,W* >= pdt, taking values in [—1,1], while under the measure Q, the
volatility process o; is

dO’t = a(O’t, t)dt + b(O’t, t)th (724)

where .
W:Wt—/ Puou Lo 1) (w) du (7.25)
0

and the adjusted drift coefficient a(¢, o) is given by
E(O't, t) = a(O’t, t) + O'tptb(O't, t)]]'[07T0] (t) (726)

This is the model that Lucic and Kruse-Nogel used to incorporate the Heston
model for stochastic volatility.

7.3 Lucic’ solution

His (Lucic, 2003) article describes how you can price a forward - start option
via the change of numeraire. The terminal payoff can be written in two ways.
The first way as

(Sp — KSp,)* (7.27)

where T is the maturity, Tp < T, is the strike set date, and K, is the (percentage)
strike. A forward - start contract can also be seen as the building block of cliquet

options, we write the payoff as
IS +
( r_ K) (7.28)

The problem is to value the options. Assume that you two independent Brown-
ian motions, one is driving the asset process, and the other driving the variance
process, under some Martingale measure Q by

dS; = 1Sy dt + o4 (v, S¢) Sy AW,

(7.29)
dv, = a(v) dt + By (vy) (p aw ) 4 /1 ,o?th(Q))

Assume some regularity assumptions, and that the discounted asset price should
be a Martingale. In this general framework we can study many different models
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for stochastic volatility ( Hull and White, Stein - Stein, Heston ) and the local
volatility model from Dupire. Let

t
P(s,t) = exp (—/ Tuls<u du) (7.30)
Let StT ° be the asset price process stopped at Ty
S{* = Siam, (7.31)
then the payoff in equation (7.27) can be written as
T +
(ST - KST°> (7.32)
and the value of the option will be

v = p(t, T)EQ KST - KS$°)+‘ ]-}} (7.33)

You can split the forward - start option into two parts, one part before the grant
date, ¢ € [0,Tp] and the other part ¢ € [Ty, T]. Fix a t in the former part, and
study the asset price process.

Sy = Soexp </ (rs — ;af) ds +/ o5 dWSFl)) u € [0, Tp] (7.34)
0 0

Do a change of numeraire

STo
N, =—"— 7.35
P(To, U) ( )
Than we can re-write equation (7.33) as
SrP(Ty, T !
v = N,EN % — KP(Ty,T) | |F
SpP
T 1 T +
Vv = 8,P(Ty, T)EN | | exp / (rs — af) ds +/ o dW | —K | | F
To 2 To
(7.36)
where

dN  NpP(0,7) 1 /T ) /T |
@y _ ) - Ly, d syeq, W :
0 N eXP( 5 ), Oslssto s+ | OslLosmo AWy (7.37)

Using equations (7.29), and (7.36) we have the following dynamics, under the
measure N, and use the fact that the Girsanov theorem

u
WifV(l) = Wzgl) _/ Us]ls<T0 ds

0 = (7.38)
WéV(Q) — W1£2)
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gives us two independent Brownian Motion
dSy = (ry + 02Ly<1,Sy) dt + .Sy AWYW
dvy, = (g + pBuoulu<t,) du+ By (deéV(l) + /1 - deWtN(Q))

T T +
1
v =5, P(Tp, T)E" wp/jgr-ﬁ)%+/awm9~d< Fi
To 2 To

(7.39)

By the risk - neutral valuation theorem, the value process scaled by the nu-

meraire of the asset will be a martingale, under the measure induced by the

&)
numeraire. So the Vgt is the value of the European Call options, and the asset

dynamics is under the risk - neutral measure Q is

Sy = Sy du+ 6,5, dWND S5 =1
fu = Tu]lT()gO (740)

&u = Uu(vv7 Su)]lTOSO

With this change of numeraire, the asset S, is frozen until Ty, the grant date,
or the time when the strike is set. If we use the payout in (7.28)

T T +
1
V® = Pt,T)E? | | exp / (rs - Uf) ds +/ o dW | —K | | R
To 2 To

(7.41)
The pricing of a forward start call option is thus reduced to pricing vanilla
call options.

Lucic, Forward start option in the Heston model

In the Heston model we have the following dynamics.
dS; = Sy dt + /v, S, AW

7.42
dvy = NT — v dt + /vy (de“) +4/1— p2dW<2>) (7.42)

This is a case of (7.29). Under the risk - neutral measure Q we can write for the
two types of payouts, (7.27), 7.28) as V(™) for m = 1,2, we have the following
dynamics.

dS™ = 1 8™ U <y dt + 1\ 0™ S gy < WD)

av™ = (30 = (= pn(2 = m) i, Jof™ ) dt+ /o™ (paw® + T=p2aw®)
(7.43)
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The difference from (7.42) to the above, is that the coefficients are (time) piece-
wise constant coefficients. So the original Heston procedure can be used, over
the discrete intervals where the coefficients are constants. Lucic follow the steps
as outlined in Gatheral’s notes. Denote 7 =T — ¢, and use, as in Heston, the
log scale of the asset process, x = log(5S).

ac

—AD, C(0)=0
-

7.44)
oD . 22 (
=, -8"D+ T, D0)=0
or 2

Now we need to integrate (7.44) over [0, 7] which is done in two separate cases,
if 7 € [0, T — Tp], then it is a vanilla call option, we know the asset value at St,
since the filtration is after Tj, so we get constants for all parameters

1— e 47

D(m,k,7) =™
(m, k, ) =r— 1 — g™ exp(—d™r)

_ g(m)g—d™r
o (m) 2 1 g €
O(m, k,’r) = )\ (’I"_ T — ? log (1-9("")))

2
dm = \/(ﬂém)) — 207> (7.45)
Tg:m) _ ﬁ(()m) + d(m)
772
(m)
m) = =
9 (m)
T+

for the genuine forward - start option, where 7 > T — T, we are integrating
over [T — Ty, 7] and using C' and D from (7.45) as the initial conditions.

285m
n? (1 + cexp(ﬂq(qm) (r—T+ TO)))

+w¥UU7T+%)

D(m,k, 1) =

C(m,k,7)=C(m,k, T —Tp)

2
- (7.46)
2)\1 1+exp(T (T—T+TO))
_?Og 1+¢
(m)
2
c= Or -1

772D(m7 k7 T - TO)

This solves the calculations for the Fourier transform in the option price.
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7.4 Kruse: FSO under Heston model

Here T am following the following article (7, ?) A forward start option starts
somewhere in the future, the determination time of the strike, when the strike is
set equal to a proportion of the current price. In the BS setting, one can easily
transform the pricing problem of a FSO, into a valuation problem of a vanilla
option at the determination time. The option price at the determination time,
has only one stochastic component at the determination time, the asset stock
price. In a stochastic volatility model we add the randomness of the volatility
of the underlying. It makes the today’s price to rely on today’s volatility, and
the assumption of the SDE of the volatility process.
The payoff structure is

Ppws(S(T, S(t*)) = (S(T) — kS(t*))* (7.47)

where k is the percentage of the strike price. In Heston’s model we have following
structure for the asset is under measure Q and for the volatility under measure

QA
dS(t) = rS(t) + /o) S()dW; (1) (7.48)
dv(t) = k(0 — v(t))dt + o\/v(t)d (le +/1- p2W2(t)) (7.49)

assuming some regularity conditions, and note that d(Wy, W) = 0dt they are
uncorrelated. Heston showed that for a European vanilla option, with payoff

P(S(T)) = (S(T) — K)*) (7.50)

where K, the strike is known, by using a Delta - Sigma hedging, we end up with
P, and P, and using Fourier transformation, and Riccati equation for solving
parabolic PDE. The option price at time ¢ € [0,T] is

O, S(1), v(t) = S(E)PL(t, S(¢),v(t), K) = Ke " T Py(t, S(¢), v(1), K) (7.51)

where P; for j = 1,2 are given by

Pyi(t,8(t),v(t), K) = dp (7.52)

11 /°° Ree*wlog(ff)fj(s_(t),u(t),T— t, ¢
2 7 (1)
and f; have the characteristic function

[i(S(t),v(t), T —t,¢) = exp (iplog(S(t)) + Cj(¢, T —t) + D; (¢, T — t)v(t))
(7.53)
note that C; and D; is an affine function. And it uses Riccati equation for
solving it.
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7.4.1 Kruse’s solution

Choose a time ¢ before the determination time t*, an European Call option and
some regularity conditions, its price is

C(t,v(1), 5(1) = SOyt v(t) — ke "TISOPy(t, (1)) (7.54)

with P; the probabilities as in Heston model

)= /Oo Py(t*, 1, (1), k) f ()| (t) du(t*) (7.55)
0

() B/2-1)/2
f(l/(t*)|l/(t)) _ ge*(Bl/(t*)+A)/2 <B((t)> ]lR/Q—l ( ABZ/(t*))

A
(7.56)
Proof: The price of a call option is a numeraire under Q, we change the nu-
meraire to the stock measure, it will also be a Martingale PS, the BM, that is
driving the asset process and the volatility process, will with Girsanov, have a
new dynamics.

T
WS(t) = Wi (t) /t o(s) ds (7.57)

W3 () = Walt) (7.58)

note that d(W{, Ws) = 0dt Under the new stock measure, the dynamics can
be written as

dS(t) = rS(t) + /() S)dW (¢ (7.59)

du(t) = R(0 — v(t))dt + o/v(t)d (pwf () + /1 pzwf (t)) (7.60)

- 0
k=k—po, 0= r

.61
— (7.61)

The option price, by use of the Tower property can be re-written as

Crws (ta V(t)v S(t)) =FE°

S(t*) +
St)(1—k Fi 7.62
(t) ( S(T)> i (7.62)
remember that ¢t* is the delivery time, and if the valuation time is ¢ < t* we get,
again the tower property of expectation
S(t*) +
1—k For | | F 7.63

Since t < t* and is measurable we can re-write the last equation as

* _ * +
(S(t ) (S(T) — kS(t ))) | ft*] |%| ]—"t] (7.64)

ES

Crws(tv(t), S(t) = S(t)E®

ES |ES

S(T
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where the inside expectation is the value of the call option at determination
point.

B l(su*) (S(T) - ksu*)))* P

S(T | = Crws(t*,v(t"), S(t)) (7.65)

that can we insert in Heston option pricing formula

S (Pt (), w(t), kS () — ke " T Py(t*, S(), v(t"), kS ("))
(7.66)
By the definition of P; we know that the probabilities don’t depend on S(t*),
so to obtain the option price at a time ¢ < t*, prior to the determination of the
strike is

(7.67)

Crws(t, v(t), S(t)) = S(1)ES [(C’Fws(t*’y(t*),s(t*)) ‘}_t}

S(t*)
so the pricing formula becomes

Crws(t,v(t),S(t) = S(t)ES [Py(t", 1, 0(t"), k|]:t]—k;S(t)efr(T7t*)ES [Po(t*, 1, v(t"), k| F]
(7.68)
for j = 1,2 Heston’s model gives us

P;(t,v(t)) = ES [P;(t*, 1, v(t*), k)| F] (7.69)

47 To calculate the conditional expectations involves Bessel function.

7.5 Forward start option using the CF

Here I will follow (Oosterlee & Grzelak, 2019). A forward start option can be
viewed as a performance option. Let there be two maturity days, 77 and T5
with tg < T1 < T5. A forward start option payoff is defined as

S(Ty) — S(T
VIivd(Ty, S(Ty)) := max ((2)(1) - K, 0) (7.70)
S(Tv)
with a strike price K, that is fixed, usually a percentage of the stock value at
time S(7T7). The case when ¢ty = Tj, the option will just be normal vanilla
option, and its payoff will be

1
VIvd(T,, S(Ty)) = < max(S(Tz) = SoK*,0) K* =K +1 (7.71)
0
The value of the contract depends on the performance, (percentage) of the asset
under two time points, 77, 75. That is the building blocks for cliquets. We can
re-write (7.70) as

fwd e [ SE2) e
VIiwd(Ty S(Ty)) = (S(Tl) K,O) (7.72)
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Assume that there is an equivalent martingale measure Q and a bank account,
with a constant deterministic interest rate. Than the RNVF will give us the
today’s value from the payoff at time 75

S(T»)

VIvd(to, o) = B(to)E® [B(lT) max (S(T1> - K, 0) ‘ ]:(fo)] (7.73)

Using (Duffie et al., 1999), to have an affine process, we need to take the log-
arithm of the asset values, using (7.72) and the fact that the logarithm of the
quotient is the difference of the logarithms we get
B(t
vy 5p) = ZU0)go [ max (e2(T%2) - K, 0) ] Flto)] (7.74)
B(T
where (T, T) = log(S(T2)) —log(S(T1)). Now we can derive the characteristic
function

6a(4) = 6 (o, Ty) = O [ e 0oaS TN 10 (ST)| F(1g)] (7.75)

Using the property of iterated expectation, the Tower property, we can condition
(7.75) on the time T7 and write the characteristic function as

o (u) = EQ {EQ [eiu(log(S(Tz))flog(S(Tl))‘ ]:(Tl)] ’f(to)} (7.76)

in the inner expectation in (7.76), which is conditioned at time T3, that is,
we know the log asset price at that time, and can take it outside the inner
expectation, also make use of the fact that e "(T2=T1) . ¢7(T2=T1) = 1 in my
models r is not stochastic we get

o (u) = EC {e—iu(log(S(Tl))er(Tz—Tl)EQ [eiu(log(S(Tg))e—r(Tz—Tl)

Fm)]| Fto)}

(7.77)
The inner expectation is the discounted characteristic function of X (T) =
log(S(T2)), so we have

bo(u) = EQ [efiu(log(S(Tl))eT(Tszﬂf(bX(u7Tl’Tg)‘ J:(to)} (7.78)

where we will derive the ¥ x (u,T1,Ts) for two different asset classes, the Black
- Scholes and the Heston model.

7.5.1 Pricing under the Black - Scholes model

Under the Black - Scholes we have discounted characteristic function, on the log
stock asset price X (t), conditioned on the information until the time T}

1
Y (u, Ty, To) = exp [(r - 202) uAT — %02u2AT —rAT 4+ wuX(Th)| (7.79)
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where To — Ty = AT. Insert the above in (7.78) we get

¢x(u) — EQ |:e<r—%z72)iuAT—%02u2AT‘ ]:(tO):|
. . (7.80)
P (u) = <r - 202> AT — 502u2AT

and the last line is the characteristic function for normally distributed random
variable with mean equal to (7’ — %0’2) AT and variance equal to 02AT. The
above equation does not depend on Sy, it is a consequence that in the Black -
Scholes model, the ratio of two, assets, only depend on the r, the interest rate,
and o the volatility. So we can get a pricing formula at time tg = 0 for the

forward start option under the Black - Scholes model.

VIwd(ty, Sy) = e "R {max (S(TQ) - K*> ]'—(to)}

S(Tv)
VIvd(ty, So) = e " ®(dy) — K*e " ®(dy)
where
i — log (75) + (r + 20?)AT dy — log (75) + (r — 30%)AT
oV AT oV AT
(7.81)
Proof of (7.81), first note that
insert it in the expectation of (7.81)
VI (ty, Sp) = e 2R [max (ggﬁ - K*) ’ }"(to)}
P (7.83)

Vfwd(tmso) _ max (e(r—%oz)AT-&-a(Tz—Tl)x _ K*,O) o3

V2T J_so
The integral can be split into two integrals, and note that we are only interest
positive payout

—rT: e’}
V'fwd(tO,SO) _ e 2 e(r—%02)AT+0(T2—T1)1)6—%302
V2r Ja
—K*e ™2 (1 - ®(a)) with (7.84)

a =

1 1
= loe K* — [r— =02 | AT
aAT(Og (r 20) >

The integral in the last expression can be simplified, by taking the constants
out of the integrals.

GTAT o 1_2 1,..2
_ 6(7”750 )ATJrO'(TQle)CE) —5

e
V2T Ja
_1,2 1,2
_ e(T 50°)AT+50°AT /oo e_%(m_g AT)
V2T a

(7.85)
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make the normal random variable standard, by extracting its mean and divide
with its deviation and we get
e(’l“féoj)ATJr%O‘zAT 00

¢~ 3(z-0VAT)
Vor o (7.86)
= ™AT {l—é(a—a AT”

use the fact the standard normal is symmetric around zero, we get

VIvd(ty, Sp) = e D1 d (O’ AT — a) — K*e "2 (—a)
with
() (r+ de?) ar (r57)
' oV AT
g () + (- Jo?)ar
B oV AT

do

7.5.2 Pricing under the Heston model

Before we looked at the Black Scholes model, we had found that pricing the
forward start function, is the same as calculating this characteristic function

%(u) — EQ [e—iu(X(Tl))er(Tz—TﬂwX(u7T17T2)‘ _7:(150)} (7.88)

under the Heston model this is to find ¥ x (u,T1,Ts), now the state- space u
is a two-dimensional vector, u” = [u,0]”, with the second parameter is set to
zero. We want to find the asset price at maturity, not the variance. Of course
the variance influences the asset price, but it is already captured in the asset
price. Using the fact that Heston model belongs to the class of AJD, affine jump
diffusions, we know that its characteristic function can be written as

Uy (U, Ti, Tg) _ eZ(u,‘r)—&—E(u,‘r)X(Tl)+€(u,~r)v(T1) (789)

where A, B, C' are complex valued function. In the Heston model, the variance
follows a CIR - model, a squared root diffusion, with mean-reversion, and no
jumps. In the Heston model B(u,7) = iu and in (7.89) the constant A(u,7), is
not stochastic. Ilet 7 =T — ¢, time to maturity. So this simplifies (7.88) to the
following

¢w(u) _ eZ(u,T)+r(T2—T1)EQ [eé(u,f)v(TﬂwX (u’ Tl,T2)‘ ]:(to):| (790)
This formula does not depend on the asset price S(t) or the log asset price

X(t) = log(S(t)). In order to get an affine system we are using the log of
the asset price. The idea behind solving (7.90) is to use moment - generating
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function for the CIR - model. In the Heston model we have the in (Oosterlee &
Grzelak, 2019) writes the representation for the dynamics of the variance thus

dv(t) = k(U — v(t)) dt + v/ v(t) dW,(t) (7.91)
That is the same as in Heston’s representation.
dv(t) = k(0 — v(t)) dt + o+/v(t) dW,(t) (7.92)

the moment generating function has the following form.

8 [e0] 7] = (1) o0 (L)

1 — 2ue(t, to) 1 —2ue(t, to)
with the following parameters
= _ 7’ —k(t—to)
c(t,to)fﬂofe )

4Kk
0 = Pl (7.94)
4kvgeH(t—to)

’y2 (1 _ e—/i(t—tg)

R(t,to) =
The density of a noncentral chi - square distribution is x?(4, &(t, o))
1wy (E(t L) \F
Feerin) (@) =) ¢ (2 Fr2(s2m) (@) (7.95)
k=0

which is the chi-squared distribution with é + 2k degrees of freedom. Than the
moment - generating function becomes.

My (w) i= B2 [e2®

Fto)]

1 _®=G.to) E(t,to) k/oo y Y

— u d

e < 2 o e\ gy ) W
(7.96)

oo

1
E(t, to)

k=

Change of variables y = ¢(t, to)x gives us

> 1 _ E(t.tg) E(t, to) k > uE(t to)
Mv(t)(u) = Z He p) — | e ’ fX2(6+2k)(33) dx (7.97)
k=0

The integral is the moment generating function for a chi-squared distribution
with § + 2k degrees of freedom. So we have

% wE(tito) 1 e
— uc 3 J—
M2 542k (uc(t, o)) = /o 2 ° fxz(s+2k)(T) dv = <12uc(t,to))
(7.98)
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adding and subtracting an exponential term

My (u) = <1—2ulc(tto)> %66Xp <2(1 /j(;fco&, to) H(t;o)>

1 mtg (t, o) b
. Z e 2 —2ud(t.tp)) ~
K! 2(1 — 2ue(t, to))

k=0

(7.99)

The expression under the sum, is the probability that P(Y = k) for a Pois-
son distributed random variable, the probability mass function, for a Poisson
distributed random variable (with parameter & is

PlY = k] = —e%@" (7.100)

in our example & = E(tto) 5y we get

2(1—2u(t,to

Moty (u) = <1—2ulc(t,to))> %6exp <2(1 f(;io()t’ Rt to > i]P’

k=0

(7.101)

but as the sum of all probabilities is equal to one, the last sum vanish, and we
get

B 1 26 R(t, to) R(t, to)
Moo (u) = (1—2uc(tt0)> P (2(1 - 2u6?t,t0)) - =5 ) (7.102)

So we can insert this in (7.90) we get the ¢x (u, Ty, T>) when solving the coupled
Riccait equations

(u, )( )(T1;t0)>
1 —2C(u, 7)e(T1, to)

bu(u) = exp (A( )Tt
(7.103)

ls
290

(1—20(u7' Tl,to >
7.6 Appendix

I reproduce the variance dynamics in the Heston model (CIR- model)

dv(t) = k(T — v(t)) dt + yy/v(t) dW,(t) (7.104)

The process v(t)|v(s) with 0 < s < t under the CIR dynamics is distributed as
¢(t, s) times a non-central x? random variable x? (6, (¢, s)) where § is the degree
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of freedom, and %(¢, s) is the non-centrality parameter. This gives us

v(t)|v(s) ~ e(t, s)x*(6,R(t,s)) t>s>0

with
1
c(t,s) = 4—72 <1 — e_"“(t_s))
P (7.105)
~U
(5 == T
5
_ _ Aku(s)e Rt
H(t7 S) - ,YQ (1 — e_“(t_s))
The cumulative distribution function, CDF, will look like
Fyp (@) = Qu(t) < 2] = Q [x2(6,F(t,5)) € —— | = Frasa) | ———
- ’ ~ ¢t ) Ao ¢(t, )
(7.106)

where

(") ety
R ox _R(t,s) 2 y(k+$5,4
Fya(5m(t,5)) (y) = 1;) p ( 9 ) il T(k+2) (7.107)

and the lower incomplete Gamma function ~y(a, z), and the Gamma function
G(z) are

~(a, z)/ t"te7tdt, T(z)= / t*~te~tdt (7.108)
0 0
and the probability density function, pdf, is
1 1 =t Y %(%_1)
satemn® = 3¢ H070 () T (V) (7109

where the B is the modified Bessel function of the first kind.

15
o= () 5 it

7.110
(a+k+1) ( )
Now the density function for v(t) is thus
d d T
fv(t) (z) = %Fv(t) (z) = %FXQ(&E(LS)) (c(t,s))
(7.111)
_ 1 7 B T
Tt s) O (c(t, s>)
and the mean and variances are
E[v(t)|Fo] = &(¢,0)(5 + R(t, 0
[o(6)F0] = 2(t,0)(6 +(,0) —_—

Var[v(t)|Fo] = @ (t,0)(26 + 47(t,0))
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7.7 Bibliographical notes

The starting point is Rubinstein’s article from 1990. A good book that describes
the Forward- start problem is (Musiela & Rutkowski, 2005), thereafter I used
two articles, (Lucic, 2003) and (?, 7), that independently produced a closed form
expression for the Heston model. Another article is (Ahlip & Rutkowski, 2009),
that also set up the framework for stochastic interest rate. I only reproduced
their result with deterministic interest rate. A recent book (Oosterlee & Grzelak,
2019) makes use of the moment generating function to derive the Black Scholes
and the Heston model.
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