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Abstract

Quantum Cascade Lasers (QCLs) have since their invention in 1994 become a crucial source for
mid-infrared and THz radiation. Mid-infrared QCLs have achieved room temperature operation
while THz QCLs have not. As such, simulations are an important tool in order to achieve a
THz QCL operational at room temperature. This work uses a simulation package based on
a nonequilibrium Green’s function model to investigate which Conduction Band Offset (CBO)
should be used for the most accurate results and if there is a difference between samples from
different labs. These CBOs are then used to simulate current the state-of-the-art THz QCLs,
which is done with great success. For example, the thermal degradation of the QCLs was
analyzed and showed that thermal backfilling and thermally activated leakage channels were the
main cause. Also, new QCLs were designed from the information gained. Two of these samples
are predicted according to the simulation package to outperform the current best performing
QCLs.
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List of Acronyms

ac: alternating current

CBO: Conduction Band Offset

dc: direct current

HLS: Higher Lying States

LLS: Lower Laser State

LO-Phonon: Longitudinal Optical-Phonon

NDC: Negative Differential Conductance

NEGF: Non-Equilibrium Green’s Function

PDC: Positive Differential Conductance

QCL: Quantum Cascade Laser

QW: Quantum Well

THz: Terahertz

ULS: Upper Laser State
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1 Introduction

People have been astounded by the properties of quantum mechanics ever since its inception in the
first half of the twentieth century. In short, quantum mechanics describes physics on the microscopic
scale and is one of the cornerstones of theoretical physics. The continuous shrinking of electronic
components during the last century has led to the birth of so-called quantum devices, i.e. devices
that require quantum mechanics to explain their operation [1]. Thus, understanding quantum me-
chanics is of utmost importance for the development of e.g. transistors and Quantum Cascade Lasers
(QCLs).

QCLs are a type of semiconductor laser that emit light in the infrared and THz region of the
electromagnetic spectrum. QCLs where first theorized by Kazarinov and Suris in 1971 [2], and re-
alized in 1994 by Faist et al. [3]. The advancements since then have been rapid, with mid-infrared
QCLs being continuous-wave operational at room temperature [4] and being commercially available.
However, designing QCLs that operate in the so-called THz gap(1-10 Thz) has been proven to be
more difficult, with a maximum operating temperature of 250 K [5] being achieved in 2020. This
text will focus on THz QCLs in particular and the focus on mid-infrared QCLs will be omitted.

THz QCLs have several interesting technical applications. This includes non-invasive medical imag-
ing, gas detection, detection of substances such as explosives and drugs and THz spectroscopy of
DNA [1, 6]. To make this a reality, the operating temperature and the wallplug efficiency of the THz
QCL has to be increased. Hence, this is the main focus of current THz QCL research. Big improve-
ments have been made lately as cryogenic temperatures were required before recent research [5, 7]
enabled the use of thermoelectric cooling, which tremendously facilitates technological applications.

Simulations are a key tool when developing new and better QCLs. Several different approaches exist,
e.g. based on rate equations, Monte Carlo techniques, density matrix theory, or Non-Equilibrium
Green Function (NEGF) theory [8, 9], which will be deployed in this thesis. Pros and cons exist
with all these simulation approaches, whereas the NEGF method is the most sophisticated at the
expense of requiring the most computational time [10]. The NEGF method will be deployed by
using a simulation program called the NEGF-Package which was developed at Lund University by
Wacker, Winge and Franckie [10–12]

The purpose of this thesis is to use the NEGF-package to answer a multitude of questions. First,
whether or not there exists uniformity between different groups in how material parameters are
defined will be investigated. This will be done by performing simulations with different material
parameters and then comparing the simulated results to experimental data. Secondly, simulations
will be performed on the QCLs with the highest temperature performance as a means to under-
stand the underlying physics of these devices. Thirdly, the simulation package will be deployed to
investigate what causes the thermal degradation of these state-of-the-art QCLs. Lastly, the thesis
will round off by presenting a new QCL. The structure of this new sample will be based on what
we have learned from the earlier simulations and will then be optimized by using the NEGF-package.

The thesis will begin with an introduction to QCLs in chapter 1. Then in chapter 2 the mech-
anisms that cause thermal degradation in QCLs will be discussed. In chapter 3, we describe in
detail how the simulations are performed and in chapter 4 the results will be presented together
with a discussion of the results. Lastly, in chapter 5 the results will be concluded together with a
discussion about the outlook of THz QCLs.
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1.1 An Introduction to QCLs

Fundamentally, QCLs consist of a superlattice placed in a waveguide. Superlattices were first pro-
posed in 1970 [13] and are made by alternating layers of two different materials with different band
gaps. The Conduction Band Offset (CBO) between the two materials results in quantum wells
where the discrete energy levels spatially overlap, creating energy bands and energy gaps, as shown
in figure 1.

Figure 1: In this figure a semiconductor superlattice is schematically drawn. It shows how the quantum
wells and barriers are repeated, resulting in minibands shown as grey bands in the well. The
energy is represented by the E-axis and the growth direction by the z-axis.

Using superlattices to amplify light, i.e. achieve gain, was then proposed one year later by Kazarinov
and Suris [2]. The idea behind this light amplifying device was to apply an electric field such that
the ground state of a quantum well was aligned with the first excited state of the next quantum
well. Consequently, the electron would be injected to the first excited state by resonant tunneling,
and then transition to the ground state in the same well by the emission of a photon as shown in
figure 2.

Figure 2: The original idea of a light amplifying superlattice structure as proposed by Kazarinov and
Suris in their famous paper [2]. An electric field is applied over the structure such that
electrons cascade through the superlattice by tunneling from the ground state to the first
excited state of the next quantum well, to then transition down to the ground state in the same
quantum well by emitting a photon.

The first realization of this type of cascading superlattice laser was the QCL in 1994 by J. Faist
et al. [3] which used a more complex structure than what was proposed in 1971. This section thus
aims to give the reader sufficient background to understand how a QCL is designed and operates.
As a first step, the QCL will be compared to the more well-known traditional semiconductor lasers
as a reference.
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Figure 3: Two figures graphically showing the difference between interband transitions and intersubband
transitions. In figure A: two examples of interband transitions, i.e. transitions between two
different bands, are shown. In B: a transition between two subbands are shown, i.e. a
intersubband transition. These intersubband transitions are relevant for QCLs while interband
transitions are relevant for more traditional semiconductor lasers.

The most important feature of the QCL is that it uses intersubband transitions instead of interband
transitions used in more traditional semiconductor lasers. These transitions are drawn schematically
in figure 3. The most glaring difference is that intersubband transitions are not restricted by the band
gap. Consequently, gain at much lower frequencies can be achieved compared to interband lasers,
which has led to the development of QCLs in the THz and mid-infrared region of the electromagnetic
spectrum [1]. Another important difference is the joint density of states resulting in very dissimilar
gain spectra. For the intersubband case, the gain spectrum is shaped like a delta-function, only
allowing absorption/emission of photons with the energy difference of the initial and final state [14].
Consequently, the structure is transparent to photons with higher or lower frequencies. To compare,
in the interband case the gain spectrum is wider and looks like a step function [14]. Schematic
drawings of the spectra are shown in figure 4.

Figure 4: Figures showing the difference in gain spectrum for A: interband transitions and B:
intersubband transitions.

Which type of scattering drives the transitions is also widely different between the two types of
transition. In the interband case, radiative scattering dominates while non-radiative scattering
dominates for intersubband transitions [1]. As a result, the design of the so-called active region,
described below, is very important for QCLs.
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1.2 Active Region Design

The active region is the region where the stimulated emission takes place to achieve lasing. As with
all lasers, population inversion and electrical stability are necessary to achieve this [1, 15]. Here I
will briefly go over how this is realized using a two quantum well structure, which is currently both
the simplest and best-performing design as of now [5, 7]. In figure 5 two adjacent active regions
are shown. Each active region has three levels. The well material is GaAs and the barrier material
is AlxGa1−xAs which is standard for THz QCLs. The ground state acts as both the injector and
extractor states, the first excited state acts as the Lower Laser State (LLS), and the second excited
state acts as the Upper Laser state (ULS). The population inversion is designed to be between the
ULS and the LLS. To achieve population inversion, it is necessary to have a long ULS lifetime and
short LLS lifetime [1, 15]. This is done by injecting a large number of electrons into the ULS and
by rapidly extracting the LLS population.

Figure 5: The bandstructure of a typical resonant tunneling injection THz QCL. In the figure, two
modules are shown with three states each. In the figure, this can be seen since the ULS and the
injector are aligned and the extractor is roughly one Longitudinal Optical-phonon beneath the
LLS energy-wise.

The primary ways of injecting electrons are Resonant Tunneling (RT) injection and scattering as-
sisted (SA) injection [15]. RT injection means that electrons tunnel from the injector to the ULS
where the injector and the ULS are aligned, as is the case in figure 5. Consequently, the width of the
injection barrier is of utmost importance. Decreasing the barrier width will increase the transition
rate from the injector to the ULS, as well as from the injector to the LLS [1]. This is relevant for
all scattering mechanisms, which will be described in chapter 2. On the other end, increasing the
barrier width results in a smaller tunneling rate. This type of tradeoff is typical when designing a
QCL as changing parameters will have both beneficial and detrimental effects. However, for the SA
injection scheme, the levels are not aligned. Thus the transfer happens by scattering processes [15].

Designs on RT injections are currently performing better [5], but for low-frequency designs (<2
THz), SA injection has been shown to perform better [16]. The authors of Ref. [16] suggest that
this is because at low frequencies the ULS and the LLS are separated by an energy close to the width
of the level, which results in resonant tunneling to the LLS when using RT injection. As such, line
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broadening of the LLS can result in detrimental current from the injector directly to the LLS which
results in a higher current without the emission of a photon, as well as less population inversion [9,
17].

As of writing, the most common method of depopulating the LLS is by using the direct-phonon
method. It is also the best performing [5]. The direct-phonon method entails having the extractor,
which is the same level as the injector in a three-level system, one Longitudinal Optical (LO) phonon
beneath the LLS energy-wise. This is for instance the case in the active region shown in figure 5. As
it turns out, LO-phonon scattering is an extremely fast process when possible as detailed in chapter
2.1. Hence, the direct-phonon method results in very fast depopulation of the LLS by the emission
of an LO-phonon. On the other hand, the emission of a phonon to transition an electron from the
ULS to the injector occurs at a slower rate as the spatial overlap is lower. As such, the lifetime of a
state in the LLS is much shorter than in the ULS which results in the desired population inversion
between the LLS and the ULS. However, the direct-phonon method has the problem that electrons
in the injector can transition back up to the LLS by the absorption of an LO-phonon [15]. This is
referred to as thermal backfilling and will be discussed in chapter 2. The problem of thermal back-
filling has been solved in mid-infrared QCLs (not considered in this thesis) by adding an additional
state one LO-phonon beneath the extractor [8], called double-phonon extraction. Double-phonon
extraction is however not currently utilized for THz QCLs.

The active region is then repeated n times which results in a cascading effect where each elec-
tron goes through n active regions, thus emitting up to n photons. This has the benefit of reducing
the threshold current for lasing Jth [1, 15]. In general, a low current is desired as it results in less
heating of the device. However, this does not mean that as many modules as possible yield the best
performance as the length of each module must be shortened to add more modules to the waveguide,
which means that the applied bias must be increased.

The LLS and ULS in figure 5 are not in the same quantum well. Thus a so-called diagonal transition
causes the lasing in that structure. Diagonal structures have proven to be the best performing [5, 7,
18]. The reason why diagonal structures are used is to mitigate transitions from the ULS directly
to the injector.

Electrical stability requires that there is a positive differential conductance [15]. Negative differ-
ential conductance can occur if there is resonant tunneling between two states, and the alignment
decreases with increasing bias. A case of negative differential conductance is shown in figure 6. Here
when the bias is increased, the alignment of the levels decreases which results in a smaller tunneling
rate. As a result, the current decreases with an increasing bias.

Figure 6: Schematic drawing that shows how negative differential conductance can occur in a QCL which
results in electrical instability. In figure A the structure and definition of the energy difference
x is shown, in figure B the relation between the absolute value of x and applied bias is shown,
and in figure C the resulting IV-curve is shown. The regions of Positive Differential
Conductance (PDC) and NDC are also marked.
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1.3 Interface Roughness

Figure 7: Superlattices have imperfect layer surfaces due to the growth process. This destroys the
periodicity and hence causes scattering that is often detrimental to the performance of QCLs.
This figure shows schematically how the spatial distribution of the materials could look from a
top view.

Interface Roughness (IFR) refers to the imperfect superlattice layers. The interface roughness is
thus a result of growth quality and can be seen as fluctuations of the ideally flat layers, as shown in
figure 7. In the two studies of Ref. [19] and Ref. [20] the impact of interface roughness scattering
was studied and the discussion here is largely based on those two articles. The IFR-scattering is
caused by the imperfect layers resulting in a loss of periodicity. What was found in Ref. [19] is
that IFR-scattering decreases the gain and increases the current due to the resulting non-radiative
transitions from the ULS to the LLS.

Furthermore, in Ref. [20] it was investigated how IFR should be modeled. The fluctuation η(r)
tells us how far from the perfect surface the actual surface deviates. In Ref. [20], they made the
assumption that the position of the fluctuation η(r) on the layer surface could be described by dif-
ferent statistical distributions. Therefore, it was assumed that each layer surface looked exactly the
same with the same imperfections. The results from the study showed that all tested distributions
could be used if the fitting parameters were chosen correctly. For instance, the scattering matrix
element squared for the exponential distribution is given by

f(q) =
2π∆̃2Λ̃2

(1 + Λ̃2|q|2)3/2
(1)

where q is the exchanged momentum and ∆̃ and Λ̃ are fitting parameters with no clear physical
interpretations.

It was then found in Ref. [19] where they ran simulations on three samples, that the results were
dependent on how the fitting parameters were chosen. For instance, a 50% increase in ∆̃ resulted in
20% less gain. As a result, it was shown that IFR-scattering indeed plays an important role in THz
QCLs.
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2 Thermal degradation

Ever since the inception of THz QCLs, the main goal has been to improve the operational temper-
ature of the structures. Still, QCLs operating at room temperature have not yet been achieved. As
a consequence, many studies have been doneto investigate why the performance of QCLs degrade
with temperature [17, 21–24]. Still, no consensus exists [8, 25]. Later in chapter 4.3, the thermal
degradation of three samples will be studied. This chapter should therefore be seen as the back-
ground for those tests.

The discrepancy of the findings from these studies might be due to different designs having dif-
ferent degrading mechanisms, and not the same samples were studied in those articles. In chapter 4,
the thermal degradation of the new state-of-the-art devices will be investigated. Therefore, the pur-
pose of this chapter is to give an introduction to the detrimental effects temperature has on QCLs.
First, some theory about LO-phonons will be given as a background to the Thermally Activated
LO-Phonon (TALOP) scattering and the thermal backfilling that follows. Then the chapter ends
with a discussion about leakage to the continuum states.

2.1 LO-phonon Scattering

Figure 8: Schematic drawing adapted from Ref. [1] of two subbands where it is assumed that all electrons
are relaxed to the lowest possible state. The figure intends to show the difference between a
small energy gap in figure A (E < ELO) and a large energy gap in figure B (E> ELO) when it
comes to the emission and absorption of phonons. The acoustic phonons (Ac in figure) are
typically small in energy and results in intrasubband relaxation. The LO-phonons are
essentially monoenergetic and can only be emitted from the upper band in the large energy
gap-case.

In materials, mechanical vibrations of the atoms can be modeled as quantum quasiparticles called
phonons. Phonons are usually categorized into acoustic and optical phonons. If the movement of
the atoms in the crystal lattice is coherent they are called acoustic, otherwise they are called op-
tical. Phonons can also be longitudinal, i.e. the atoms are displaced in the same direction as the
propagation of the mechanical vibrations, or transversal where the atoms instead are displaced per-
pendicularly. For III-V semiconductor materials like GaAs LO-phonon scattering is the dominant
scattering process. [1]. For instance, the lifetime of a subband is around 1 ps when LO-phonon
scattering is energetically possible, and for acoustic phonons, the lifetime is at least 80 ps [26].

As explained in the previous chapter, LO-phonons are of utmost importance when designing a
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QCL as they are exploited to get fast relaxation from the LLS. The reason behind this is the mo-
noenergetic nature of LO-phonons since this results in large differences depending on if the energy
gap is greater than ELO or not as shown in figure 8. When the energy gap is close to ELO (≈ 36 meV
for GaAs), the emission of a photon from the ULS is extremely fast as the scattering rate is propor-
tional to 1

q where q is the momentum exchanged in the scattering process [27]. As a consequence,

LO-phonon scattering is the dominant scattering process for III-V materials [1], when energetically
possible.

2.2 Thermally Activated LO-Phonons

Figure 9: Simplified picture of an active region with three states meant to represent the ULS, the LLS,
and the extractor/injector. The figure intends to show how electrons with an in-plane energy
greater than 16 meV in the ULS can transition to the LLS by the emission of an LO-phonon if
the energy difference between the two states is 20 meV. Furthermore, the higher the
temperature, the larger the number of electrons with an energy greater than 16 meV. As such,
the rate of LO-phonon scattering from the ULS to the LLS is expected to increase with
temperature; it is ’thermally activated’. How the distribution of electrons looks for an arbitrary
temperature according to Fermi-Dirac statistics is included in the figure for reference.

As the electrons heat up, their distribution within the subband changes according to Fermi-Dirac
statistics, i.e. it is in equilibrium. The distributions, however, change when an external bias is
applied. This is due to the electrons gaining energy and thus getting distributed according to a
temperature larger than the lattice temperature [8]. The electrons can then lose their excess en-
ergy by a multitude of processes including phonon scattering, impurity scattering, IFR-scattering,
electron-electron scattering, or by the emission of a photon.

As discussed in the previous section, if LO-phonon scattering is energetically possible then the
electrons most likely will lose their excess energy by the emission of a LO-phonon. Hence if the
energy difference ∆E = Eup − Elow between two states |up〉 and |low〉 is less than ELO, then the
electron in the up state needs an in-plane energy of ELO − ∆E. As such, when the temperature
is increased more electrons have sufficient in-plane energy to emit an LO-phonon to transition to
the lower state. This is referred to as thermally activated LO-phonon emission and causes thermal
degradation in QCLs by transitioning electrons from the ULS to the LLS without the emission of a
photon. As a consequence, the population inversion is decreased and the current is increased, which

13



are two detrimental effects. Figure 9 shows how TALOP-scattering works in an active region.

In the literature, different opinions exist on the importance of TALOP-scattering when it comes to
the thermal degradation of QCLs. For instance, in Ref. [24] it was found in experimental data that
the thermal degradation kicks in at temperatures corresponding to the thermal energy of ELO−∆E
and therefore, TALOP-scattering is the main mechanism for the degradation of their sample. Ex-
perimental analysis in Ref. [23] found the same to be true. However, simulations performed in Ref.
[21] found no evidence of TALOP-scattering diminishing the population inversion.

It is not surprising that different samples show signs of TALOP-scattering from the ULS to the
LLS as the rate of TALOP-scattering not only depends on energy but also on the spatial overlap.
For instance, in Ref. [18] it was found that by increasing the radiation barrier width and in extension
increasing the diagonality, the TALOP-scattering between the ULS and the LLS decreased. The
same approach has been taken by all recent state-of-the-art devices [5, 7, 28, 29], where high barriers
and high diagonality have been utilized to effectively eliminate the detrimental TALOP-scattering.

2.3 Thermal Backfilling

Thermal backfilling is the process of electrons in the extractor absorbing an LO-phonon to transition
back to the LLS resulting in less population inversion. The absorption rate is dependent on the LO-
phonon population which is only weakly temperature dependent, increasing by roughly 100% when
going from 0 K to 400 K [1]. Hence, thermal backfilling is probably only a significant degrading
mechanism once other detrimental degrading thermal effects such as TALOP-scattering from the
ULS to the LLS are suppressed. Studies on thermal degradation have come to different conclusions
about thermal backfilling. For instance Ref. [21] and Ref. [29] found thermal backfilling to be the
main mechanism while Ref. [30] and Ref. [31] found it to be negligible. Furthermore, this might
explain why the current record-holding QCL [5] has an energy difference Eex between the LLS and
the extractor at roughly 46 meV as this would result in less thermal backfilling, albeit at a cost of
less effective depopulation of the LLS.

2.4 Leakage Current

Leakage current refers to electrons that get excited up from the lower three states to the Higher
Lying States (HLS) or even the continuum over the barriers. This is a detrimental effect as this
current heats up the device without emitting any photons. There are mainly two paths for the
electrons to get excited this way: by tunneling to the HLS in the next module or by the absorption
of an LO-phonon to transition to the HLS in the same module. Both of these paths are shown in
figure 10. Only the absorption of LO-phonons should have a temperature dependence which is weak,
as in the case with thermal backfilling.

Recently, strides have been made to get rid of the leakage to the continuum by using higher barriers.
In Ref. [28] they analyzed a highly diagonal Al0.15Ga0.85As structure as to eliminate TALOP-
scattering from the ULS to the LLS, and they found that thermally activated leakage channels were
the main cause for the thermal degradation. In Ref. [32] the same authors studied a highly diagonal
structure again, but this time using an Al0.3Ga0.7As, i.e. significantly higher barriers. What they
found is that NDC was kept when using high barriers, i.e. leakage to the continuum had been sup-
pressed as it usually counteracts the expected NDC. They found, however, that TALOP-scattering
to the HLS still was present in this high barrier sample. In Ref. [28] these principles were used to
achieve record high-temperature performance of a 2-QW THz QCL. In Ref. [29] and then in Ref. [7]
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Figure 10: Figure showing the two main paths for leakage current to HLS and in extension leakage to the
continuum. The electrons can tunnel from the lower states to the HLS in the next module or
by scattering to the HLS in the same module. Roughly two modules are shown in the figure.
However, not all states are included in the figure to make it more readable.

the temperature record for 2-QW THz QCLs was once again beaten, using a similar highly diagonal
high barrier structure. The authors of those articles, however, found that thermal backfilling and
reabsorption were the main causes for the thermal degradation by simulating the structure. Thus,
it would seem like the leakage currents presented in those articles had been suppressed. However, in
Ref. [5], they beat the record and still have it as of writing, and the authors of that article attributed
their better performance compared to Ref. [29] and [7] to better suppressing the leakage currents.
This overview of the literature about 2-QW THz QCLs from the period 2015-2021 shows two things.
Firstly, the performance has improved by suppressing leakage to HLS and the continuum. Secondly,
the remaining mechanisms that are relevant for thermal degradation are not agreed upon.

15



3 The NEGF-Package

In this chapter, the NEGF-package will be introduced. The chapter is split into two parts. In the
first part, the underlying mathematical models will be described briefly. The intent behind this is
to give the reader an understanding of what the program actually calculates. In the second part, it
is discussed how the NEGF-package is used to study QCLs. The purpose behind this is two-fold.
First, it will effectively function as a method part for the results part of chapter 4. Secondly, it will
explain how the NEGF-package is structured.

3.1 Modelling

3.1.1 Hamiltonian and Eigenstates

In this section the relevant Hamiltonian used to model the QCL in the NEGF-package will be dis-
cussed. The discussion is largely based on chapters 2 & 3 of the thesis of Franckié [12].

The Hamiltonian is given by
H = H0 + Vdc + Vac(t) +Hscatt (2)

where H0 = p2

2me
+ VL(z) where VL(z) is the potential of the superlattice. Furthermore, Vdc is the

potential from the applied bias over the structure, Vac(t) is the time dependent potential caused by
a electromagnetic light field, and Hscatt contains the scattering mechanisms discussed in chapter 2.
The complicated scattering mechanisms Hscatt is omitted when calculating the eigenstates which
leaves us with the Hamiltonian for a single particle in an electromagnetic field in a superlattice

Hsp = H0 + Vdc + Vac(t) =
(p− eA(r, t))2

2m0
+ VL(z) + eΦ(r, t). (3)

The scattering mechanisms are then entered into the system by the self-energies, using the self-
consisten Born approximation [10].

To get the eigenstates of eq. 3, the eigenstates are expanded in envelope functions ψn, such that the
single electron state becomes

Ψ(r, t) =
∑
n

ψn(r, t)un,k0(x) (4)

where n denotes bands (not to be confused with the subbands of the QCL) such as the conduction
band and valence band, un,k0 are the periodic Bloch functions of the periodic structure, and x is
the growth direction. In the NEGF-package, two bands at are considered for the envelope functions
for a fixed Bloch vector with k = k0: the conduction band and the valence band. This is called
the two-band model, and is widely used for the modeling of QCLs [1]. As it turns out, if eq. 4 is
applied on the Hamiltonian eq. 3, you get an effective Schrödinger equation for the envelope function.

In the two band model, the envelope function can be written as

ψ̄(r, t) =

(
ψc(r, t)
ψv(r, t)

)
(5)

where ψc and ψc is the envelope function for the conduction band and valence band respectively.
Inserting this into eq. 3 and eq. 4, while neglecting any electromagnetic fields, results in two closed
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Figure 11: Schematic drawing illustrating how Wannier states are localised in space and repeated once in
each region. A Bloch state would look like the sum of the Wannier states.

expressions for ψc and ψv

Ecψc + pz
1

2mc(E, z)
pzψc = Eψc, (6)

Evψv + pz
1

2mv(E, z)
pzψv = Eψv, (7)

where Ec is the energy of the conduction band, Ev is the energy of the valence band, and E is the
energy of the state ψ̄. Full calculations can be found in Ref. [12] and Ref. [1]. However, these
envelope functions pose the problem of not being localised in space. As such, the writers of the
NEGF-package choose to use Wannier-states [10, 12, 33]. The Wannier states are an alternative
basis for the Hamiltonian and can be chosen in different ways. As such, several methods exist to
change the basis, but the one used in the NEGF-package is to find the basis that diagonalizes the
position matrix element

zα,β =

∫
dzφ∗αzφβ . (8)

where φα and φβ are Wannier states. The Wannier states are localized in space and are repeated
each period as shown in figure 11 but do not take the external bias into account. Therefore, the
energy values can be unreliable when you want to know the energy levels under an applied bias.
To solve this, the NEGF-package can also calculate the Wannier-Stark states, e.g. when you want
to plot the band structure, more on this in chapter 3.2. The Wannier-Stark states are the mix of
Wannier states (perturbation) that you get when you apply an external bias on the Wannier states.

Now that we have a basis for the Hamiltonian, it is straightforward to calculate the current density
J through the QCL, which is defined as

J(z, t) =

〈
e

V

∂z

∂t

〉
. (9)

However, to evaluate eq 9, the density matrix is required. It is in this part that the NEGF-package
utilizes the NEGFs it is named after. The theory behind NEGFs is mathematically advanced and
thus outside the scope of this text. Nonetheless, the reason why the NEGF-method yields better
results than less sophisticated simulation methods is that it takes the line broadening caused by
the non-equilibrium distribution of electrons within a subband into account. The NEGF-method,
therefore, excels in calculating the coherences, i.e. the non-diagonal elements in the density matrix.

3.1.2 Optical Response

In this chapter the optical response (specifically the gain) of an active region of a QCL will be
discussed. The discussion is largely based on chapter 2 of the thesis of Winge [11].
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The polarisation P, which can be assumed to be constant over one active region due to the wave-
lengths of the electric field being many times larger than the length of the active region, describes
the response of a system that is subjected to an external electric field E, and is given by

P(t) = εrε0

∫ t

−∞
dt′χrel(t− t′)E(t′) (10)

where χrel is the relative susceptibility that describes the history of the system. The expression
becomes more useful when it is Fourier transformed into the frequency space

P(ω) = εrε0χ
relE(ω). (11)

The complex refractive index can be written as ñ(ω) = ck̃/ω [34], where k̃ is the complex wave
vector. If we write k̃ = k + iα/2 and plug it into the electric field traveling along x

E(x) = ẑFace
ik̃·x, (12)

it is easy to see that α corresponds to absorption per unit length. Furthermore, it is well known
that ñ =

√
ε(ω)/ε0, and as a result α = ω Im{ε(ω)}/(ε0c). Finally, we have the definition of the

dielectric field tensor ε(ω) = ε0εr(1 + χrel(ω)) which yields the expression we will use

α =
ω
√
εr
c

Im
{
χrel(ω)

}
(13)

From this point it would be possible to calculate the susceptibility by using time-dependent pertur-
bation theory. However, the NEGF-package expands the current frequency, following Ref. [35], to
get J(ω) and can therefore relate it to the susceptibility to the current by the expression

J(ω) = σ(ω)E(ω) = −iωP(ω) (14)

which results in

α = − 1

cεo
√
εr

Im(σ(ω)). (15)

The gain G(ω) = −α can thus be extracted directly from the frequency-dependent current.

3.2 Simulations Using the NEGF-Package

In this chapter, the different subprograms in the NEGF-package will be presented as well as how to
use them to get quantitative results.
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3.2.1 Wannier States

Figure 12: The band structure of a sample generated with the bandplot program. In the plot, there are
also three Wannier states calculated using the Wannier8 program as well as three
Wannier-Stark states calculated using the calcWS program.

The first step when simulating a device with the NEGF-package is to calculate the Wannier states.
The program used for this is called Wannier8 and works by writing all the simulation parameters in a
text file. These simulation parameters include the studied sample’s CBO, layer sequence, aluminum
content in the barriers, effective mass of the electron in the well and in the barrier, the doping levels,
and the IFR parameters.

Once you have the Wannier states, you can plot the band structure using the bandplot program.
However, often it is more interesting to plot the Wannier-Stark states since the Wannier states do
not take the external bias into account. Therefore a subprogram called calcWS exists that estimates
the Wannier-Stark states by giving the applied bias as an input. The calcWS program leaves out
the mean-field and is therefore not as exact as the hdiag program described below. In figure 12 the
bandstructure of a sample is shown that was generated using the bandplot program. In the figure,
three calculated Wannier states and three Wannier-Stark states are plotted to show the difference
between them. The energy difference between the two upper-most Wannier-Stark states is greater
than the two upper-most Wannier states due to the introduced coupling between the states.

3.2.2 Current Densities

When the Wannier-states have been generated it is possible to use the negft8 program which can
be seen as the main program of the NEGF-package. There are in essence three things that can be
simulated with the negft8 program: IV-curves without lasing, gain, and IV-curves with lasing. In
this subchapter we will go over how this is done and also some new theory about gain saturation
will be introduced in order to explain IV-curves under lasing conditions.

First, IV-curves without lasing are simulated by entering at which intervals the current is calcu-
lated. Other important simulation parameters that are entered are the phonon temperature T , the
amount of Wannier states Nnu, and how many neighboring periods each state interacts with Nper.
Increasing Nnu and Nper increases in general the accuracy at the expense of computing time as the
number of states to be calculated is N = Nnu(1 + 2Nper) [12]. As such, in general you want to use
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as few Wannier states as you can while getting acceptable results, as this can save weeks of time.

Simulating the same structure under the same conditions using a different Nnu gives insight into how
important HLS states are for the operation of that sample. For instance, if the simulated maximum
current increases drastically when going from three to five states, then it is evident that current
through the HLS is present. By the same token, if the results change when going from Nper = 1 to
Nper = 2, then it is evident that intermodular tunneling through two periods plays an important
role in the sample.

When simulating the gain it is necessary to enter which photon energies hω the gain should be
calculated for, the electric field strength of the oscillating light field Fac and the number of har-
monics used nh, in addition to the simulation parameters needed to simulate the IV-curve under
no lasing conditions. To simulate the maximum gain of a sample we thus simulate the gain in an
interval of the applied external bias Fdc and in an interval of hω. Then by using the curve-fitting
tool in MATLAB, a Lorentzian curve shape is fitted onto the data for each Fdc, as the gain spectra
generally have a Lorentzian shape [1, 15]. However, here NDC might complicate things as if the
max gain is in a region of NDC, then the max gain is at an unstable point and thus experimentally
uninteresting. Therefore, the interval of Fdc is restricted to the upper bound of Fdc at the maximum
current Fmax

dc plus 4 mV/module. The reasoning behind this is that even though we expect NDC
after Fmax

dc in the simulations, in the experiments leakage to the continuum will counteract the drop
in current at this point.

Finally, calculating the IV-curve under lasing conditions is a bit more complicated and requires
some iterative process. This is due to the alternating field giving rise to stimulated emission from
the ULS to the LLS. Three effects follow: increased current since the rate of transitions increase,
a larger Fac-field due to more photons in the system, and less population inversion. As such, if
there was no optical loss in the medium then Fac would increase until the population inversion was
gone and equilibrium would be met. In reality, there is a waveguide loss α that is typically around
20 cm−1. So, to calculate the current under lasing conditions, the program follows the following
algorithm for each Fdc:

1. For the initial Fac, calculate the gain for a given interval of photon energies.

2. Fit a lorentzian curve to the gain spectrum to calculate the maximum gain.

3. If the maximum gain is higher/lower than α, increase/decrease Fac.

4. If the maximum gain still higher/lower than α, increase/decrease Fac until it is lower/higher.

5. Once you have a point where G > α and a point where G < α, use interpolation to find the
point where G = α extract the current at that point.

6. Repeat for the next Fdc

One relevant quantity that is often included in scientific papers about QCLs is the threshold cur-
rent for lasing Jth. This current can be estimated by simply simulating the IV-curve under lasing
conditions and then extracting the point with the lowest current where G > α. However, this poses
the problem that the temperature entered into the simulation parameters is the LO-phonon tem-
perature, and the temperature given in experimental data is the heatsink temperature. The heatsink
temperature is normally much lower than the LO-phonon temperature which corresponds to the
temperature inside the sample, whereas the heatsink temperature corresponds to the temperature
on the boundary of the sample. As a result, the difference in temperature between simulated results
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and experimental results can vary drastically. In addition, Jth has the strong empirical temperature
dependence

Jth = a+ beT/c (16)

where a,b and c are fitting parameters. It can therefore be difficult to compare the simulated Jth to
the experimental one as e.g. the assumption THeatsink = TLO-phonon − 100 K will yield a much lower
Jth than the assumption THeatsink = TLO-phonon − 50 K

3.2.3 Resolved Densities

After the negft8 program has been run, it is possible to use a program called hdiag which calculates
the Wannier-Stark states including the mean-field (as opposed to calcWS). With these Wannier-
Stark states, a program called resolve can be used which generates the electron and current densities
as a function of energy and distance. This information can then be used to get information about
the population densities of each state and thus also the population inversion. Furthermore, it can
give insight into how much current flows through each level, and as a consequence, it can be used
to deduce the magnitude of the leakage to HLS.
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4 Simulation Results

In this chapter, the results from the simulations are presented. In part one, we test which simulation
parameters should be used. Then in part two, these parameters were used to simulate and compare
the operation of different samples. In the third part, we investigate what causes the thermal degra-
dation of the samples. The chapter then rounds off by introducing a new sample, optimized by using
what was learned in the first parts of the chapter. Important to note here is that the temperature
used in the simulations is the LO-phonon temperature, while the temperature from experimental
results is the heatsink temperature. The LO-phonon temperature of an operating device is higher
than the heatsink temperature and we assume that the LO-phonon temperature is roughly 50-100
K higher than the heatsink temperature, as it was found in Ref. [29]. The reason for this is that the
inside of the QCL is hotter than the cooler. Furthermore, it is important to note that x throughout
this section refers to the aluminum content of the AlxGa1−xAs barriers.

4.1 Conduction Band Offset

Knowing the Conduction Band Offset (CBO) is crucial for accurate simulations since many impor-
tant properties such as tunneling rate and energy levels depend on it. The CBO refers to which
expression should be used to define the barrier height as a function of the aluminum content x.
Hence, it is of great interest that no consensus exists on what value to use [36]. For instance,
two widely used values for the CBO are Ec = 0.97x eV suggested by Vurgaftman et al. [37] and
Ec = 0.831x eV suggested by Yi et al. [38]. However, the latter is more often used for QCL simula-
tions, including the authors of the NEFG-package [36, 39].

In a study from 2016 Winge et al. [36] tested samples from several different labs using the NEGF-
package. In the simulations they used the widely accepted effective mass of me = 0.067 + 0.083x
and Kane energy Ep = 22.7 eV, but also the same CBO of Ec = 0.831x eV for all simulations. The
results of the study showed clearly that the calculations either overestimate, underestimate or cor-
rectly estimate the current, depending on which lab the sample was manufactured in. Consequently,
if two structures that are identical on paper were to be grown by two different labs, the outcome
would not be the same. Therefore different definitions of material parameters and/or calibration of
molecular beam epitaxy growth could be the cause. The two most likely candidates are either the
CBO or the IFR parameters.

Firstly, the impact of the IFR parameters was studied extensively in two separate studies by Franckié
et al. [20] and Krivas et al. [19]. In these studies, they concluded that changing the IFR parameters
alters the current since IFR scattering results in non-radiative transitions from the ULS to the LLS,
as explained in chapter 3.1. This also increases the current at the expense of gain as non-radiative
transitions to the LLS increase in rate. However, it was found in Ref. [36] that IFR parameters
can not on their own account for the discrepancy between samples from different labs, which means
that the actual barriers should differ between different groups for the same nominal parameters, as
reflected by the use of different values for the CBO.

It is important to understand why different CBOs gives the most accurate result for different struc-
tures. In communication with my supervisor [39], he explained that one reason could be due to
different groups defining the width of a barrier differently, shown schematically in figure 13. And
even though the barriers are modeled as perfect step functions, there is a finite gradient between the
well and the barrier. Thus different heights have to be used to model the imperfect barrier in figure
13, depending on if the width is defined as width 1 or width 2. This follows from that increasing
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the barrier width has a similar result to increasing the barrier height. Another reason could be the
nominal x-content differing between different groups. It should be stressed that no one truly knows
what is going on and this is just speculation.

In this section I therefore investigate which CBO yields the best results for two samples from ETH
and three samples from Sandia/MIT. All simulations in this subsection use a lattice temperature of
100K, waveguide loss of 20/cm and Nnu = 5, Nper = 2.

Figure 13: Schematic figure highlighting two different possible definitions of barrier width. The leftmost
barrier represents the actual barrier, while the two rightmost barriers show that the height
must be adjusted depending on which definition of width being used.

4.1.1 ETH Samples

The sample ScalariOE2010 was presented in Ref. [40] and has a RT-injection 2 QW design. It has
a relatively low barrier of x = 0.15, a maximum operating temperature Tmax = 125 K, and a Jmax

of roughly 800 A/cm2. More detailed device properties are listed in table 1. Firstly, the current
was simulated without lasing for three different CBO: 0.97x to represent a high barrier, 0.83x to
represent a medium barrier, and 0.7x to represent a low barrier. The results are shown in figure 14.
As expected, lower barriers results in higher current due to higher tunneling rate and more coupling
between interwell states. Furthermore, it is safe to conclude that Ec = 0.97x eV is too high as we
do not expect such large increase in current when a lasing field is applied. Hence, Jmax under lasing
condition was only simulated with the CBOs Ec = 0.7x eV and Ec = 0.831x eV. Jmax under lasing
conditions was determined to be 750 A/cm2 for the former and 1000 A/cm2 for the latter. For
both CBOs Jth was heavily overestimated, probably due to the high temperature dependence of the
sample together with a simulation lattice temperature higher than the experimental one. However,
Jth was much closer for Ec = 0.831x eV as the simulated Jth for Ec = 0.7x eV was more than 800
A/cm2. So for the first sample, Ec = 0.831x eV is the best choice.

In general, only small changes could be seen between different gain spectra with different CBO.
In figure 15 two simulated gain spectra from ScalareOE2010 with two different CBO are shown as a
reference. In general, the photon energy which yields the maximum gain for all CBOs was the same,
albeit with a different value. More important is what Fdc we are looking at as the gain spectrum for
a device could change considerably for a small change in Fdc. Furthermore, as it is hard to know the
exact bias/module that was present in the experiment, it becomes difficult to compare simulated
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gain spectra to experimental results. Hence, gain spectra will be omitted when assessing which CBO
produces the most accurate results, and only IV-curves will be considered.

Wafer CBO J sim
max Jexp

max J sim
th Jexp

th T exp
max x Layer sequence

ScalariOE2010 [40] 0.831x 0.75 0.8 0.5 0.25 125 0.15 45/83/38/179
BoscoAPL2019 [7] 0.831x 3.7 3.5 2.4 2.0 210 0.25 32.6/79.9/19.0/164.6

Table 1: Simulated results using the most accurate CBO. CBO is given in eV, current densities in
kA/cm2, temperatures in K, and layer sequences in Å with bold values being AlxGaxAs barriers,
and the underlined well is doped in a 30 Å region in the center. Experimental values are taken
from their references respectively. Simulated values were obtained using the NEGFT-package
with TL = 100K, Nnu = 5, Nper = 1 and α = 20/cm.

Figure 15: Gain as a function of h obtained using the NEGF-package with Fac = 52mV/period, TL = 100
K, Nnu = 5, Nper = 1 for two different CBO. The simulated structure is ScalariOE2010.

The second sample studied, in this text called BoscoAPL2019, was presented in Ref. [7] and has
also a 2-QW RT-injection design. BoscoAPL2019 has an aluminum content of x = 0.25, Tmax = 210
K and Jmax = 3.5 kA/cm2. More detailed properties are presented in table 1. For this sample, the
typical CBO Ec = 0.831x eV was used together with the CBO 1.01x eV to compare to the results

Figure 14: Non-lasing IV-curves obtained using the NEGFT-package using TL = 100 K, Nnu = 5,
Nper = 1 for three different CBO. The red line for Ec = 0.97x eV for a high barrier, the blue
line for Ec = 0.831x eV for a medium barrier height, and the yellow line Ec = 0.7x eV for a
low barrier height.
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from the MIT samples, see below. The results are shown in figure 16. Also here Ec = 0.831x eV
produced results closer to the experimental results with a simulated Jmax of 3.7 kA/cm2. On the
other hand, Ec = 1.01x eV resulted in a Jmax of 2.8 kA/cm2.

Figure 16: IV-curves for BoscoApl2019 obtained using the NEGFT-package for two different CBO. The
blue line represents current with lasing turned off and the red line represents current density
with lasing turned on. Figure A shows the low barrier case with Ec = 0.831x eV with a max
current density of 3.7 kA/cm2 and figure B shows the high barrier case with Ec = 1.01x eV
with a max current density of 2.8 kA/cm2. Simulation parameters used was TL = 100 K,
α = 20/cm, Nnu = 5 and Nper = 1. Ec = 0.831x eV yielded simulation results closer to the
experimental values.

4.1.2 MIT Samples

The devices G552, G605 and G652 were pre-
sented in 2021 by Khalatpour et al. [5] and are
as of writing the devices with the highest opera-
tional temperature. In chapter 4.2 we will have
a closer look at their operation while we in this
chapter focus solely on the CBO. The CBOs that
will be tested are Ec = 1.01x eV as it was used
by the authors to get the most accurate results,
together with the conventional Ec = 0.831x eV.
Device properties are summarized in table 2. All
wafers have x = 0.3.

Wafer Jexp
max Jexp

th Tmax Layer sequence
G552 2.67 1.48 235 33.0/76.3/17.5/153.8
G605 2.87 1.75 225 31.4/76.3/17.5/153.1
G652 2.60 1.54 250 33.7/72.0/18.7/144.9

Table 2: Experimental results taken from Ref. [5].
Current densities are given in kA/cm2,
temperatures in K, and layer sequences in
Å with bold values being Al0.3Ga0.7As
barriers, and the underlined well is doped
in a 30 Å region in the center.

First, simulations of Jmax under lasing conditions
was run using Ec = 0.831x eV. This yielded Jmax

values 30% too large on average and Jth’s 60% to
large on average. The simulated values are shown
in table 3. The overestimated currents suggest
that the barrier height is too high and the rel-
atively larger overestimation of Jth is probably
due to the discrepancy between experimental and
simulation temperature.

Wafer CBO J sim
max J sim

th Max gain
G552 0.831x 3.2 2.0 116
G605 0.831x 3.6 2.4 113
G652 0.831x 3.5 2.5 102

Table 3: CBO is given in eV, current densities in
kA/cm2, temperatures in K, and gain in
1/cm. Simulated values were obtained
using the NEGFT-package with
TL = 100K, Nnu = 5, Nper = 1 and
α = 20/cm
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Then the same simulations were run using Ec =
1.01x eV. The results were in excellent agreement
with the experimental results, at most differing
by 10%. There is less accuracy however for Jth
as expected. The simulated values are shown in
table 4. As such, it is evident that 1.01x yields
substantially more accurate results for all three
MIT samples.

Wafer CBO J sim
max J sim

th Max gain
G552 1.01x 2.4 1.3 101
G605 1.01x 2.7 1.5 102
G652 1.01x 2.6 1.5 71

Table 4: CBO is given in eV, current densities in
kA/cm2, temperatures in K, and gain in
1/cm. Simulated values were obtained
using the NEGFT-package with
TL = 100K, Nnu = 5, Nper = 1 and
α = 20/cm

The current is overestimated for Ec = 0.831x eV and this could be due to the IFR parameters being
too large. It would also result in an underestimation of gain, which the heavily overestimated Jth
is a sign of. However, Jth was simulated with great accuracy for Ec = 1.01x eV and since the IFR
should decrease with barrier height, the IFR should be underestimated for Ec = 0.831x eV. The max
gain was simulated for both CBOs to further investigate this which yielded a higher maximum gain
for Ec = 0.831x eV, which is more evidence that it is the CBO that is the most crucial parameter
here, and not the IFR. This validates the approach taken in this thesis where only the CBO is fitted
on to the sample.

4.1.3 Conclusion

The simulations agreed tremendously well with the experimental data provided that the CBO Ec =
0.831x eV was used for the ETH samples and Ec = 1.01x eV for the MIT samples and will thus
be used in the proceeding simulations. This is consistent with previous studies where the NEGF-
package has overestimated currents from MIT when using Ec = 0.831x eV. Furthermore, it is clear
that inconsistently defined CBO is the reason why the NEGF package has failed to produce accurate
results for samples from MIT.

4.2 Simulation of the Best Performing QCLs

In this part the already introduced samples G552, G605 and G652 will be studied in depth using
the NEGF-package with the most fitting CBO found in the previous section. The layer sequence
and experimental values are presented in table 2. These three QCLs are currently the three with the
highest operational temperatures. As such, simulating the structures might give insight into how
these samples operate and why they managed to achieve such high operational temperatures.

The authors behind Ref. [5] aimed to improve the ’direct phonon-extraction 2-QW QCL’ with
RT-injection as these were already the best performing designs. They argued that the previous de-
signs fail at high temperatures due to carrier leakage channels and they aim to minimize these with
their design choices. They did so by increasing the energy separation Ei,pp between the injector state
and parasitic states, by increasing the anticrossing Ωu,i to decrease the coupling from the three-level
system to the HLS, and by optimizing channels such as |un〉 to |p2,n+2〉 and |ln〉 to |p1,n+1〉. These
and other relevant states are shown in figure 17 where the band structure of G652 is shown.

Experimentally, G652 had the highest operating temperature followed by G552 and then G605
at 250K, 235K and 225K respectively. Ref. [5] attributed the good performance of G652 to its low
coupling to HLS quantified by a low oscillator strength fi,pp, even though G552 performed better
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than G605 while having a larger fi,pp than G605. The reason for the latter, they argue, is that G605
has a small anticrossing gap between |ln〉 and |p1,n+1〉 resulting in a leakage channel to the HLS. It
is also mentioned that the growth quality is worse for G605 and this might play a role.

To get further insight into the operation of these structures, simulations under lasing conditions were
made using Nnu = 5, Nper = 1, α = 20/cm, Ec = 1.01x eV at various TL. G652 will first be compared
to G552 as they have the same injection barrier and well but differs in radiation barrier. Then G605
and G552 will be compared as they only differ in injection barrier width. Lastly, simulations will be
made with Nnu = 7 to investigate wheter more states is necessary to capture the relevant physics of
these QCLs, as well as simulations with Nper = 2 to analyse the leakage channels across one module.

4.2.1 G552 vs G652

The active region design of G652 is different from the active region designs of G605 and G552,
which are more similar. G652 differs by having a wider radiation barrier and radiation well but has
roughly the same injection barrier width as G552. Hence a comparison between G652 and G552
can give insight into how the radiation barrier width and radiation well width should be chosen
for a preferred performance. How the energy levels are affected by these widths can be explained
with the help of figure 18, where a simplified version of the active region is shown. Here E1 is the

Figure 17: Band structure of G652 together with probability density functions given by Wannier-Stark
states for two modules. The states are color coded with the injector state being red, LLS
being green, ULS blue, first parasitic state being magenta, and the second parasitic state
being black. The bold lines are denoted with the name of the states.
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energy difference between the LLS l and the injector i, and E2 is the energy difference between the
ULS u and the HLS p1 and p2. Increasing the well width W has a similar effect to decreasing the
barrier width B, which is decreasing E1 and E2. The reason why B affects the energy levels is that
the spatial overlap and thus the coupling between the states is altered by the thickness of the barrier.

However, changing B has roughly the same effect on E1 and E2 while W mostly changes E2. As a
result, the larger widths of G652 results in a 13 % greater E1 and a 17 % greater E2 compared to
G552. Thereby, for G652 more thermal energy is required for LO-phonon scattering to the parasitic
states while the spatial overlap between the lower states and the HLS is lower. Although, this is
at the expense of less tunneling injection because of the thicker radiation barrier, as well as less
effective depopulation of LLS as E1 is further from the LO-phonon energy.

In table 5 the results from the simulations are shown. By using max gain as a performance metric
the conclusion is that the performance of G552 is better at lower temperatures, probably due to
the more effective depopulation of the LLS. At higher temperatures, the performance of G552 is
degrading faster than G652 as indicated by the higher Tmax of G652 together with a similar max
gain at 285K. This could be due to either TALOP-absorption between |i〉 and |l〉 with the energy
separation E1, or TALOP-absorption between |u〉 and |p1〉 with the energy separation E2, or both.
A more detailed analysis of the temperature degradation is given in chapter 4.3.

Compared to the experimental results, the difference in Tmax between the two wafers shows excel-
lent agreement. Furthermore, Jmax at 100K is also predicted with high accuracy, albeit somewhat
underestimated for G552 which might be due to the low number of Wannier states being used. At
285K Jmax is underestimated for both wafers, which is probably due to leakage to the continuum
not being taken into account in the simulations.

Wafer G552 G652
E1 46 52
E2 53 62
Max gain (100K) 101 93
Max gain (285K) 26 26
T sim
max 320 335
T exp
max 235 250
J sim
max(100K) 2.37 2.64
J sim
max(285K) 2.04 2.32
Jexp
max 2.67 2.6

Table 5: Simulated results using the
NEGF-package using a Ec = 1.01x eV,
Nnu = 5, Nper = 1, α = 20/cm. Energies
are given in meV, gain in 1/cm and
current density in (kA/cm2). The
definitions of E1 and E2 are given in
figure 18.

Figure 18: Simplified drawing of the active region
meant to show the important states,
energy separations and widths
discussed in chapter 7.2.1.

4.2.2 G605 vs G552

The only major difference between G552 and G605 is the injection barrier width. Hence, a com-
parison between these two structures presents the possibility to investigate the tradeof between RT
injection strength and coupling to leakage channels. The simulated results are presented in table 6.
The population difference between the LLS and ULS for both structures are similar at 100K and
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285K. However, the current is higher for G605 as a result of the thinner injection barrier. Therefore
it seems like that the simulation predicts that a thinner injection barrier leads to a higher current
without affecting the population inversion. This explains why G605 is predicted to have higher gain.

The simulated result does not entirely agree with the experimental results. For instance, G552
had a Tmax 10K higher than G605. The authors of Ref. [5] attributed the difference in performance
to the fact that even though the increase in current is beneficial for the gain, the thinner injection
barrier results in a larger coupling between |in−1〉 and |p1,n〉, |p2,n+1〉, and between |ln−1〉 and |p1,n〉
as well, see figure 18. The first will result in LO-scattering rates to leakage channels that increase
with temperature, while the latter will result in resonant tunneling to the leakage channels that is
not particularly temperature dependent. So to predict the temperature performance of the devices,
the first one has to be taken into account. Since Nper = 1 has been used so far, the coupling between
in−1 and p2,n+1 has not been included in the simulations. Accordingly, simulations with Nper = 2
is done in the next section to investigate whether or not it is necessary to include more neighbors
to accurately predict the behavior of the structures at high temperature.

Wafer G605 G552
∆E1 47 46
∆E2 54 54
Max gain (100K) 108 101
Max gain (285K) 32 26
T sim
max 340 320
T exp
max 225 235
J sim
max(100K) 2.7 2.4
J sim
max(285K) 2.4 2.0
Jexp
max 2.87 2.67

Table 6: Simulated results using the NEGF-package using Ec = 1.01x eV, Nnu = 5, Nper = 1, α = 20/cm.
Energies are given in meV, gain in 1/cm and current density in (kA/cm2). The definitions of E1

and E2 are given in figure 18.

4.2.3 Simulations with Nper = 2

The results from using Nper = 2 are presented in table 7. All other simulation parameters were
the same as in section 4.2.2. The decrease in Tmax for G605 and the increase for G552 and G652
brings the result closer to the trend seen in the experiments. However, the changes are marginal and
probably within the margin of error considering the resolution being used. Thus Nper = 1 suffices for
the simulations. The simulated results, therefore, suggest that the leakage channel in−1 to p2,n+1

cannot explain the difference in simulated and experimental results in the last part. Hence, the
thinner injection barrier of G605 might actually be beneficial for performance due to the resulting
higher currents, and the experimental results must then be caused by the discrepancy in growth
quality. Our results do not, therefore, agree with the discussion provided by the authors in Ref. [5],

Wafer G552 G605 G652
Max gain (285K) 26 (26) 33 (32) 25 (26)
T sim
max 325 (320) 335 (340) 340 (335)

Table 7: Simulated results using the NEGF-package with Ec = 1.01x eV, Nnu = 5, Nper = 2, α = 20/cm.
Energies are given in meV, gain in 1/cm and current density in (kA/cm2). The values given in
parenthesis are from earlier simulations with Nper = 1 instead.
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where the leakage channels discussed in section 4.2.2 were seen as the reason why G552 outperformed
G605.

4.2.4 Simulations with Nnu = 7

The simulated results for G652 agreed remarkably well with the experimental ones, while G605 and
G552 underestimated the currents by about 10% which is also a great result. The reason why the
currents were underestimated in G605 and G552 and not in G652 could be due to the number of
Wannier states being used was too low. Using a low number of Wannier states would underestimate
the current through the HLS and the leakage to the continuum. Simulations were thus run using
the same parameters as before, but with Nnu = 7 and Nper = 1. Simulations with Nnu = 3 were
also used as a reference. The results are shown in table 8.

First, G552 and G605 have an interesting behavior where the increase in current when going from
5 to 7 Wannier states is greater at low temperatures. This could be due to the following: the main
way electrons transition to the HLS at low temperature is by resonant tunneling from the LLS, see
figure 17. Furthermore, at high temperatures electrons can transition to the HLS by LO-phonon
scattering due to the higher thermal energy, which contributes to the current. This is why we see a
greater impact when going from 3 to 5 Wannier states at higher temperatures. However, introducing
more Wannier states affect the energy levels of all states. For G552 and G605, the energy separation
between |un〉 and |p2,n+1〉, and between |ln〉 and |p1,n+1〉 increases, which counteracts the expected
increase in current by decreasing the rate of these tunneling transitions. The opposite is the case
for G652.

Another problem when calculating T sim
max is the heavily underestimated current at temperatures

above 300 K. Five Wannier states seem sufficient at 285K considering the J sim
max values shown in

table 8, but this might not be the case for temperatures ≈320-340K. For instance, at 340K the
value for J sim

max is simulated to be 2.2 kA/cm2 for both G652 and G605, i.e. a drop from 285K of
5% and 10% respectively. This is not in agreement with the experiment as Jmax increases with
temperature. Consequently, leakage to the continuum plays a much greater role at these tempera-
tures and is not taken into account by using only 5 Wannier states. This leakage has detrimental
effects on the performance as it heats up the electron gas, and will probably affect G605 the most
as its simulated J sim

max drops the most with increased temperature. Consequently, using more than 5
Wannier states might more accurately predict the Tmax of G605 contra G552 and G652. Thus the
Tmax with 7 Wannier states was simulated. The difference in T sim

max was negligible when going from 5
to 7 Wannier states which mean that 5 Wannier states is sufficient to simulate these samples, even
at temperatures in the region of 300-350K.

Wafer J3
max(100K) J5

max(100K) J7
max(100K) J3

max(285K) J5
max(285K) J7

max(285K) T sim
max

G552 2.31 2.37 2.53 1.65 2.04 2.12 320
G605 2.63 2.68 2.87 2.03 2.42 2.54 335
G652 2.33 2.64 2.67 1.98 2.32 2.40 335

Table 8: Simulated currents under lasing conditions at 100K and 285K using 3, 5 and 7 Wannier states.
Current densities are given in kA/cm2 and temperatures in K. The simulated max temperature
was simulated with 7 Wannier states. Relevant simulation parameters are α = 20/cm and
Nper = 1. The simulations estimates how important the HLS are for simulating the operation of
the samples.

30



4.2.5 Conclusion

The simulation results clearly show that using Ec = 1.01x eV as CBO yields results that agree well
with the experimental results. J sim

max at 100K was much closer to the experimental value when com-
pared to J sim

max at 285K, which is due to background current not being considered in the simulations.
Deploying Nnu = 5 and Nper = 1 yielded T sim

max of 340K, 335K and 320K for G605, G652 and G552
respectively. G605 thus deviates from the experimental result. By simulating with Nnu = 7 and
Nper = 2 respectively, it was ruled out that the deviation was due to previous simulation parameters
being incapable of capturing the underlying physics. Furthermore, the analysis of the value of Nnu

shows that the leakage current to the higher lying states is small for the MIT samples. Thus, the
authors of Ref. [5] managed to achieve a clean 3-level system, according to the simulation results,
which were what they set out to do. The analysis of the value of Nper shows that tunneling through
modules is not as important an issue as previously thought.

4.3 Thermal Degradation for High-Barrier QCLs

When the sample BoscoAPL2019 (discussed in chapter 4.1) was introduced in 2019 by Bosco et al.,
it broke the temperature record at that time, with a Tmax of 210K [7]. They did so by using un-
conventionally high Al0.25Ga0.75As barriers. One year later in 2020, G652 beat the record with a
Tmax of 250K by following the same high barrier approach [5]. Khalatpour et al. used even higher
Al0.3Ga0.7As. As such, they claim that they managed to eliminate most of the detrimental current
to higher lying states by using this design choice together with their optimization algorithm.

In this section, I try to answer why the device from Bosco et al. had more temperature degradation
than the devices from Khalatpour et al.. Additionally, the difference in temperature degradation in
the devices from the article by Khalatpour et al. will be investigated as they have slightly different
designs.

4.3.1 Devices Studied

In this section, the two devices G605 and G652 will be studied further together with the device
BoscoAPL2019. In the previous analysis of chapter 4.1, it was found that a CBO of 1.01x eV =
300 meV yielded the most accurate result for G605 and G652 while a CBO of 0.831x eV = 210meV
yielded the most accurate result for BoscoAPL2019. Some device properties are summarized and
repeated in table 9.

Wafer CBO E1 E2 J sim
max Jexp

max T exp
max Layer sequence x

BoscoAPL2019 210meV 40 40 3.7 3.5 210 32.6/79.9/19.0/164.6 0.25
G605 300meV 48 50 2.7 2.9 225 31.4/76.3/17.5/153.1 0.3
G652 300meV 51 58 2.6 2.6 250 33.7/72.0/18.7/144.9 0.3

Table 9: The samples that will be studied in this text. The samples G605 and G652 comes from Ref. [5]
and BoscoAPL2019 comes from Ref. [7]. CBO gives which CBO was used for simulating Jsim

max

under lasing conditions. The simulation was run with a lattice temperature of 100K, Nnu = 5,
Nper = 1 and α = 20/cm. Jexp

max and T exp
max are taken from respective reference. Layer sequences

are given in Å with bold values being AlxGa1−xAs barriers, and the underlined well is doped in
a 30 Å region in the center. The definitions of E1 and E2 are given in figure 18.
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4.3.2 Leakage Current

First, how the current densities are distributed in the band structure was simulated. The simulation
was run with TL = 300K, Nnu = 7 and Nper = 2 under no lasing conditions. The results are
shown in figure 19. From these figures, it is evident that BoscoAPL2019 suffers significantly more
leakage current through the HLS at 300K compared to G605 and G652. Furthermore, G605 has more
leakage current compared to G652. This suggests that higher E2 in fact results in less leakage current
through the HLS. However, it could also be the thicker radiation barrier of G652 which results in
less coupling between |in−1〉, |un〉 and |p1,2,n〉 since it decreases the spatial overlap. Nonetheless,
Khalatpour et al. managed to eliminate the detrimental current through the higher lying states
which seems to result in better performance at higher temperatures.

Figure 19: Current densities at the point of maximum current for three different devices simulated using
the NEGF-package. Figure A shows BoscoAPL2019, figure B shows G605, and figure C shows
G652. Simulation parameters used was TL = 300 K, Nnu = 7 and Nper = 2 was used and no
lasing was assumed.

4.3.3 Maximum Gain

The maximum gain was simulated to get data on how the performance of the devices degrade with
temperature. The simulation was run with TL = 100 K to 350 K in steps of 50, Nnu = 7 and
Nper = 2 under no lasing conditions. The applied bias used was the applied bias at the point of
maximum current F op

dc , F op
dc + 2 mv/module and F op

dc + 4 mv/module as this is the interval where
the maximum gain could be seen. This region is thus a region of NDC in the simulations, but we
expect the background current that increases with bias will counteract the NDC in this region. As
a consequence, this region will not show NDC in the experiments.

If thermal backfilling to the LLS is causing thermal degradation, then it should start to have a
big effect once the electrons have enough in-plane energy to transition from |in〉 to |ln〉 needing
E1 − ELO = 11.5, 14.5 and 3.5meV for G605, G652 and BoscoAPL2019 respectively. These corre-
spond to lattice temperatures of 140K, 170K and 40K. Hence, at these temperatures, the thermal
degradation should increase. Here the relative change in gain ∆GR = 1

Gain(T )
dGain
dT is used to quan-

tify temperature degradation. Using the same logic for leakage to HLS, changes in ∆GR would be
seen at 150K, 250K and 40K for G605, G652 and BoscoAPL2019 respectively, since those temper-
atures correspond to the energy of E2 − ELO. The results are shown in table 10, where it is clear
that the temperature degradation decreases with increasing E1 and/or increasing E2.

Firstly, since BoscoAPL2019 has both of these temperatures at 40K, we cannot use it to see the
hypothesized change in ∆GR. However, it can be used as a benchmark for G605 and G652. For
instance, if G652 starts to get a lower ∆GR at around 250K relative to BoscoAPL2019, then it is
evidence that a leakage channel has opened for G652 at around 250K. This works since we don’t
expect any noticeable change for BoscoAPL2019 at around 250K.
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Wafer G605 G652 Bosco
E1 48 51 40
E2 50 58 40
Bias 66-70 68-72 56-60
Max Gain(100K) 108 97 116
Max Gain(150K) 90 83 93
Max Gain(200K) 66 62 64
Max Gain(250K) 46 44 42
Max Gain(300K) 29 28 23
Max Gain(350K) 17 17 9
G(100)−G(350)

250 0.36 0.32 0.43

Table 10: Simulated results together with relevant energy separations. Simulated using the
NEGF-package using simulation parameters TL = 300 K, Nnu = 7 and Nper = 2 was used and
no lasing was assumed. Energies are given in meV, bias in mV and gain in 1/cm. The biases
choosen are the biases of maximum current up to +4mV, since this is the interval where the
max gain was seen.

We do not see an increase in ∆GR at 250 K for G652. Thus leakage to higher lying states as the
degrading mechanism can be ruled out for G652, consistent with figure 20. Furthermore, G605
diverges from G652 in ∆GR at around 150K and then starts to converge again right before 200 K.
As discussed previously, this is around the temperature we expect to see an increase in ∆GR for
G605 and G652 respectively. As such, the conclusion is that thermal backfilling to the LLS is a
bigger cause of the thermal degradation of G652 compared to thermal excitations to the HLS. For
G605 the same type of analysis is not possible as E1 ≈ E2.

Figure 20: Figure A shows Gain and figure B shows ∆GR as a function of temperature. Simulated using
the NEGF-package using simulation parameters Nnu = 7 and Nper = 2 was used and no lasing
was assumed. Simulations were run in the temperature interval of 100-350K.

However, these trends are small so the conclusion must be taken cautiously. It is however clear that
G652 degrades the least with temperature and it is probably due to less thermal backfilling as we
found in the previous section that leakage to higher lying states is small for G605 and G652. To get
more insight the population densities were simulated in the next section.

33



4.3.4 Population Densities

The population densities were simulated over a temperature interval of 100-350K to see how the
electron densities change with temperature. The simulations were carried out using the same input
as in the last section.

First, lets take a look at the results for the ULSs, shown in figure 21. For all devices, it is evi-
dent that the population of the ULS is diminishing with temperature resulting in less population
inversion. All devices have roughly the same slope, suggesting that the thermal degradation effect of
the ULS has similar strength for all devices. This is not surprising as the main way the population
density of the ULS decreases is by TALOP-scattering, which depends mostly on the radiation barrier
width, which is similar for all three devices.

Figure 21: Electron populations in the ULS for the devices BoscoAPL2019, G605, and G652. Simulated
using the NEGF-package using simulation parameters Nnu = 7 and Nper = 2 under no lasing
conditions. Simulations were run in the temperature interval of 100-350K.

Secondly, the LLS will be considered. If we assume that all electrons in the LLS are extracted to
the injector and all electron to the LLS comes from the injector (i.e thermal backfilling is the main
contributor the the LLS population density), then we get the following expression

∂nLLS
∂t

= −RLLS→I · nLLS +RI→LLS · nI (17)

for the population density of the LLS nLLS, where RLLS→I and RI→LLS are the rate coefficients. As
such, RI→LLS · nI is an expression for the thermal backfilling from the injector to the LLS. Since
the probability per atom is the same for absorption and stimulated emission, we get RI→LLS =
RLLS→I ≡ R = e−E1/(kBT ) and we thus get

1

R
· ∂nLLS

∂t
=
I

R
= nLLS − nIe−E1/(kBT ) (18)

where I is the current through the LLS. As a consequence, if the difference nLLS − nIe−E1/(kBT ) is
constant, then the reason for the change in LLS population is due to thermal backfilling. In figure 22,
the simulated population densities together with the expression for thermal backfilling nI ·e−E1/(kBT )
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are plotted for all three structures. For all three structures the two curves run parallel, meaning
that our assumption about most of the electrons in the LLS coming from the injector is correct.
Consequently, thermal backfilling is present in all three structures, and the amount is given by E1.
The greater E1 is, the smaller is the slope of the curve and in extension the thermal backfilling. As
a result, G652 has the least thermal backfilling, followed by G605 and BoscoAPL2019.

Figure 22: Electron populations in the LLS for the devices BoscoAPL2019 in figure A, G605 in figure B,
and G652 in figure C. A curve representing the thermal backfilling from a derived expression
is included and plotted besides the simulated data. The curves are parallel, which shows that
thermal backfilling is the main cause for the increasing population of the LLS. Simulated
using the NEGF-package using simulation parameters Nnu = 7 and Nper = 2 under no lasing
conditions. Simulations were run in the temperature interval of 100-350K.

Thirdly, the parasitic states |p1,n〉 and |p2,n〉 will be discussed. Here their combined population
densities are shown in figure 23. It is evident once more that G652 manages leakage to parasitic
currents the best while BoscoAPL2019 performs the worst in this aspect, in agreement with chapter
4.1.

Figure 23: The sum of the electron densities from the two parasitic states |p1n〉 and |p2n〉. Simulated
using the NEGF-package using simulation parameters Nnu = 7 and Nper = 2 was used and no
lasing was assumed. Simulations were run in the temperature interval of 100-350K.

Lastly, the injector state will be considered. The results are shown in figure 24. For G605 and
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BoscoAPL2019, the injector level loses an electron population of 20·108/cm2 and 30·108/cm2. This
corresponds to 60% and 80% of the increase in LLS population respectively, see figure 21a. Hence,
for these structures, thermal backfilling might be the main cause for thermal degradation as opposed
to TALOP-emission from ULS to LLS. For G652 the situation is different. Here the electron popula-
tion actually increases until around 175K, in good agreement with when thermal backfilling should
become a factor. The decrease in population is roughly 5·108/cm2 which corresponds to 20% of the
increase in the LLS population. G652, therefore, seems to suffer the least thermal backfilling, most
likely due to it having the largest E1. This agrees with what we found in the two earlier sections.

Figure 24: Total electron population for the injector state. Simulated using the NEGF-package using
simulation parameters Nnu = 7 and Nper = 2 no lasing was assumed. Simulations were run in
the temperature interval of 100-350K.

4.3.5 Conclusion

According to the simulation results, the authors of Ref. [5] are correct about their assertion that
their devices manage to prohibit parasitic current through the higher lying states, compared to
earlier devices such as BoscoAPL2019. As a result, thermal backfilling plays a greater role when it
comes to temperature degradation for these devices. Furthermore, G652 has the least thermal back-
filling as well as the least parasitic current and hence also the greatest population inversion. As such,
G652 seems to have the most favorable characteristics, which may explain why it performed the best.

Also, it has been shown that the gain more rapidly decreases with temperature once thermal back-
filling is possible, i.e. kBT ≈ E1 − ELO. Even larger E1 might therefore be the way forward to
increase the operating temperatures even more.

36



4.4 Simulation of New Devices

hhhhhhhhhhhhhhhInj. Barrier
Rad. Barrier

17.5 (G605 value) 18.7 (G652 value) 19.7 20.7

33.7 (G652 value) ≈23 (G552) 29 - -
31.4 (G605 value) 30 35 33 32
30.4 - 36 35 33
29.4 - 36 33 32

Table 11: Simulated max gain of nine new samples. The simulations were performed using TL = 300 K,
Nnu = 5, Nper = 2 under no lasing conditions. Barrier widths are given in Å and max gains are
given in 1/cm. These new samples were simulated to try to improve on the performance of
G605, which has a simulated max gain of 30/cm at 300 K.

The analysis so far has shown that the NEGF-package succeeds to simulate the samples with good
accuracy. Consequently, the NEGF-package can be deployed to develop new samples. In this part,
the MIT samples will be tried to be improved upon, and thus the CBO Ec = 1.01x eV will be
used. In chapter 4.2 it was found that the injection barrier width of G605 was better than the
injection barrier width of G552, and it was found that the radiation barrier width of G652 was
better than the radiation barrier width of G552. As G605 and G552 had the same radiation barrier
width, and G652 and G552 had the same injection barrier width, the logical choice for a starting
point is a structure with the injection barrier width of G605 and the radiation barrier width of G652.

Furthermore, the parameter space around this starting point was tested. Three injection barrier
widths and three radiation barrier widths were simulated, resulting in nine different samples. Since
a thinner injection barrier width was found to be beneficial, the chosen injection barrier widths were
the injection barrier width of G605 31.4 Å, together with 30.4 Å and 29.4 Å. By the same token, as
a thicker radiation barrier width was found to be beneficial, the radiation barrier widths of 18.7 Å
(G652 value), 19.7 Å and 20.7 Å were used.

The simulations of these nine samples were performed assuming no lasing conditions, TL = 300
K, Nnu = 5 and Nper = 2. The well widths were chosen such that the extractor energy E1 = 51
meV, and the injector and ULS align at an applied bias of Fdc = 70 mV/period. This was achieved
by using the calcWS program, described in chapter 3.2, to calculate the energy levels. Then the well
widths were adjusted step by step until the preferred characteristics were achieved. However, calcWS
does not yield as exact values as the hdiag program but was used since it is more time-efficient. The
results are presented in table 11. All samples had a higher max gain than G605, which was the best
performing MIT sample at 300 K with a max gain of 30/cm.

Finally, we chose to look closer at two of the nine samples, the one with injection barrier width
18.7 Å and radiation barrier width 30.4 Å, as well as the sample with injection barrier width 29.4
Å and radiation barrier width 20.7 Å. These two were chosen as they had a high gain in proportion
to current density. More details about these samples are shown in table 12, together with G605 as
reference. To get higher precision, Nnu = 7 and Nper = 2 was used to simulate the max gain and
J sim
max(300K) for these samples. The gain decreased at 300 K by around 10% for the two samples.

Nonetheless, both still outperform G605 at 300 K and 350 K. LU2 is interesting because it has
a relatively high gain at a much lower current than G605 and can thus expect less heating when
operating. LU1 is interesting on the other hand as it has a significantly higher gain, albeit at the
cost of a higher current.
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Wafer E1 E2 J sim
max gain(300 K) Max Gain(300 K) Max Gain(350 K) Layer sequence

LU1 53 55 2.6 33 22 30.4/71.5/19.7/146
LU2 51 53 2.1 30 19 31.4/71.5/20.7/149
G605 48 50 2.4 29 17 31.4/76.3/17.5/153.1

Table 12: Simulated results for two of the new samples together with the simulated results for G605 as
reference. The two new samples were chosen from a trial of nine samples that were simulated
with Nnu = 5 and Nper = 2. To investigate their performance further, the max gain at 300 K
and 350 K was simulated as well as the current, using Nnu = 7 and Nper = 2. Furthermore, the
assumed waveguide loss used was 20/cm. Current densities are given in kA/cm2, energies in
meV, and gain in 1/cm. Layer sequences are given in Å with bold values being Al0.3Ga0.7As
barriers, and the underlined well is doped in a 30 Å region in the center with a doping density
of 1.5·1017/cm3.

Furthermore, the IV-curves, gain spectra, and resolved current densities for LU1 and LU2 are shown
in figure 25. The properties of the two samples are similar to the properties of G552, G605 and
G652. This is not surprising as the design of LU1 and LU2 are based on those structures. The
maximum current is however at slightly higher biases and the maximum gain is at slightly higher
photon energies. Also, the leakage to HLS is low, meaning that these leakage channels are under
control with these new types of structures.

These simulations suggest that there is room for improvement when it comes to THz QCL design.
Of course, the samples must be fabricated and tested in a lab environment before one can celebrate.
Nevertheless, this is evidently an interesting area of the parameter space.
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Figure 25: Simulated data using Nnu = 7, Nper = 2 under no lasing conditions. Figure A shows the
IV-curve for LU1 and figure B shows the IV-curve for LU2. Figure C and Figure D show the
gain spectra for LU1 and LU2 at 350K. The red x’s show simulated data and the blue line
represents a Lorentzian fit to the data. Figure E and figure F show the resolved current
densities for LU1 and LU2 respectively at 350 K.
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5 Conclusion & Outlook

In this thesis, detailed simulations of 2 QW THz QCLs have been performed. From the results, it
is clear that a different CBO is necessary for samples from different labs. This is useful information
for those who want to simulate QCLs in the future. Furthermore, it was shown that by using a CBO
of Ec = 1.01x eV we were able to simulate the performance of the new record-holding THz QCLs
with tremendous accuracy, even though the CBO is unconventional. Thereby, it was shown that
the structures BoscoAPL2019 and G605 had thermal degradation due to thermal backfilling while
G652 had limited thermal backfilling. As such, G652 seems to have achieved the highest operating
temperature for a THz QCL by successfully suppressing leakage to HLS and thermal backfilling.
What was learned from the simulations could then be applied to design new samples that according
to the simulation package outperform the current record-holding samples when it comes to max gain
at temperatures over 300 K. Therefore it is entirely possible that further optimization could result
in better samples. However, if this part of the parameter space contains a QCL operational at room
temperature is too early to tell, but the future for THz is looking bright (even at room temperature)
as many parameters such as doping density, doping width, and barrier height are yet to be optimized
for this new generation of high barrier and highly diagonal 2-QW THz QCLs.
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