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Abstract

The industrial landscape is in the midst of a rapid transformation toward becom-
ing more Data-driven (e.g., increased use of machine learning, making decisions,
and fostering innovation), and Axis Communication, having a portfolio of digi-
tal network products, is no di�erent. Due to an increased interest in data exist-
ing within Axis, the department of Diagnostics and Data Management wants to
investigate how to enable increased discovery and more e�cient collaboration
around data.

Correspondingly in academia, the concept of a socio-technical network for in-
teracting and collaborating around data under the name of Data Ecosystems has
started to emerge.

This master’s thesis explores the benefits and challenges of data sharing in Data
Ecosystems when applied in an intra-organizational context, further establishing
a set of requirements towards a technical platform to address the findings. Our
research follows the design science paradigm, consisting of a literature study,
case study, and qualitative synthesis.

Our research concludes that although a novel concept, the current benefits, and
challenges discovered at the case company correspond well with those found in
the literature of Data Ecosystems. Based on the findings, 14 requirements toward
a technical platform were derived and evaluated.

Keywords: Data, Metadata, Data Ecosystem, Intra-organizational, Platform-centric, Data
Catalogs, Industrial Case Study
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Chapter 1

Introduction

In the age of digital transformation, data has grown to be a valuable resource where its value
has gained a central role and is recognized by various entities within our modern society [9].
Even though this is the case, recent research also indicates that the value of data has not yet
reached its full potential, nor is it evenly distributed [9].

Data within large organizations can easily end up hidden in silos as it is collected. As an e�ect,
finding and acquiring the data located and stored under the di�erent departmental data silos
can become a relatively complex and tedious process to perform [18]. As many projects grow
toward a more data-intense workflow, the loss of potential value due to friction connected
to finding and accessing data is therefore an issue they want to mitigate.

Sharing data is a topic of increasing interest in both the industry and research. An emerging
concept relating to this is introducing a socio-technical Data Ecosystem, where the ecosystem
aims to serve and allow actors to interact and collaborate on data with each other [30] -
whether it be companies, departments, or individuals. However, infrastructure, governance,
license, and privacy concerns are only a few examples of challenges that have to be considered
when it comes to data sharing in a collaborative ecosystem.

One crucial pillar to potentially address the challenges mentioned is connected to the tech-
nical platform that would serve such an ecosystem. The platform could potentially enable
the actors to handle the nuanced list of challenges and issues that can be present for data.
Also expressed by recent literature for the evolving nature of Data Ecosystems [32].
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1. Introduction

1.1 Problem Statement
Axis Communications AB is a Swedish company founded in 1984 in Lund which provides
network solutions for security purposes. As of October 2021, Axis employs 3800 people in
more than 50 countries and have their headquarters located in Lund, Sweden [6]. Currently,
they develop and deploy network-connected products in the areas of video surveillance, ac-
cess control, and audio solutions where they distribute and sell all of their products through
resellers, and system integrators, forming a global network of partners [6].

Modern businesses are becoming more data-driven, where their data assets are recognized as
key components for innovation [18]. Axis, having a portfolio of digital network products, is
no di�erent.

The department Diagnostics and Data Management (DDM) focuses on collecting, storing,
and handling device diagnostics telemetry data. As maintainers of data assets, DDM has
received multiple requests for di�erent kinds of data, by both employees and the management
teams within the organization. For example, Quality Assurance (QA) asked for temperature
distribution for di�erent products or platform management wanted to know which firmware
has the lowest risk of crashing given a population. Given this increased interest from other
actors within the company to work and collaborate on their data, they are motivated to
research the topic of how to better discover, share and collaborate on data.

In academia Data Ecosystems, e.g., Open Data Ecosystems (ODE) manifesting ideas and
principles of Open Innovation (OI) and Open-Source Software (OSS), has recently had an
increase of attention in research [30, 35]. As principles and values from OSS have been in-
corporated within organizations through Inner-Source [8], the same can be imagined to be
done for Open Data Ecosystems into a private context, i.e., Private Data Ecosystems.

This master’s thesis aims to research what benefits and challenges exist and appear when
introducing a Data Ecosystem in an intra-organizational context, in order to enable data
sharing, discovery, and related activities. DDM were also interested in if any platform could
support these ideas. To conduct our research endeavor and gather the data for investigation,
following the design science paradigm a literature study exploring the existing academic re-
search around the research topic, in correlation with a case study at Axis Communication,
was performed.

The second goal of our research was to investigate what requirements should be put on a
technical platform to address and mitigate challenges and issues found.

1.2 Research Questions
Data Ecosystems being a relatively new and emerging concept in academia, in combination
with the interest at the case company Axis, we were interested in further investigating the
benefits and challenges of such a solution for data sharing in the existing literature.

As the problem at Axis resides in the private setting of the company, i.e., intra-organizational
context, we were further interested in investigating the benefits and challenges explicitly
appearing when introducing the concept of Data Ecosystem in this context.
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1.3 Contribution

Finally, as the department of DDM was interested in the use of a technical platform to better
discover, share and collaborate on their data, a final area of interest was to investigate what
requirements towards a technical platform our findings would propose.

Given our goals, the following research questions were formed:

RQ 1 What is the state-of-the-art research regarding challenges and benefits with data
sharing in Data Ecosystems?
RQ 2 What are the challenges and benefits with data sharing at the case company if
introducing a Data Ecosystem for private data?
RQ 3 What requirements should a technical platform fulfill to address the challenges found
in RQ1 and RQ2?

1.3 Contribution
This thesis work aims to provide insight into the benefits and challenges that exists in the
literature, further appearing when the emerging concept of Data Ecosystem is introduced in
an intra-organizational context. Our contribution resulted in an extension of the body of
knowledge around Data Ecosystems by applying an existing conceptual model in a private
setting, further populating it with our empirical findings. Another aim was to investigate
what requirements can be put on a technical platform to support such an ecosystem, which
resulted in a set of 14 requirements further validated in the context of the problem.

Our research comprises one design cycle of the activities’ problem conceptualization, solution
design, and validation following the design science paradigm. To understand and build our
theoretical and practical knowledge of the problem, and later support the design solution,
we conducted a literature study followed by a case study at Axis Communication. As for
solution design, we then synthesized and formalized a set of requirements towards a technical
platform from our previously recorded material, which finally were empirically validated.

Hopefully, this research will provide new findings, insight, and guidelines for introducing a
Data Ecosystem in an industry context, i.e., a Private Data Ecosystem. The thesis also aims
to provide a set of technical requirements towards a platform, as well as an initial analysis of
a couple of data catalog platforms to support such an ecosystem.

1.4 Division of Work
Both authors have collaborated in all activities throughout this thesis. This was partly done
by using Github1 and making pull requests2 for the other person to review and give their
opinion. However, throughout the thesis, Adam focused more on reporting the literature
study and Christian the case study.

1https://github.com
2https://docs.github.com/en/pull-requests/collaborating-with-pull-requests/proposing-changes-to-your-

work-with-pull-requests/about-pull-requests
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Chapter 2

Background

This chapter aims to provide a summary of the relevant theory and related work for this
master’s thesis, and is divided into the sections of; Data, Data Ecosystems and Data Catalog.

As our research originates from and further aims contribute to the research field of Data
Ecosystems, the first two sections; Data and Data Ecosystems provides a presentation of the
theory which helped us to understand, relate and extend our research onto.

The following and final chapter presents the concept of Data Catalogs, and existing imple-
mentations of such, which in our research is set to scope our focus of existing technological
platforms later used in our validation of our research.

2.1 Data
Data is a valuable resource and growing fast, or as stated in 2006 by Humby, "data is the new
oil" [5]. According to the Cambridge Dictionary, data is defined as "information, especially facts
or numbers, collected to be examined and considered and used to help decision-making, or information
in an electronic form that can be stored and used by a computer" [12]. Data is a general word with
many meanings and di�erent values depending on its context and characteristics.

2.1.1 Characteristics and the Value of Data
There are di�erent types of data depending on their origin and context. Runeson et al. [35]
present a categorization into seven broad categories; Maps, Society, Position, Images, Sen-
sors, Human and Business.

• Map data is all kind of map data of physical and/or non-physical places.

11



2. Background

• Society data is all data related to society, this could partly include map data but with
added information about infrastructure, buildings, electricity etc.

• Position data, this is also partly related to map data, but is more focused on movements.

• Images data is all types of images, of faces, plants etc.

• Sensor data is all measurement data; light, temperature, humidity etc.

• Human data is data connected to humans which could be e.g. health or behavior. This
type of data is often the most sensitive, often due to integrity reasons.

• Business data could be related to all above. This data relates to the business, e.g., cus-
tomer data, product data or any other data the company generates.

Data may not only be categorized by its origin, as presented by Shah et al. where the categories
of Human-sourced, Machine-generated, Open and Closed data are exemplified [37].

Examples of Human-sourced data is data generated by a human, e.g., books, spreadsheets, and
art, including both analog and digitalized. Machine-generated data is on the other hand data
which is not generated by a human, instead by a machine. Sensor and log data are good
examples, but data as digital art or books can also be this kind of data, as long as generated
by a non-human individual.

Further, Open data is, as the name suggest, data which is considered to be open, i.e., freely
accessible data for anyone to use. This kind of data can come in almost any form, but usually
not containing sensitive information, as human or business data. Closed data is on the other
hand data that is limited in access, for example, limited to the data owner(s) or groups.

Data characteristics can also be essential when assessing the potential value of the data. In a
report from the Bennet Institute for Public Policy, with accompanying literature study, value-
defining characteristics from both an economic and informational aspect are presented [9].
As for the informational characteristics, which are more of interest in the context of this
master thesis, Coyle et al. presented the following:

• What is the data about?

• How general purpose is the data?

• What temporal coverage does the data have?

• What is the quality of the data?

• How sensitive is the data?

• How interoperable and linkable is the data?

Answering these could help to understand and detail the potential value of the data in ques-
tion. One important note from the economical side is the characteristics of data being non-
rival - data does not get used up as more people use it. As mentioned earlier, the non-rival
characteristic of data is also an essential characteristic of the value-driving aspect of access
to data and sharing of data. Coyle et al. [9], motivate that the parts that can exclude use and
access to data can be limited by technology, licenses, governance, and price.

12



2.2 Data Ecosystem

As previously mentioned, Coyle et al. also discuss the openness of data, visualized through the
Data Spectrum model detailing the data being either closed-shared or open. In the model, the
di�erent data characteristics are mapped with the classification of its closed or open nature.
Closed data is the kind of data used for internal access, for example, employment contracts
and policies.

2.1.2 Metadata
Metadata is data that is describing other data, usually things like [40]:

• Time/date of creating

• Author

• Description

• Type of data

Everything usually has some kind of metadata, for example, images as they usually store size,
color depth, resolution, date and time of creation, or metadata from literature would-be
author, title, pages, date, a short description, and a UID. A valuable aspect of metadata is
that it can be used for filtering and searching for the data itself. According to Viola and
Mookencherry, metadata is defined as "information that describes, explains, locates, and otherwise
makes it easier to retrieve and use information resources" [40].

2.2 Data Ecosystem
As any valuable and tradable good, an interest in publishing, trading, or even selling data
is also present. Data users and data providers need a way to interact and collaborate to un-
lock the potential benefits of sharing data. It is from this notion that the concept of a Data
Ecosystem emerges [31].

Data Ecosystem is a relatively unformed concept in academia, and most research can be
mapped to the last decade. In 2019, Oliveira et al. [30] conducted a systematic mapping
study where 29 studies were selected and further analyzed. The general conclusion from the
paper was that Data Ecosystems are gaining recognition and importance but is still lacking in
terms of research toward accepted theories, models, and engineering methods for rules, pro-
cedures, protocols, and processes to develop, manage and evolve Data Ecosystems. However,
the study provides a snapshot of the current landscape where common concepts, essential
features, and behaviors of Data Ecosystems are discussed.

2.2.1 Definition and Characteristics
As for a defining Data Ecosystem, based on their findings, Oliveira et al. [30] present a defi-
nition of it as being a socio-technical complex network in which actors interact and collaborate with
each other to find, archive, publish, consume, or reuse data as well as to foster innovation, create value,
and support new businesses.

13



2. Background

In more recent research, Runeson et al. [35] explored Open Data Ecosystems, and presented
a definition of the underlying Data Ecosystem as being:

– a networked community of actors (organizations and individuals), which base their relations
to each other on a common interest.

– supported by an underpinning technological platform.

– that enables actors to process data (e.g., find, archive, publish, consume, or reuse) as well as to
foster innovation, create value, or support new businesses.

– Actors collaborate on the data and boundary resources(e.g., software and standards), through
the exchange of information, resources, and artifacts.

By building upon and extending Oliveira’s definition, Runeson et al. also take into account an
underpinning technological platform inspired by and often present in Software Ecosystems
[35, 26]. The similarities and influence between Software and Data Ecosystems are present,
sharing characteristics and ideas. Oliveira et al. describe that components frequently found in
a Data Ecosystem are actors, roles, relationships, and resources, and further detail their interplay
in context as: A Data Ecosystem consists of a loose set of interacting actors that directly
or indirectly consume, produce, or provide data and other related resources (e.g., software,
services, and infrastructure). Each actor performs one or more roles and is connected to other
actors through relationships, in such a way that actors, by collaborating and competing with
each other, promote Data Ecosystems [31, 30]. In comparison, similar characteristics can be
recognized in the software ecosystem where for actors, their relationships as well as sharing
and collaborating around common resources are present [26].

Actors are autonomous entities - e.g., an enterprise, institution, or individual. Each actor in
the Data Ecosystem can act in one or multiple roles. The roles in a Data Ecosystem are more
diversely presented in the literature, although the most frequently occurring role is the data
user, responsible for directly or indirectly consuming data. Another frequently mentioned
role is the data provider, responsible for data supply or provision. Related to this, the role of
data producer exists. In di�erence to the data provider, the producer is responsible for capturing
and generating data and other responsibilities such as compiling, aggregating, and packaging
data. Other not as frequent, but relevant roles presented in the literature are data re-user,
adding value to the data to be reused, service provider and policies, laws and rules parties. To
note is also the unique role of a keystone-actor—an actor who is responsible for driving forces
behind the ecosystem as well as providing stability in the unstable environment [30].

An important finding in the study done by Oliveira et al. is the contextualization of Data
Ecosystems into four main organizational structures [30]. These are as follows:

• Keystone-centric - Actors within the ecosystem gather around a keystone-actor who pro-
vides the shared data and orchestrates the ecosystem.

• Intermediary-based - A central actor is limited to intermediating data between data
providers and data users.

• Platform-centric - The actors interface with each other mainly through a platform, e.g.,
data catalogs and portals.

14



2.2 Data Ecosystem

• Marketplace-based - The actor interaction takes place in a marketplace with rules and
technical infrastructure that underpins the ecosystem.

Further, Oliveira et al. [30] also classify Data Ecosystems into categorized domains, i.e., the
setting or environment in which the ecosystem has emerged. The domains can be categorized
into three; scientific, government, and industry. In a scientific Data Ecosystem, the actors are
concerned with sharing scientific data in academic or scientific communities, and where one
keystone actor is managing the ecosystem. The second domain, government, is connected
to Open Government Data initiatives and focus on engaging various actors to promote the
usage and publication of open government data. Usually, data providers are public agencies
and government units, while data users are citizens. Finally, the last category encapsulates
the landscape of industry Data Ecosystems. The authors note that this domain is more blurry
to define but states that there is a greater pursuit of innovation, new businesses, and value
creation [30].

2.2.2 Variations and Conceptual Model
Although Data Ecosystems are a relatively new concept in literature, two variants, Open Data
Ecosystems (ODE) and Open Government Data Ecosystems (OGDE) who share many similarities,
have been defined and further discussed [30].

The underlying factors for the emergence of OGDE are political initiatives and programs
for sharing government-related data to the public [30]. Open Data movement and Open
Government Data programs, promoting Open Innovation, call for free use, reuse, and data
redistribution. Governments and politicians all over the world have started to support the
disclosure of Open Government data to accomplish a wide variety of public values [30, 45].
As a response, Open Government Data Ecosystem, a variant of Data Ecosystem encompassed
for Open Government data, has attracted research.

The other variant, frequently depict in the literature is the Open Data Ecosystems (ODE),
which similarly as to OGDE originates from the Open Data movement and promotes Open
Innovation [35]. Di�erencing from OGDE, ODE are not limited nor focused on governmental
data which by regulatory measures often entails open access to the data. Instead, research
detailing ODEs are in an industry context, between organizations, although focused on the
caveats of collaboration around Open data.

Not until recently, conceptual models for describing a Data Ecosystem and its essential el-
ements have not been present in literature, also requested as further work by Oliveira et al.
[30]. Returning to Runeson et al. empirical investigation into ODE as an industry collabora-
tion concept - their findings provide a conceptualization of an ODE.

Stemming from the synthesis of their result, Runeson et al. present their conceptual model
into [35]:

• Value - The value of data and value of collaboration around the data. One or the other
may be the primary value, but they are highly intertwined.

• Intrinsics - By definition, everything in an ODE relates to the data. However, some as-
pects are more related to the data’s intrinsic or internal characteristics. Among those,
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2. Background

they find the data type and data quality. They also find legal aspects be tightly con-
nected to data, although they also connect to governance of the ODE.

• Governance - The relationship and competition are highly related, as they refer to
di�erent kinds of relations between actors. Further, data acquisition also depends on
relations between actors in the ecosystem and how they are governed.

• Evolution - The matters of maturity are about further evolution since ODEs are in
their infancy and need further research and development.

2.3 Data Catalog
As Data Ecosystems are still emerging, a coherent explanation of what is the specific meaning
behind a technological platform is relatively open. However, as discovered from primarily
the research from existing platforms in OGDE, one mentioned and in use to support the
concept of Data Ecosystems is called Data Catalogs [30].

For this thesis work, the underpinning technological platform [35] which we intend to investigate
is scoped to be one of Data Catalogs.

The term "Data Catalog" has only been addressed in the scientific literature for a short while
and has recently become more popular. The term is loosely defined as; A data catalog main-
tains an inventory of data assets through the discovery, description, and organization of datasets.
The catalog provides context to enable data analysts, data scientists, data stewards, and other data
consumers to find and understand a relevant dataset to extract business value. [43]. As per the defi-
nition, the term addresses multiple groups, from data analysts to data consumers, making the
term "data catalogs" broad. A study done by Labadie et al. found that "data catalog" contains
multiple functionalities as follows [25]:

• Data discovery - allows users to find data

• Data inventory - data documentation required to present users with a single view on
enterprise data

• Administration - user management and system configuration

• Data assessment - metrics such as data usage and data quality

• Data governance - assigning roles and setting up workflows

• Data collaboration - communication and enrich the data within the tool

• Data visualization - displaying data and lineage in a meaningful way and get a better
grasp of the data

• Data analytics - insight on datasets and generate new analysis data

• Automation and Machine learning - automated tagging and ingestion

From this research, they found that overall "data search, data tagging, and workflows" are the
most cited functionalities related to data catalog [25].
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2.3 Data Catalog

Existing Data Catalog Platforms
Many companies have tried to solve the data catalog problem, usually with the starting point
of solving data discovery. Most of the existing platforms are open source and free. A few
examples of existing platforms are; Datahub, Amundsen, and Secoda. These platforms are
all di�erent, however aiming to address the features of "data catalogs".

Datahub originally developed by LinkedIn, describe themselves as a metadata platform
for the modern data stack, with the key features of data discovery, data observability, and fed-
erated governance. The platform uses "automated metadata ingestion" or as they also call them
"recipe" to integrate data sources with the help of their CLI. To be able to integrate a data
source, the source must already be supported by the platform, and then the user can write
the "recipe" which only requires the user to write a few lines of YAML code. These recipes
enable users to specify the source and transform the received data with automatic tagging
and pointing it to the platform Datahub as the destination. Datahub has support for many
of the most popular data sources. Since Datahub is open source, the user could with the help
of their documentation, add support for the type of data source they have [1].

Amundsen originated from Lyft, describing themselves as a data discovery and metadata
engine. Amundsen is open source and wants to help data analysts, data scientists, and engi-
neers interact with data and improve productivity. They do this by indexing data resources
to enable page-rank style search. To be able to ingest data into Amundsen, the user has to
edit or write a Python script that uses the modules given by Amundsen, and some default
configurations for data source integrations [4].

Secoda is a commercial platform with more user-friendly features. Secodas focus is to
enable the user to get a complete picture of their data and its context with the main features of
searching, organizing, and collaborating on data knowledge. The platform can be integrated
with 20+ data sources without having to write any code, sources such as; MySQL, Redash,
Big Query, and AWS S3 [36].
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Chapter 3

Methodology

This thesis work follows the design science approach, which consist of problem conceptu-
alization, solution design, and validation. The chapter begins to present the 3.1 Research
approach, the methodology and motivation to why this thesis followed the design science
paradigm. Each phase of the research design paradigm is then further be detailed in the
sections of 3.2 Problem conceptualization, 3.3 Solution design, and 3.4 Validation.

3.1 Research Approach
The initial area of interest, and the problem instance for this master thesis, was presented by
our supervisor at Axis. Choosing a suitable methodology to conduct our research was of great
concern to best perform the research as the overall objective of this research was to, in relation
to an increased internal interest at the case company, investigate how to better discover,
share and collaborate around data at the case company, also investigate which requirements
towards a technical platform is of importance.

According to Aken [3] scientific research can be categorized into the three di�erent cate-
gories; Formal science, Explanatory science and Design science.

For design sciences, which are often used in engineering and medical sciences, the aim is to un-
derstand and improve human-made design in a practical area. The design science paradigm
provides a way to conduct research where research problems are formulated and assessed by
studying specific problem instances in practice, where research activities are problem con-
ceptualization, solution design, and validation [3].

As for adaptation, Runeson et al. [33] demonstrate how the design science paradigm fits as a
frame for empirical software engineering research. Empirical software engineering research
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aims to develop and validate practical useful methods, technologies, and tools to help the
industry improve software engineering practices. The software itself, e.g., the tools designed
to support the engineers and the organizations developing it, are human-made constructs
which argues for a feasible adoption of the design science paradigm.

This thesis follow the design science approach in software engineering, and more specifically
the one presented by Runeson et al. [33], as visualized in the figure 3.1. Their model of design
science spans over the two dimensions of problem-solution and theory-practice where problem-
solving, the practical contribution, takes place in the bottom two boxes, and the theoretical
contribution in the two top quadrants. Arrows in 3.1 describe the processes of generating
knowledge, which both researchers and practitioners can perform. Further, the activities are
performed iteratively across the di�erent domains.

Figure 3.1: Design science model

Activities throughout the model is detailed as:

• Problem conceptualization is the process of describing the problem.

• Solution design is the process of mapping a problem to a general solution.

• Instantiation is the process of implementing the solution in the context of the problem.

• Abstraction is the process of describing the key design decision of the solution.

• Validation is the process of evaluating the implementation on its problem context.

Discussed in their paper, Runeson et al. [33] note that research contributions under the de-
sign science paradigm does not necessarily have to include all of the activities of the design
science paradigm. For example, one study may focus on the conceptualization phase while an-
other may cover the full chain from problem conceptualization to solution design artifacts.
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3.1 Research Approach

Research that focuses on one aspect may build on other research under the design science
paradigm.

As for this thesis work, investigating a relative immature research field of Data Ecosystems
further the theoretical adoption onto the case company, the research is highly of an ex-
ploratory and qualitative nature and will primarily iterate over the theory domain of the
problem-solution dimension. The e�ect will be that instantiation of the solution instances,
in practice, will not be done. Instead, the solution instances will refer to a higher abstraction
level and consist of the synthesis of requirements derived from the study and the theoretical
knowledge in the constructs they build on.

This thesis work also constitutes only one design cycle, i.e., we only iterate the whole paradigm
once. Another iteration would of course strengthen the research, and possibly enable us to
lower the abstraction level. However, due to the limited time frame of our work, this was
not possible.

Besides the relation to context for each phase, the design science paradigm does not prescribe
specific methods to be conducted in a research study. However, each phase is more or less
suitable for methodologies and corresponding data collected. A presentation of each activity
performed throughout our thesis work, with the corresponding area of methodology, can be
seen in table 3.1.

To initiate our research, the primary activity was the one of problem conceptualization. For
conceptualization a literature and case study was performed, detailed as 1.1 and 1.2. The sec-
ond phase was the solution design, which in agreement with the design science paradigm
was done with high connection to problem conceptualization and corresponds to the activ-
ity of synthesis of requirements, see 2.1. Finally, for empirical validation of the theoretical
knowledge constructs and returning to the practical sphere, the phase of empirical validation
was done by two activities; First, a survey for feedback on the requirements was sent out to
the participants of the case study, further an assessment analysis of the requirements against
existing data catalog platforms, see 3.1 and 3.2 in table 3.1.

Part Action Design science paradigm
1.1 Literature Study Problem conceptualization
1.2 Case Study Problem conceptualization
2.1 Synthesis of requirements Solution design, Instantiation
3.1 Survey of requirements Empirical validation
3.2 Platform assessment Empirical validation

Table 3.1: Our research design parts and its counterparts in the De-
sign Science paradigm.

An overview of each activity in relation to its a�ected research questions, from section 1.2,
can be seen in figure 3.2.
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RQ1?

RQ2? RQ3?

Problem Conceptualization

Literature Study

Case Study

Solution Design

Validation

RQ1!

RQ2!

Synthesis of
requirements

Survey of
requirements

RQ3!

Platform 
assessment

Figure 3.2: Overview of the methodology and how the RQs relates
to it.

3.2 Problem Conceptualization
To build knowledge around the problem area and support the later design solution, the first
phase and initiation of our research within the realm of the design science paradigm was the
problem conceptualization. Following the design science principles, the conceptualization
should consist of both empirical and theoretical support with the objective to explore and
deepen the understanding of the problem [33].

In fields where theoretical foundation is less mature, as in software engineering, researchers
and practitioners may work together to advance and extend the scope of the theory [33].
Similarly, as the research in this thesis was performed in an industry-academia collaboration
regarding a relatively immature field of research, the problem conceptualization was done in
collaboration with the case company.

Our theoretical support, and the first phase of the problem conceptualization, was gathered
by performing a literature study. The aim was to gain a better understanding and docu-
ment findings related to the investigation of RQ1, also providing theoretical support for the
solution design and investigate the problem instance in theoretical context.

The other activity performed for problem conceptualization was to investigate the prob-
lem instance further in its practical context. For our research, this meant the exploration of
the problem through semi-structured interviews at the case company, allowing us to collect
knowledge and insights about thoughts surrounding the theoretical foundation and future
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landscape of data sharing in a data ecosystem, providing empirical data for our later solution
design.

For guidance and scope, both of these activities were done in high relation to the conceptual
model of an ODE, recently published by Runeson et al. [35] and presented in 2.2. The con-
ceptual model helped us to focus our research on the aspects of Value, Intrinsics, Governance
and Evolution as elements of a Data Ecosystem, further deducting our findings in relation to
these.

The conceptualization phase ended with an analysis of the gathered results, respectively.

3.2.1 Literature Study
A literature study is often done to gain a deeper understanding of a subject. It is essential to
do the literature study well since this will not only lead to gaining a deeper understating of
the subject but also lower the risk of overlooking research on the subject [19]. Moreover, in
order to accomplish a good literature study, knowledge about the underlying research around
the topic is important. Initiating the literature study, we followed the steps of search wide,
selection, search specific presented by Höst et al. [19, p. 67].

Search wide was done by exploring the background literature around the area, provided by
our supervisors and findings leading up to initiation of the project. This step also involved
exploring citations and further searching relevant keywords of surrounding areas. We then
selected papers, and areas, that we thought were most relevant. Having a better and deeper
understanding of the background research revolving the subject, we proceeded with initiating
a keyword-search of the research area in order to make our study more specific.

Planning for our keyword-search, we referred to the following steps detailed by Thiel [38],
suggesting a keyword search should be conducted by:

• Execute keyword-search.

• Select relevant papers from the keyword-search.

• Review the papers abstract for relevance.

• Review the papers for relevance.

• Critical analysis of the results to see if they apply to the new research project.

Before executing the keyword-search a decision to map the keywords to the conceptual model
of ODE by Runeson et al. [35], was done. The reason to why was two-fold; First, categorizing
our keywords to an area would provide a more coherent approach between us authors, and a
conceptual model over the problem domain. Secondly, when further continuing our research
endeavour and documenting our findings, the same categorization was planned to be used
providing easier mapping within the design science paradigm. Areas from the conceptual
model and mapping of keywords can be found in Appendix A.

Once the keywords were established, the actual search was performed in Google Scholar1 by
reading the title of the paper; if relevant, we added it to a list. The search was done individu-

1https://scholar.google.com
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ally by both authors, adding the results to a shared list. When performing the keyword-search,
we added some constraints on the search:

• Result sorted by relevance (matching cases, citations).

• The initial database-search limit to 1 hour per keyword.

• All papers should be accessible through LU Full-Text Finder.

• All papers should be Peer-reviewed.

By doing this search, and after merging individual results to a set removing duplicates, we
gathered 93 relevant papers. The paper should mainly be relevant for our problem area and
the category we had searched for. The next step was to read the abstract of the papers; once
again, this was done individually. After abstract filtration, the result concluded that 37 out
of the 93 were kept. Here, we started with a more critical analysis. Reading through the
papers, discussing interesting findings, and extracting quotes regarding RQ1 and mapping
to the conceptual model of the problem was done. The resulting list, in combination with
papers from our background research was one of 14 papers; [7, 11, 17, 21, 22, 23, 25, 27, 29, 32,
35, 30, 42, 44], all further presented in the result section 4.1.1 for the literature study.

3.2.2 Case Study
The next phase of our problem conceptualization was to perform interviews at the case
company. As detailed by Garousi et al. [16] surveying 101-industry-academia collaboration
projects, 75 of these were characterized as case studies. In their paper, they further detailed
that industrial case studies usually apply either the exploratory or improving type, or both.
For empirical support in conceptualization of the problem, we set out to perform an ex-
ploratory case study. The reason to why a case study was most suitable for this thesis was
two-fold; First, a case study is a good way to investigate and examine a particular case within
real world context, and as we wanted to explore the problem instance deeper and from dif-
ferent aspects at the case company it was well suited. Secondly, case studies also support a
rich plethora of options to conduct the study [16]. For example, it can involve interviews,
focus groups or observational studies.

For us, the case study was done by conducting interviews with a selection of participants at
the case company. The motivation behind interviews being best suited was related to our
exploration of RQ2, deepening our understanding of the problem area at the case company
and providing empirical support for the later solution design. As RQ2 revolved around ex-
ploring the concept of Data Ecosystem in an intra-organizational context, interviews allowed
us to best approach the potential actors connected to the problem area, i.e., stakeholders of
problem instance, working with data at di�erent departments of the organsiation.

Case Description
As mentioned in section 1.1, Axis is a large company with more than 3800 employees where
the most significant part is located at their headquarters in Lund; this also means that Axis
has a lot of di�erent departments.
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Axis sells network-connected products primarily through partners. To improve their prod-
ucts and make their customers happy, they gather data through, e.g., customer analytics opt-
in, testing on-site, feedback, and more. These collection points generate a lot of incoming
data located throughout Axis. Many of the teams gather some form of data, not necessarily
connected to the products themselves instead it can also be around processes and tools, which
leads to the data varying in types and formats

The departments at Axis are often self-driven with limited synchronization and centralized
control, which has its benefits and challenges. However today, when the value of data has
been observed, an interest in wanting to work more together around the existing data has
started to appear.

Figure 3.3 presents an overview of how the department DDM collaborates with data as of
today, from DDM’s perspective. Data is primarily gathered from products at opt-in customer
sites, further to be analyzed and provided to stakeholders across the whole organization. The
figure 3.3 also detail the incoming data generated on-site, primarily generated inside and used
by Research and Development (R&D) departments.

Figure 3.3: Overview of the current data input and collaboration
within the organization, from DDM’s perspective.

Interviews
The interviews were planned to consist of the activities Research and design of interview mate-
rial, semi-constructed interviews and analysis of results. Given the collection of qualitative data,
we planned to follow the qualitative analysis, which consisted of four consecutive steps; data
collection, coding, grouping, and conclusions as suggested by Höst et al. [19, p. 114].

Data collection is the process of collecting data through interviews, observations, transcrip-
tions, etc. Di�ering from, and a mixture between closed and open interviews, semi-constructed
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interviews allow the interviewer to follow a pre-defined framework of themes and questions
but still be open to discovering new areas [39]. The structure encourages having open-ended
questions and room to probe and follow up on the answers to discuss and further explore the
participant’s proposition.

As the objective of the interviews was to investigate and explore the problem area, without
limiting the exploration of surrounding areas, we decided that semi-constructed interviews
were well suited.

Before conducting the interviews, a process of preparation had to be done. Following the
guidelines by Turner III [39] the process consisted of the selection of participants, pilot test-
ing, and constructing e�ective questions. As for selecting the participants, we conducted a
criterion-based sampling. Here we created criteria based on the ecosystem roles found in
the literature. In collaboration with our supervisor at Axis we established a list of potential
participants matching the criterion. Each participant were approached by email, providing
a description of the interview and setting, question of participation, a suggested time slot
and, finally, background information about our research and that of Data Ecosystems. This
was done in order to address the purpose of the interview, receive consent for participation
and introduce them to relevant and necessary background theory around the area of research.
The resulting list of participants can be seen in table 3.2.

ID Role Ecosystem Role Department
P1 Data Manager Provider 1
P2 Data Scientist Re-user 1
P3 Data Engineer Producer 1
P4 Data Engineer Provider 1
P5 Data Engineer Producer 1
P6 Legal Advisor Law & rules party 2
P7 Data Manager Keystone 3
P8 Data Manager Keystone 4
P9 HW Engineer User 5

Table 3.2: A presentation of actual role, ecosystem role and depart-
ment ID of the participants

Originating from the theoretical support established, and following the same conceptual
model, we chose to create a more extensive set of questions related to each area of interest.
The procedure to produce practical questions was done by iterating through a set of questions
gathered from the literature, grouping, and refining down to a smaller, final set. Two to
three questions per area of interest were selected, leaving time and room for probing and
follow-up questions. Slight alterations of the questioning were done, depending on where the
participants currently worked in the data landscape. This was done with care and changed
primarily on how we were wording the questions. The final set of question, with marked
alterations, can be found in Appendix B.

In this thesis we conducted one-on-one interviews with each participant, in a mixture of
face-to-face and via video calls due to the pandemic. The setting of one-to-one interviews
was detailed in the initial e-mail, where each person was given the possibility to accept or
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decline and further state if face-to-face or via video was preferred. All sessions were held in
an isolated conference room in order for the interviews to be done in a setting with little
distraction. As for the video calls we, as interviewees, located ourselves in a conference room
while the participant called in.

The implementation of the interviews was performed in the following way:

1. The participant was welcomed and presented with the purpose of the interview.

2. The participant was asked if they had any questions regarding the background material
or interview.

3. The participant was presented with the terms of confidentiality, i.e., recording and
further analysis and usage of anonymous material.

4. The interview was performed.

5. Recording was checked and uploaded to safe storage for later transcriptions.

Before executing an interview, we divided the work into one responsible for taking notes
while the other focused on leading the interview. Both participated in the further exploration
of interesting answers.

Following the interview, transcription of each interview were conducted. After the tran-
scriptions were done, we continued with the coding and grouping mentioned previously in
section 3.2.2, resulting in the following tables which can be seen in Appendix C.

Coding
Coding is the step where important quotes and information are highlighted and connected
with one or more keywords [19, p. 115]. This was done in a combination of a deductive and in-
ductive approach [13]. Initially, we performed a top-down deductive coding approach where
both of us went through the transcriptions together and highlighting important quotes in re-
lation to the sub-subjects provided by the conceptual model by Runeson et al. [35], resulting
in that large parts of the interview with unrelated information sorted out.

Following the initial deductive coding based on the conceptual model, we proceeded with an
inductive coding where the quotes were analyzed and connected with one or more keywords
which we discovered in the data. These codes are detailed as the smallest components in the
results presented in Appendix C.

Grouping
Grouping takes the keywords of the coded quotes and groups them into more significant cat-
egories [19, p. 115]. This was done by taking all the unique keywords per sub-subject from
the conceptual model and grouping them into di�erent categories. The categories were cho-
sen to relate to the initial deductive coding, by subject and sub-subject from the conceptual
model. The final groupings are the internal titles to the relating sub-subject in Appendix,
e.g., Knowledge being a group related to the sub-subject Value of data seen in Appendix C.
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Conclusions
The conclusion is based upon the groupings where we can draw conclusions from it [19, p.
116]. Here we could see what challenges the case company has and platform-specific require-
ments that were more predominant. These will first be presented and further detailed in the
result section 4.1.2 for the case study.

3.3 Solution Design
The solution design phase of our work consist of the one activity; Synthesis of requirements.
For the synthesis, the plan was to derive problem-solution pairs between the two respective
parts described in section 3.2 with the goal to investigate and further answer RQ3, i.e., what
requirements should a technical platform fulfil to address the challenges found in RQ1 and RQ2?

The resulting artifact from this phase was ambitioned to be a set of derived requirements
toward a technical platform, for supporting and mitigating the challenges found in the the-
oretical and empirical knowledge constructs built through problem conceptualization.

To quote Cruzes et al., "A research synthesis is a collective term for a family of methods to summarize,
integrate, combine, and compare the findings of di�erent studies on a specific topic or research question.
[10]. In the context of this research, the synthesis would be to integrate and combine our two
data sources on the research question of RQ3.

Similarly, as for the case and literature study, both being qualitative, choosing a method
suitable for the synthesis of qualitative data was motivated. Detailed in Cruzes et al. [10], the
three most frequently used methods used for the synthesis of case studies rich in qualitative
data in software engineering research are; narrative, thematic and cross-case synthesis. The
article also compares the three methods, detailing their characteristics, further e�ect on the
outcome.

Given that the data material for synthesis was limited to one case study combined with the
literature study, the analysis method of choice was to use one of narrative synthesis.

A narrative synthesis is generally seen as the most flexible method, where primarily words
and text are used to condense and explain the findings, and where the outcome is progressive
linking to form a chain of reasoning [10]. Also discussed by Cruzes et al., a drawback of the
narrative synthesis is the general lack of transparency given a wide range of specific methods
for synthesis that can be used and lack of insights in the procedure, especially in relation
to other synthesis methods as thematic or cross-case. Further discussed is the drawback of
lacking a sampling criterion for the data of synthesis, making the collection highly dependent
on the convenience of the analyst [10].

Despite the drawbacks, a narrative synthesis was deemed suitable for conducting the solution
design phase with the motivation of the data used for synthesis previously collected within the
same study, hence the chain of evidence from the final synthesis to the original data could be
depicted through the problem conceptualization, as an important for any qualitative analysis
[34]. Further, to combat the lack of transparency of methods performed, the synthesis was
planned to be done in an iterative manner where each data source would be preliminarily
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synthesized by themselves, followed by exploring the relationships within and between the
studies.

Another aim of performing the synthesis through three separate iterations was to better de-
couple the material from each other, giving separate and transparent outcomes from each.
Also, the separate iterations were planned to mitigate other factors a�ecting the outcome as
potential variation and quality in the di�erent materials and the impact of the goal of syn-
thesis, as detailed by Cruzes et al. [10]. This is because it would not be until the third and
final iteration the mapping between the data sources, searching for problem-solution pairs
toward our goal of the synthesis, would be performed. All three iterations of the synthesis
were done by both authors individually where grouping and coding of the findings from each
were documented to finally; be explored together as a reiteration of the third.

For the first iteration, a re-analysis of the axial coding results from the singular case study
was done as a selective coding of the challenges and benefits [20]. As for the benefits, these
also included recommendations of already existing practices and ideas for the future. Here,
as previously done for both the case study and literature study, the findings were mapped to
the related element of the conceptual model. Resulting from the first iteration of synthesis,
a thematic set of challenges and benefits, including recommendations, had been done.

For the second iteration of synthesis, similarly as for the case study, the challenges and
benefits, where the latter included recommendations, from the literature were sought after
through selective coding. Once again, the analysis followed the elements from the conceptual
model, where findings were mapped to the area in question. The iteration resulted in a set
of challenges and benefits, also recommendations, to be noted.

In the third iteration, the two sets of challenges and benefits were analyzed together, from
which a final abstraction and formalization of requirements were performed. Discovered
problems as challenges, and benefits, raised from the synthesis of the case study were often
mapped to a solution in the form of similar challenges or recommendations, noted as benefits,
from the literature. The contrast between the two was also noted and influential towards the
abstraction of a requirement. Once done, a final set of 14 requirements towards a technical
platform had been formalized.

Finally, for reporting the synthesis, the narrative synthesis of "tell a story" for each finding
leading to the formalization of each requirement was performed. Following the same order as
the iterations, the findings from the case company were first presented following the findings
from the literature. Finalizing each narrative presentation, the mapping to the final set of
the requirements addressing the findings were presented.
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3.4 Validation
According to the design science paradigm, the final phase of research under the design science
paradigm is to empirically validate if the proposed solution address and solves the problems
identified, i.e., the requirements toward a technical platform mitigates the problem instances
found in the conceptualization of the problem. As discussed by Runeson et al. [33], the con-
text should define the scope of validity in design science research, in terms of the abstraction
levels corresponding to the ones in conceptualization of the problem.

For this thesis work, as both the problem and solution instances were explored at the rela-
tively high abstraction level of the case and literature study, naturally returning to the same
context and validating the solution instances was done. Further, as for the resulting require-
ments toward a technical platform, we also wanted to validate the feasibility of use in practice
by evaluating the requirements against existing data catalog platforms.

Activities to perform as validation were therefore two-fold: First, surveying the stakeholders
of the problem instances at the case company was done to evaluate the feasibility of the
requirements as a solution in the case study context. Secondly, a validation and instantiation
of the requirements onto a set of existing technical platforms, more specifically scoped to
data catalogs as described in 2.3, were performed.

The following sections first detail the methodology used for surveying the requirements
against the stakeholders at the case company, followed by presenting the method for eval-
uating the requirements against existing data catalog platforms.

3.4.1 Survey of Requirements
Due to the problem instance originally being initiated and further investigated through a case
study at the case company, evaluating the requirements in the same context was motivated.
The method for performing this was to survey the stakeholders at the di�erent departments
by conducting a questionnaire. Motivation to use a questionnaire was primarily to collect
the data of opinions and be time e�cient for all parties involved.

Presented by Kitchenham and Pfleeger [24] the initial phase of designing personal opinion
surveys is to establish the objective with the survey. The objective of our survey was to evalu-
ate if the proposed requirements toward a technical platform were feasible as a solution to the
problem instances discovered, in the opinion of the stakeholders. Further, we also wanted to
investigate the perceived relevance of each, potential misconceptions or further elaborations
regarding the specific requirements found.

For design, the survey was a self-administered questionnaire as detailed by Kitchenham and
Pfleeger, i.e., the recipients are responsible for reporting and submitting the data without
interaction by us. The questionnaire was digital, making it easier to distribute, and the tool
of choice was Microsoft Forms2. Due to it being self-administrated, the first design element
to be included was a description of the objective and layout of the form.

2https://www.microsoft.com/en-us/microsoft-365/online-surveys-polls-quizzes
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The next step was to design the actual questions. Each question would correspond to a re-
quirement alongside an exemplification of each. As the objective of the survey was to capture
the opinions of the stakeholder regarding the proposed solution instances, we decided to use
an ordinal scale for the collection of answers. Generally, it is better to use an ordinal scale
for attitudes and preferences, in contrast to, e.g., yes/no question or response categories [24].
The ordinal scale used was an agreement scale, in which the scale was from strongly disagree
to strongly agree, further balanced by five points with a neutral standpoint in the middle.

Another design decision of the questionnaire was to add two open questions allowing free
text. The reason for this addition was to capture any further elaborations regarding one or
more requirements, potential misconceptions or other thoughts around the survey or result.

Before the survey was distributed, a pilot test was performed to capture design mistakes and
provide feedback. An addition resulting from the pilot test was to add an exemplification of
each requirement for an easier understanding of its meaning. The final questionnaire can be
seen in Appendix D.

Once ready to be distributed, the target population was set to be all the participants who
had previously been interviewed in the case study; hence a list of participation was the same
as presented in the case study, see table 3.2. The reason why the case study participants
were approached for evaluation was primarily due to the objective of the survey. As the
stakeholders of the actual problem instances, evaluating the proposed solution’s feasibility
was figured to be best performed by the same set of participants. Further being a relative
juvenile area of research, the participants had already interacted with the background theory
and discussed the subject.

The survey was distributed by email, including a friendly introduction, presentation of the
objective, request for consent and, finally, a link to the digital questionnaire. The question-
naire was planned to be open for five consecutive days, or as all participants had answered
the survey.

Finally, for analysis of the requirements, the results were two-fold; For each requirement, the
quantitative data from the survey was presented. Secondly, findings from the final two open
questions were detailed and discussed.

3.4.2 Platform Assessment
As for the platform assessment, the main objective was to assess the feasibility of use of the re-
quirements toward a set of technical platforms. Detailed in section 2.3, from our background
research we had found and scoped our existing platforms to the three data catalog platforms
DataHub, Amundsen and Secoda. These were selected based on findings from the background
research around Data Catalogs, and further motivated by our supervisor at the case company
to be suitable candidates for future establishment.

The aim of the validation was to see if the requirements would be feasible for use in the prac-
tical context, and the scope was limited to only using the given information in the form of
documentation, a preview of features and in some cases, demos on their website to validate
if they had the given requirement. We did not set up any of the platforms to validate them
locally. However, for evaluating the feasibility of usage and further implementation of the re-
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quirements in its practical context, we still wanted to perform this analytical activity against
the selected platforms.

The steps of validation were as follows:

1. Individually go through the documentation for each platform, assessing if it fulfilled
each of the requirements.

2. Discuss our findings and note the final decision.

Both of the open-source platforms, Datahub and Amundsen, had developer documentation of
the platforms with how they worked, since being Open Source, this documentation could be
out-of-date with the current version. For Datahub, they had developer documentation and a
demo on their website, making it easier to see what they were o�ering and how they tried
to solve di�erent problems. Meanwhile, Amundsen only had the developer documentation,
which could be a bit hard to navigate. Secoda, a commercial platform, had no developer doc-
umentation on what it had and how it worked. They instead used previews of the platform’s
features, making it harder to confirm what their platform had and did not have. Never-
theless, being commercial, the previews of Secoda can be argued to put more importance on
being up-to-date and more user-friendly displayed for their customers to see what they were
buying.
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Chapter 4

Results

4.1 Problem Conceptualization
As for problem conceptualization, the following section presents our results from analysis of
the literature study, followed by the case study.

4.1.1 Literature Study
The results gathered from the literature study will follow the same categorical mapping to the
conceptualization presented by Runeson et al.; Value, Intrinsics, Governance and Evolution
[35].

Overall, the papers investigated include the initial findings from the background papers and
results from the keyword search. Papers gathered were primarily from research domains of
Data Ecosystems, Open Data Ecosystems, Big Data, Collaboration around Machine-Learning
and Data Management.

Value
Detailed by Runeson et al. [35] their synthesis of the value in an ODE were (1) an ODE is
driven by the value of data or the value of collaboration and, (2) the value of collaboration
is impacted by the competition between actors. Even though seen as a value in the Data
Ecosystem, collaboration around data poses some challenges.

In a recent publication Nahar et al. [29], interviewing 45 participants from 28 organizations
investigating key collaboration challenges in ML-enabled systems, they found that the teams
responsible for building the model are in most organizations not the team that collects, owns,
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and understands the data, making data a key collaboration point in an intra-organizational
environment. Conclusions from the paper were that communication, documentation, engi-
neering, and processes all posed as present challenges for collaboration around data.

In 2018, Kim et al. [23] performed a survey on a large number of data scientists to better
understand their work and present challenges, tools, and activities used, and found simi-
larly as to Nahar et al., collaborative issues. Kim et al. research suggests that, for e�ective
interdisciplinary collaboration, formal training, standardization, clarifying the goals, and
understanding the caveats of data were key aspects to address. Regarding formal training,
education was in both papers brought up as a key aspect in combating challenges around
miscommunication and achieving e�ective knowledge transfer [23, 29].

Establishing relationships where expectations are clear and a formal contract, specifying data
quantity and quality expectations was detailed to be a beneficial action according to Nahar
et al., as well as common documentation understood by all, e.g., data item definitions, se-
mantics, or schemas [29].

The study by Kim et al. [23] addresses another important area in a Data Ecosystem, which
is the characteristics of the data itself. To overcome challenges around the actual data, e.g.,
poor data quality, missing or delayed data, or need to shape the data to fit a diverse set
of tools, data scientists suggest consolidating heterogeneous tool suites and creating data
standards for instrumentation, moving toward standardization. The authors suggest the need
for engineering practices such as data quality checks handling the evolving nature of data,
deployment automation, and testing in production were detailed as examples of these.

Intrinsics
As proposed by Runeson et al. [35], the intrinsics of data plays an important role in an Open
Data Ecosystem. Conclusions were that the type of data and its characteristics impact the
degree of openness, standardized meta-data and domain models are core quality attributes
for data, and legal frameworks must be developed to support the evolution of ODEs.

Regarding the types of data, the sensitivity of data seems to impact the willingness of actors
to share data. Classification of what is sensitive data may vary, although human data as health
data is often detailed to be the most sensitive and its use regulated [35]. Another sensitive
data type mentioned by Runeson et al. is the one of business data. Business data may vary
depending on the business but usually include data connected to the customers or about the
business itself [35].

Immonen et al. [22] investigated certified open data in an ecosystem, they detail that due
to private data are often the customer’s data, or information collected about customers, the
management of privacy become crucial. However, sensitive data is in some sense commu-
nicable - i.e., when combining data, the data can become private when private elements are
added to the data set. Where this can be imagined to pose a challenge is concerning the no-
tion that processed data may involve less sensitive details but may, on the other hand, also be
more valuable, if combined with other data sources, as found by Runeson et al. [35].

To be able to assess the openness of data in the context of the open-closed-shared spec-
trum, recent research done by Enders et al. [14] present a conceptual framework to guide the
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decision-making. The authors suggest questioning the data in relation to the metrics of core-
ness, currentness, extent, granularity, interoperability, and quality of the data. Further, five
decision criteria are suggested depending on the metrics; competitiveness, data misappro-
priation, innovation opportunity, legal, and privacy. Another factor, noted on a macro-level,
is the necessity of data providers’ knowledge about the types and formats of data that are
demanded by entities in the ecosystem.

In 2016, Custers and Uršič [11] discussed the balance of big data and personal data protection,
explaining that the regulations around EU personal protection directive (GDPR) require that
data must be collected for specified, explicit, and legitimate purposes and not further pro-
cessed in a way incompatible with those purposes. Their findings also point out that it is a
risk to limit the use of data, as regulatory directives restrict the use.

Concerning privacy, Boeckhout et al. [7] discusses the challenges and opportunities raised by
FAIR principles and how to enact them responsibly, suggest that metadata may be a solution
to challenges around privacy of data. FAIR stands for Findability, Accessibility, Interoper-
ability, and Reusability and was in 2016 detailed as guiding principles and practices for data
stewardship in the life sciences [41]. The principles of FAIR have since set out to provide
guidelines to improve the FAIR elements of digital assets, emphasizing machine-actionability
[15]. Even though Boeckhout et al. article resides in the context, further influenced by the
data in life sciences, working with sensitivity and privacy around data is relevant for outside
the life sciences. Debated by the authors, FAIR principles and metadata standards could help
facilitate compliance with the principle of data minimization by allowing for an assessment
of which data to reuse based on an analysis of metadata, which by and large should be non-
personal [7]. However, the GDPR also aims to ensure that any data use is stipulated as clearly
as possible in advance, which still shrouds the issue of well-defined use cases and suggests
further research.

In 2020 Gelhaar and Otto [17] found, investigating the challenges in the emergence of Data
Ecosystems, that standardization initiative and the agreement on standards to be a key factor
in the development phase of Data Ecosystems. Especially one crucial aspect of standards in
Data Ecosystems is to enable interoperability and enable e�cient data sharing. Interoper-
ability is important to ensure non-discriminatory data sharing between the actors and, on
the other hand, enabling further data processing through a common understanding. Hence,
standardization initiatives and the agreement on standards can be critical factors in the de-
velopment phase of Data Ecosystems.

With regard to standardization around the data, Yoon [42] investigated failed data reuse
experience, found vital issues was the one of access and interoperability, further suggesting
that processes should also address interoperability in data formats and software for successful
data reuse. Another conclusion by the author was a general lack of support in reusing data
was frequently apparent, emphasizing the need to develop a support system for data re-users.

In a more recent paper by Immonen et al. [21], with a focus on quality aspects of the data
in an ODE, detail that poor and unknown quality has widely been recognized as one of the
significant obstacles for open data utilization. Since open data can be almost anything and
originate from di�erent data sources, data quality becomes the key issue. However, quality
is challenging because it is di�cult to judge without considering the context or situation.
Conclusions from the paper is that key activities revolving around securing quality is bring-
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ing data from trustworthy sources, transforming it to the acceptable form of the ecosystem,
validating it against its intended usage of each service provider, monitoring the data sources
and the usage of the data, and continuously evaluating the quantified value of the open data
service. The authors also suggest establishing Service License Agreements (SLA) with the
producers, as they, e.g., can be transformed into tactical rules used for quality evaluation.

Governance
Research around the areas of governance, management, and coordination of Data Ecosystems
is in its current state sparse, as also highlighted by both Runeson et al. and Oliveira et al. [35,
30].

Recently though, Lis and Otto [27] performed a case study around Data Ecosystem gover-
nance, explicitly investigating the di�erence between intra- and inter-organizational data
governance. Besides their findings, the authors also explain intra-organizational governance,
where the decision rights for the management and use of data manifest within the organiza-
tional structures and hierarchies, which may vary between organizations. Originating from
IT governance, data governance has remained relatively stable around the areas of provision
decision-rights, roles, and accountabilities for the management and use of data [2].

Comparing intra- and inter-organizational governance, Lis and Otto found that for a Data
Ecosystem, the importance is for the actors to share and understand their and other roles
within Data Ecosystems, as the range of data governance mechanisms may vary depending
on the position the organization is operating. They also highlighted the importance of trust
and exemplified ensuring data security, data availability, and data integrity as key challenges.
Moreover, the trust may be a�ected by each organization’s understanding of the playing field.
The organization in control of the platform infrastructure possesses more control mecha-
nisms and can influence user interaction and data management. Finally, an important find-
ing was that if the organization’s internal foundation of maturity were good, the success of
engaging in inter-organizational data collaboration would increase. Suggestions of key areas
to address are establishing knowledge around which data exist and are relevant within the
organization; who is responsible or can provide information related to these data assets; how
the data is used (both internally and externally), and under which conditions data can be
shared with whom and where.

Gelhaar and Otto [17] in their study around challenges in the emergence of the Data Ecosys-
tem, in a similar fashion, detail the necessity and challenge around trust and transparency
between the actors. To overcome this challenge, they suggest that the organization should
provide a transparent presentation of how and by whom their shared data is used. The trans-
parency of the data usage can include the complete history of the data, from its creation to
its transformation and usage.

Turning away from specific ecosystem governance, the need for its presence can still be found
in literature around the Data Ecosystem. Zuiderwijk et al. [44], presented in 2014 research
around essential elements of ODE. Their findings conclude that an open Data Ecosystem
should capture searching, finding, evaluating, and viewing data and obtaining information
about the licenses related to the data. Further, the data is also suggested to be obtained by
request, e.g., users can request data from data providers and provide them with feedback
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after they have used the data. Feedback and discussion of usage are key elements of a Data
Ecosystem, which should support and enable interpreting and discussing data and providing
feedback to the data provider and other stakeholders. E.g., a person who has used a dataset
could leave a message on an open data platform to inform other users of the dataset about
certain particularities or post a question about the data. Furthermore, to facilitate maturing
of the ecosystem, the need for user guides showing how the data can be used, a quality man-
agement system and di�erent types of metadata for being able to connect the elements are
suggested as elements to include.

In the context of governance, Boeckhout et al. [7] research on the usage of the FAIR guid-
ing principles for data stewardship also detail some suggestions. Conclusions from the paper
are that the FAIR principles, in regard to data governance, enforced three important ques-
tions to address. First, the FAIR principles stress the importance of metadata and metadata
standards in data stewardship. A key message of the FAIR principles is that metadata and
metadata standards should be articulated and made publicly available to the greatest extent
possible. Second, many aspects of data stewardship are suggested to be assisted and executed
by computers, therefore setting a crucial prerequisite for automation. Thirdly, the FAIR
principles call for explicit, well-defined, and readily available terms and conditions under
which data are shared or made accessible. As previously mentioned, the FAIR principles are
primarily present regarding data within the context of life sciences; hence application may
not be directly transferred to other contexts. However, governance of data shares similarities
regardless of context. As life sciences revolve around sensitive data, much like other data
types such as business and human data, findings might be of interest in the context of Data
Ecosystems outside the realm of life sciences.

Evolution
Finally, as Data Ecosystems evolve, the area of evolution encapsulates the essential aspects
as the ecosystem grows and matures. Still in their infancy, in regard to ODE, Runeson et al.
[35] proposed that further research around the integration of ODEs into an organization’s
business model as well as tools to support such an ecosystem and enable data sharing should
be developed and standardized.

In another study concerning the usage of OSS principles for data sharing, Runeson [32] notes
that there is a general lack of maturity within organizations when it comes to sharing data;
this as that the companies stored data in di�erent municipalities, use of various technological
platforms and APIs. The paper also brings up that because organizations are not used to
sharing data with others, processes or procedures for how to act are not well-defined, which
poses a challenge. However, as presented by the authors, some evolutionary directions to
consider can be found in one of the more established collaborative landscape of OSS: To
quote Runeson "The development of, e.g., Git as a distributed configuration management tool, Jira for
issue management, and Slack for communication, have contributed significantly to making OSS widely
adopted." [32]; hence the maturity of technical platform addressing the current challenges and
potentials of Data Ecosystems can only be seen as an essential evolutionary step.

Labadie et al. [25], presented in their explorative study assessing data catalog initiatives the
finding that after a company has implemented a simple Data Ecosystem, the employees must
adopt a "data mindset". With "data mindset" they mean that the employees should know about
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the data, where and how to find it, and what it means. They suggest that a data catalog fol-
lowing the FAIR principles could help with this mindset, but more implementation research
should be done.

4.1.2 Case Study
In this section, our final conclusions from the interviews are presented. For the case study,
the same conceptual model was followed for analysis, mapping our findings to the domains of
the value of data, intrinsics, governance, and evolution. A visualization of the final mapping
of themes can be seen in figure 4.1. Full coding from analysis can be found in Appendix C.
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Figure 4.1: Final mapping of keywords from the case study.

Value
For value we had two sub-categories; Value of Data and Value of Collaboration.

In figure 4.1 we can see that knowledge, improvements, insights and product was the concluded
themes for value of data.

From the interviews, a majority of the participants mentioned that the value of the data was
connected to increased knowledge. Knowledge was described in terms of new improvements,
insights, understanding, and better overview. More notably, the notion of increased knowl-
edge in some way was mentioned by actors throughout the whole ecosystem. One participant
stated that "For Axis, the value is knowledge and future improvements” which encapsulated the
overarching theme well.
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Regarding when the value was generated showed two more distinct perceptions to either be
at a later stage or in the current. For the producers, providers, and re-users, the answers
presented the idea of value being generated in a later stage. In contrast, the answer indicated
a generation of value in the present for the end-user. One of the providers described it as "In
order to be a provider, you need to be a user as well [. . .] You need to understand if it works, and if
the data has a value" while the end-user described the value of data as “Understand more about
how the product and specific components are doing, better or worse”. Another confirmation of the
symbiosis between the providers and users were the re-user within the team stated that “Half
of the features are made by us [own initiative], and the other half is made by orders from end users”

A common description of the value of data was coupled between the data collected and the
outgoing value. All three keystone actors from the di�erent departments discussed aspects
of data; quantity, currentness, and completeness a�ecting the value. To quote the keystone
actor from department 4: “more assets in the data set will provide a bigger insight into what the
next step is and give the customer a better product”.

Value of collaboration detailed a large quantity of keywords for limitation, from the results in
figure 4.1, we can see that future value, maturing and limitations were the final themes.

Regarding the value of collaboration, there were more diverse opinions and ideas of the cur-
rent and future. Unsurprisingly, the most coherent opinion was about the value of collab-
oration, primarily the potential to increase the value of the data. A theme of benefits of
collaboration was associated with maturing, both as interdepartmental and as an organiza-
tion. For the actors within the DDM, maturing in transparency, spreading knowledge, and
receiving more feedback from their end-users were noted as examples of important factors to
increase collaboration. The re-user of the department described it as “The value is dependent
on the end-users, and will probably increase once more users get to know about the data” pointing
out the dependency of collaboration between providing and using data.

The level of maturity was also a theme discovered when looking toward limitations men-
tioned concerning collaboration. Participants from all departments described a limiting fac-
tor today as the feeling of working in silos and non-standardized ways. A keystone actor from
outside the Research and Development department stated that “the bigger Axis get, the more
silos exist [. . .] You own your problems” and further “in order to not hinder us we need to work from
a common ground in relation to data”.

Intrinsics
For intrinsic we had three categories; Type of data, Quality and Legal.

From the results in figure 4.1 characteristics was the singular theme noted for type of data.

Types of data detailed by the actors from the departments were; dept. 1 - telemetry and logs,
dept. 2 - did not mention any specific type, dept. 3 - business data of varying types and finally
for dept. 4 - image and video, see table C.3. From the interviews, we could see that all the
external data gathered are from customers who have accepted them by "opt-in". Only looking
at the DDM team, then according to a participant "today we have 700 data points" and all of
these data-points are di�erent and collected at di�erent rates depending on how often the
data change and what is needed; "every second week, at least changes". In contrast to department
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3, they collect a lot of completely di�erent types of data from di�erent systems; "we get data
from 20 systems, all with di�erent column", this is a significant issue according to a participant:
"our issue is the sheer volume and variety of incoming data".

When analyzing the area of quality, more variety in the answers were discovered, although,
description, completeness and feedback were the concluded themes, see figure 4.1.

Without having some sort of quality requirement of the data, the data can be rendered useless
in some instances according to three of the interviewees, a provider, re-user, and a keystone
actor; "sampling frequency once an hour can be too bad according to a stakeholder, which makes the
data unusable", "missing values can cause problems, but sometimes it is ok" and "right type of FPS,
no lost packages, non-corrupt files, and correct resolution [. . .] Completeness of data as far as possible".
To be able to give feedback about the quality back to the producers is an essential factor
for a user and keystone actor and is sometimes not that easy; "feedback from the actual user
to iterative correct quality issues" and "feedback by showing how bad the quality is in order to get a
change, we depend on human knowledge". In contrast to the user and keystone actor wanting to
receive good quality data, the producer does not care how the data looks: "raw data is allowed
to be any format, as long as it is used". This compared to the providers saying that they are "not
responsible for checking the quality of data". However, they are still doing some quality filtering
for the user/re-user to "remove the outlier above some level".

Legal had anonymization, characteristics and rules as the concluded themes, see figure 4.1.

Regarding the interview topics of legality concerning the data, we could see that there was
no real responsibility on anyone as long as the data stayed anonymous and within Axis. This
was also confirmed by the legal advisor: "anonymous data, within the company, does not have
any legal stipulations". Even though there is generally no responsibility on anyone, DDM uses
contracts that the users have to sign, "a contract where the responsibility is on the end-user" and
"stakeholders are responsible for complying with the use-cases". This contract mainly exists so that
the user is responsible for not connecting the data to sources that will de-anonymize it; "keep
our promises regarding anonymous data, easy to de-anonymize by connecting the wrong data sources"
and "we cannot control what happens with the data and how it is used". Even though users sign a
contract and answer questions, they often ask for "support from the providers".

Before a new data source is added to DDM, the external user has to answer multiple questions,
"review of new requests; where does it come from? how will it be used?". Compared to another
team that handles more sensitive data, such as pictures and videos, the process becomes more
complicated. They have to have well-defined use-cases, to "make sure that we have clear use-
cases" and then they also have to notify the customer on what they are going to do with the
data, i.e. they are "entitled to let the customer know what the data is used for".

Governance
From the results in figure 4.1 we get that processes, communication and discoverability were the
final themes for acquisition.

Participants detailed that the acquisition of data within the company primarily revolved
around communication, processes, and use cases. Communication was especially a standard
description of the initial phases of acquiring data. Among the actors acquiring existing data,
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as the data user and re-user, a mixture of knowing about the existence and contacting col-
leagues close to the data was detailed to initiate access. One participant explained it as “I
would talk to people that I know is in close proximity to the data”. Detailing specific tools or mar-
ketplaces for the discovery of data was not done by either of the users, more so the discovery
through communication, as stated by the end-user: “I was introduced through a meeting”.

Further, acquisition seemed to involve following a pre-defined process that addresses access
control and usage contract. Accessing this information was not as straightforward and often
depended on where to find the information. For example, a producer within department 1 ex-
plained it as “If they have not heard about it, they need access and contact me for further information
[. . .] not everyone figures out that you should go through DDM Confluence site to find the information”,
where Confluence refers to their platform for documentation. For the actors situated in a
provider and producer role, we saw that most acquisitions is handled through continuous
communication, where communication involved reviews of requests or direct contact.

When looking toward future acquisition, participants focused on the importance of making
it easier to discover the data and handling access control, and defining use cases. To work
toward acquisition about use case was mentioned by one participant to be the biggest chal-
lenge: “You have to get reasonable data to use-cases, there you have to find a collaboration [. . .] To get
the use case right is the challenge”

Relationships had a lot of di�erent limitations, the concluded themes from figure 4.1 were
roles, communication, responsibility and feedback.

A theme we saw from the participants was that relationships revolved around the coherent
understanding of current roles and responsibilities and communication between these par-
ties. All participants described forms of relationships with other actors. Unsurprisingly, the
relationship most occurring was between the provider and consumer of the data, whether it
be an individual or another department. In these relationships, participants described that
communication was a key aspect and the most limiting factor today. To maintain a good
relationship, the participating providers and producers stressed the need for feedback. A
participant explained it as "There is not a lot of feedback, you sometimes hear of users having trou-
ble writing plug-ins [. . .] You become home-blind", "Happy to have the feedback-loop short."

Relationships also depend on a shared understanding of roles and responsibilities. Especially
apparent was when discussing collaboration between the departments, as one keystone put
it: "Every team varies and should have their data ambassador”.

From the results of competition in figure 4.1, knowledge was concluded as the singular theme.

The competition was not as prevailing as other topics throughout the interviews. Most par-
ticipants responded that they were unaware of any existing competition. Naturally, as all
actors work within the same organization, competition in the sense of competing for value
was not seen. On the other hand, an indication of competition around resources and fund-
ing was noted. One participant stated that “we are a new team and have to show our value as a
team [.. .] [There is a] temptation to do advanced stu� just to show what we can do, instead we should
explore the potential in the more basic stu�”. If looking at the competition in ways of the best
working with their data, more positive e�ects were detailed. By joining a Data Ecosystem,
e�ectively open up transparency toward their silos, the benefit to gain knowledge from each
other was discussed: “It could be good to see how and what data other departments are collecting to
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see similarities and di�erences, to be able to improve our way of working”.

Evolution
For Evolution, we had one sub-category; Maturity.

Maturity resulted in a more diverse set of keywords, although all revolving around features.
From this the concluded themes, as seen in figure 4.1, were; knowledge, terminology, discover-
ability and overview.

The participants’ prominent focus from participating in an ecosystem was increasing knowl-
edge and unifying terminology. The interviewees felt that they do not have a common lan-
guage when it comes to collaborating around data; "how we talk about data, data sharing, how
we meet between the silos". Some participants even expressed that, due to the pure technical
knowledge needed, it is hard to collaborate, e.g., "technical debt that makes it harder for not-
as-technical to understand if they have access to the data, etc." or "stakeholders have a notion what
they want to do, but not a clear objective in what they can ask about in regards to the data and what
can be done". The technicality of data was something seen as a problem and something that
wanted to be mitigated, were they expressed: "we work toward making it possible, in a centralized
way, to use the common data-lake, with pre-requisite to not making it di�cult for each other". One
interviewee even meant that before collaborating between departments, they have to mature,
"we need to mature even more before having standardized ways of working with data"

A common issue was a lack of discoverability and general metrics around the usage of the data
within the company. This issue could be divided into two areas; the producers and providers
wanting more insight into whom is doing similar work and, secondly, to get more feedback
from the users, expressed as; "just how they use the data and if they are using it" and "to be able to
see who uses the data would be useful". Another evolutionary aspect was related to the increased
transparency of the data was to easier see what data is used, "There is ongoing work to be able
to see what data is and is not used so that unused data can be removed quickly to be able to reduce
cost and resources", However, also to be able to give feedback to the users that they are not
using what was requested, as depicted by a producer as: "Be able to provide feedback to their
managers that they are not using it". This while the users and re-user wanted to be able to see
what databases that exist within Axis, "developers spend 10-20% developing.. . the rest of the time
is to hunt for data, figure out what is needed, talk to stakeholders to get definitions"

4.2 Solution Design
For our solution design the goal was to, based on our conceptualization, synthesize a set of
requirements toward a technical platform in the realm of data sharing. As a result of the
synthesis, 14 requirements were discovered toward a technical platform.

The following section is structured into sections following the conceptual model, where our
findings from both the case study and literature study are summarized under thematic areas
followed by a presentation of the resulting requirements.
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4.2.1 Value
When it comes to the value of data, findings from the interviews were primarily the increased
knowledge and insights for the actors. Knowledge was referred to as personal understanding
and decisions related to product improvements or features. Further, the value of knowledge
seemed to be highly coupled to collaboration, e�ectively the value of collaboration. An im-
portant and existing collaborative relationship we noted was the one between the provider
of data and the user. Collaboration between the di�erent departments providing data was
not formally established and prone to challenges.

Challenges around collaboration
The interviews further depict collaboration around data as a challenging area, both in the
present and future. Summarized into three, the overarching challenges we found were:

F.1.1 The level of maturity varies in regards to understanding and working with data.
F.1.2 Lack of insights and standardized ways of working with data, especially between the
departments providing data.
F.1.3 Lack of feedback in the current collaborative relationships.

For challenges around collaboration, both Nahar et al. and Kim et al. found challenges to be
connected to the interdisciplinary nature of collaboration around data [23, 29]. Examples
detailed where incoherent understanding and knowledge directly a�ected communication,
documentation, and goals [23], also a lack of standardizations around tools and processes was
noted to challenge e�cient collaboration directly [29]. The suggestion here, from both men-
tioned papers and literature around Data Ecosystems, is the importance of working toward
creating a coherent and standardized environment for collaboration [17, 23, 29]. Further,
establishing clear and formal goals around the collaboration, using a common language and
terminology, was also noted as a suggestion for improvements [29].

We see the potential of introducing a common platform to address the collaborative chal-
lenges faced at the case company and literature, where the potential resides in the fact that
the platform provides a common terminology and standardized arena for the collaborative
tasks moreover provides a transparent landscape around the use of data. From this, we sug-
gest the following requirements:

Req. 1 The platform shall support and present a standardized environment around its components.
Addressing F.1.1 and F.1.2 above; the standardization of the platform around terminology,
e.g., roles, relationships, data intrinsics and actions may help the actors to conform to a
coherent understanding of the landscape.

Req. 2 The platform shall support transparency around who uses the data and for what.
Addressing F.1.2 and F.1.3 above; transparency may support insights around how the data is
used and presented, further providing feedback between the involved parties.

4.2.2 Intrinsics
As for the intrinsics of data, i.e., regarding the types, quality, and legal aspects, our find-
ings from the interviews were shown to be quite varying. Nevertheless, synthesis toward a
technical platform, a couple of common directions were discovered of which proposition of
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requirements were done. These were; Types of data and interoperability, legality and combi-
nation of data, and; Handling the quality of data.

Types of data and interoperability
From the interviews, we recorded that the actors within the case company collect and work
with varying types of data, both regarding the characteristics and environment around the
data, across the departments. Further, we discovered that each department was quite spe-
cialized in handling their specific types of data, e.g., amount, frequency, and protocols for
acquiring new data. For example, two department specialized more on machine-generated
data, as telemetry, log data, image- and video data, while the third department more on
human-constructed data as e.g., forms and documents - all varying in how their environ-
ment was arranged, amount of data existent, frequency of collection, and sensitivity of the
data. However, one commonality marked among the actors is the one belonging to the same
organization, where data is of value and where all data in some sense can be classified as
business-data, implying sensitivity to some extent. As for the challenges observed around
the types of data, we concluded them to be:

F.2.1 Interoperability becomes a key challenge due to varying types of data and ways of ac-
quisition.
F.2.2 Data within the case company is sensitive but may further vary between the departments
depending on the characteristics.

Findings from the literature related to the characteristics of the data types highlight interop-
erability and sensitivity to be important areas to address for e�cient data collaboration in
a Data Ecosystem [17, 22], further possibilities and willingness to share [35]. These directives
might pose a challenge for the case company in the current environment. First, as interoper-
ability is crucial for the potential of combining data, which is also an important value driver
in a Data Ecosystem [35], our recommendation is to emphasize the need for standardizations
around the data before sharing, more specifically a common exchange reference model. Fur-
ther, addressing the sensitivity and openness as a factor in deciding what can be shared, we
recommend introducing and establishing a general framework for accessing and classifying
the aspects of the data, e.g., as proposed by Enders et al.[14].

Transferring these recommendations (F.2.2 will be addressed later) toward a technical plat-
form, we derived the following requirement:

Req. 3 The platform shall support a standardized exchange reference model for di�erent types of
data.
Addressing F.2.1 above; by supporting a common exchange reference model applicable for
di�erent types of data, support for interoperability between di�erent data types may in-
crease.

Legality and the combination of data
Highly a�ected and coupled with the intrinsics of the data, more so related to the sensi-
tivity of data, is the legality of sharing data. From the case study, it became apparent that
the utmost important factor for the case company’s data was that it should stay anonymous
if anonymous. Anonymous data, i.e., data not containing personal information or other
human-related data, did not have any legal constraints as long as it stayed within the com-
pany. However, as discovered in the literature, if combining data with non-anonymous data,
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i.e., by joining the two data assets, the result would be to de-anonymize the data [22]. We
observed that simultaneously, as the combination of data was referred to as a key factor to
potentially increase the value of data, it was also noted as the most endangering act toward
data anonymization, primarily as it is hard to monitor. Currently, to combat and mitigate
the risk, access control in the form of regulatory contracts was in place, where responsibility
and compliance of usage to keep the data anonymous were stipulated, as well pre-defined
use-cases.

To summarize, the challenges and current recommendations observed within the case com-
pany were:

F.2.3 Anonymous data needs to stay anonymous.
F.2.4 Access control and regulatory contracts exist and are in use.
F.2.5 Combination of data is di�cult to monitor, but may be very valuable.

Despite the literature primarily focusing on legality in an inter-organizational context, we
discovered similarities between our findings.

A general lack of existing legal frameworks around the data in regard to ownership and re-
sponsibilities, as correspondingly requested in the evolution of Open Data Ecosystems [35].
As for the challenges related to non-anonymous data, literature provides a similar view on
di�culty around sharing sensitive data, i.e., human data, being under regulations as the EU
personal protection directive (GDPR), which addresses and enforces data minimization and
limits use [28]. To still be able to increase the transparency of which data exist, without open
access to the data, findings from the life sciences handling sensitive data suggest the use of
metadata as an instrument for the assessment of the potential of reuse based on analysis [7].
However, as enforced by GDPR, the minimization of use still poses the challenge of incor-
porating clear use cases, which nonetheless a�ects the use of metadata.

Finally, as for the challenge of monitoring the evolution of data, i.e., combining and reusing
data, relating findings from the literature was the emphasis on the need for validating the data
against its intended usage by the providers, further the ability to monitor the data sources
and usage of data, detailed as an essential aspect of an Open Data Ecosystem [21].

Concluding our findings from our synthesis, we propose the following triplet of require-
ments:

Req. 4 The platform shall support the extraction of meta-data from the dataset.
Req. 5 The platform shall support the presentation of meta-data around the dataset.

Addressing F.2.2 from previous section and F.2.3 above; to allow for the assessment of the
dataset anonymously, allowing further contracts if the data is wanted.

Req. 6 The platform shall support monitoring of the evolution of the data.
Addressing F.2.3 and F.2.5 above; where the evolution of data includes, but is not limited to:
The usage, classification, linage and, transformation as updates and changes of the dataset.

Handling the quality of data
Finally, as highly coupled to the intrinsics of the data, the critical aspect of data quality
was highlighted in the literature as for sharing in a collaborative environment, and similarly
observed in the case study.
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From the interviews, we noticed the quality of data to be of concern for all participants,
as connected to the potential value of data. However, similarly, as for the types of data, the
handling and requirements concerning quality also varied between the departments. Record-
ings of more general quality concerns, e.g., outliers, missing values, and completeness of the
data, were detailed to be handled directly by the producers, e.g., through statistical analysis.
As for more use-case-specific quality concerns, we noted the responsibility to shift toward
the data users, i.e., end and re-users, and addressed and handled through communication
back to the producers and providers.

Our observations suggest that for data quality, the current challenges and recommendations
at the case company were:

F.2.6 Handling quality concerns through statistical analysis is done to increase the quality.
F.2.7 Use-case-specific quality requirements are set by the user and handled through commu-
nication.

The importance of addressing data quality is something apparent in the literature, cited as a
crucial obstacle to address for e�cient data utilization, both in an open and closed setting,
as well as in deciding its openness [21, 23, 14]. Generally, one challenging area considering
the quality of data is that it cannot be judged without considering the context or situation,
e.g., type of data, what the intended use and importance [21]. In the context of exchange in
a Data Ecosystem in regards to handling the quality, suggestions from the literature are the
establishment of agreements on quality standards once collaboration around data becomes
active [21, 17]. For example, the use of Service License Agreements (SLA) between user and
provider may help to ensure quality in its context, or even a quality management system [21,
44]. Further, to keep track and monitor quality attributes as adaptable to its use cases is an
integral part of value and exchange of data, as the use case provides context [21].

Transferring our findings toward a technical platform, we suggest the following require-
ments:

Req. 7 The platform shall support communication around the usage of data.
Addressing F.2.7 above; the platform should include communication around the data in order
to assess the quality in relation to its context of usage.

Req. 8 The platform shall support statistical quality checks of the data.
Addressing F.2.6 above; in order to support the current way of working, the platform should
address the existence of quality checks as missing values or outliers.

Req. 9 The platform shall support the linkage of documents between actors and related to the data.
Addressing our findings in the literature regarding the existence of standardized quality
agreement around the data quality, i.e., such as SLA’s. Further also supporting the require-
ment F.2.4 from Legality and the combination of data, which entails the existence of con-
tracts.

4.2.3 Governance
For governance, the overall findings from the case study were that for data acquisition, rela-
tionships and competition between the actors mapped to themes regarding processes, com-
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munication, roles, responsibility, and increased discoverability. Across all areas mentioned
above, i.e., acquisition, relationships, and competition, we observed that knowledge and com-
munication were an active and reoccurring part of the current and future governance struc-
ture, which resulted in the final areas of interest to be knowledge and relationships.

Acquisition through knowledge and communication
At the case company, for governance concerning the acquisition of data sources, emphasis on
communication was witnessed as a vital part of the initiation of acquiring data, also further
along the process. Examples of governance practices mainly done through communication
were the discovery of data sources and guidance toward the subsequent processes around
acquiring the data. We observed that all departments appear to have some sort of pre-defined
governance protocol to acquire new and existing data sources.

Examples were the existing contracts for establishing use cases and defining regulations and
responsibilities, although also observed not necessarily being easy to find, referring to com-
munication. Further, the tribal and general lack of unified knowledge about where to dis-
cover the data was observed as a hinder today concerning the acquisition. Following are the
summary of our findings in regards to present challenges and recommendations:

F.3.1 Communication was noted as a present and vital part of data acquisition.
F.3.2 Access control procedures are in place, although not necessarily easy to find.
F.3.3 The discovery of data was highly connected to existing knowledge and done through
communication, also depicted as a challenging area today.

An important aspect raised in the literature regarding governance in a Data Ecosystem is the
importance of obtaining information about the licenses and contacts for the actors [21]. The
discovery of data, imagined to be an essential part of a collaborative environment around
data, should also be supported in a unified way to establish knowledge around which data
exists, who is responsible, and further information on how to acquire it. Being able to search,
find, request access can consequently be seen as essential features in a Data Ecosystem [21].

Concluding our findings at the case company, in relation to the literature, we suggest the
following requirements toward a technical platform:

Req. 10 The platform shall support the presentation of documentation around the data.
Addressing F.3.1 and F.3.2 above; for the acquisition of data, information around licenses,
contracts, and other processes and information of whom to contact should be provided to
establish knowledge of the data and acquisition process.

Req. 11 The platform shall support the discovery of existing resources.
Addressing F.3.3 above; data sources within the ecosystem should be searchable, findable. and
request access is an essential part of a Data Ecosystem and should be handled by the technical
platform.

Relationships
For relationships in governance, our findings from the case study detailed the existence of
current relationships, which also faced some challenges.

As suggested by the literature, in an ecosystem with actors of varying roles and responsibil-
ities, a common understanding of the roles and sharing of these are important [27]. Corre-
spondingly, as noted as a challenge at the case company, the suggestion of each department
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having a data ambassador was observed from our findings. The case study also highlighted
that feedback and communication between the di�erent actors with di�erent roles in the
existing relationships was essential but also problematic. Overall, the challenges found cate-
gorized into:

F.3.4 Relationships were highly related to responsibility, where a common understanding of
the roles is important.
F.3.5 Communication, and especially feedback, was seen as an essential part in relationships,
and also troublesome.

From the literature, the importance of actors to understand the roles is detailed as an example
of significance, as governance mechanisms may vary across the Data Ecosystem and roles are
connected to responsibilities, especially in an inter-organizational context [27]. As found
for e�cient collaboration, which is of direct value in a Data Ecosystem, similarly a common
understanding as a suggestion should be applicable for the relationships in a Data Ecosystem
[17, 29, 23].

The question and importance, of trust is further emphasized in the literature regarding the
relationships in a Data Ecosystem, which we did not observe at the case company. The impor-
tance of trust, enabled by transparency among the actors, was described as a critical factor for
building and maintaining good relationships [27, 17]. The reason to why trust was not found
in the case study may be related to being in an intra-organizational context, which di�ers
from the literature. However, as actors still exchange resources connected to responsibility,
we suggest that building trust and transparency among actors should be considered a vital
element of relationships.

Finally, as detected in our case study, communication and feedback were also topics depicted
in our literature findings. Here, the existence of a discussion and feedback of usage was seen
as an essential element in a Data Ecosystem, including but not limited to the relationship
[44]. E.g., the possibility to give feedback about certain particularities or ask questions about
the data could be beneficial for other actors as well.

Concluding requirements based on our findings, we suggest the following:

Req. 12 The platform shall base its governing mechanisms on established, common roles.
Addressing F.3.4 above; if new governance mechanisms, e.g., regarding access rights and re-
sponsibilities, are introduced or transferred onto the platform, these should be based on the
ecosystem’s common roles due to the importance of a common understanding.

Req. 13 The platform shall support feedback and discussion around the usage of the data sources.
Addressing F.3.5 above; as communication and feedback are important parts of relationships,
the platform should support the possibility for feedback and discussion around the data.

Req. 14 The platform shall support transparency around the provision and usage of data.
Addressing the importance of trust in relationships between the actor, concerning our find-
ings from the literature.
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4.2.4 Evolution
As for evolution, direct comparison with the literature is challenging due to the novelty of
Data Ecosystems. Moreover, as the case company has yet initialized a Data Ecosystem, the
recordings of evolution and maturing were discovered to provide less concrete findings.

Nevertheless, results from the case study highlighted an interest in a Data Ecosystem among
the actors, with primarily the motivation of the value of collaboration. Initiating collabo-
ration in a Data Ecosystem on a common, underpinning technical platform, i.e., platform-
centric Data Ecosystem, was seen to mature as an organization, increasing knowledge and
unifying terminology, ways of working, and processes. Comparing this to our findings re-
garding the maturity of Data Ecosystem in literature, we also observed the importance of
standardizing the ecosystem around a common platform [35].

Further, as not discovered in the case study, the importance of business models to be incor-
porated in the Data Ecosystem is brought up as an important evolutionary step. Our findings
from the literature also note the importance of the participants have to work toward enabling
a common "data mindset", as the collaborative data environment evolves [25]. Finally, as for
evolution, the need for tools to support Data Ecosystems and enable data sharing should be
developed and standardized [35], as, e.g., can be seen as a significant contribution in making
OSS widely adopted [32].

4.3 Validation
Validation of the proposed solution, i.e., the requirements towards a technical platform, was
performed by the two activities of surveying the case study participants through a question-
naire and conducting an assessment of existing platform solutions. This section first details
the results recorded from the survey, followed by the resulting assessment of existing plat-
forms.

4.3.1 Survey of Requirements
After distribution, the questionnaire was left open and available for roughly five days in order
to get as many participants as possible to respond. For the final questionnaire, see Appendix
D. After five days, 8 out of 9 approached participants had responded on the questionnaire,
resulting in a response rate of 89%. The concluding results are presented in figure 4.2 and for
more details see Appendix E.

From the figure 4.2 displaying the recorded data from the questionnaire, we can see that the
most agreed requirements, on average, were 1, 2 and 14. Four responses detailed disagreement
of a requirement, but each one where on di�erent requirements; one of them was even on a
requirement with higher positive opinions, requirement 2. There were only two requirements
for which all responses were above neutral; 3 and 14. Requirement 9 had the lowest score,
neutral, with most of the responses being neutral and agree. On average, the participants had
a positive opinion toward the requirements.

49



4. Results

0

1

2

3

4

5

6

Req. 
1

Req. 
2

Req. 
3

Req. 
4

Req. 
5

Req. 
6

Req. 
7

Req. 
8

Req. 
9

Req. 
10

Req. 
11

Req. 
12

Req. 
13

Req. 
14

Strongly Disagree Disagree Neutral Agree Strongly Agree

Figure 4.2: Recorded results from the validation questionnaire.

In the questionnaire we included two optional free text questions at the end, see Appendix
D. We received three open responses: The first was one emphasizing the suggestion of "Clear
owner and transparent responsibility of di�erent roles". Further, another one was detailing an
interesting discussion point around the cost in the future, i.e., the actual cost of the future
implementation and maintenance of such a platform; "All of these requirements will, in practice,
add a cost. It takes time to find and establish common roles, update and unify meta-data, find owners
etc.".

The final comments were direct feedback toward the questionnaire, where the participant
suggested establishing more explicit use cases around each requirement. Even though not
directly applicable due to the objective of the survey, i.e., record the actors opinions around
the requirements, the feedback was valuable and noted as future improvements.

4.3.2 Platform Assessment
Here we are to compare the given data catalog platforms toward requirements discovered
above. Only the features and documentation given on their websites [1, 4, 36], accessed 2022-
01-15, were used for the comparison with the requirements in table 4.1.
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Datahub Amundsen Secoda
Req. 1 3 3 3

Req. 2 3 7 3

Req. 3 7 7 3

Req. 4 3 3 3

Req. 5 3 3 3

Req. 6 3 7 7

Req. 7 7 7 3

Req. 8 3 7 7

Req. 9 3 3 3

Req. 10 3 3 3

Req. 11 3 3 3

Req. 12 3 7 3

Req. 13 7 7 3

Req. 14 3 3 3

Table 4.1: Technical Platforms checked against the requirements.

Req. 1 - All of the platforms fulfilled this requirement by using one common interface for all
connected data sources.

Req. 2 - Datahub and Secoda fulfilled this requirement, but Secoda went beyond what
Datahub had. Datahub mainly did this by displaying who the users were, and then how
the data was used could partly be viewed with the lineage tool and, in some cases, see queries.
Secoda also had this, but beyond that, they solved it by users being able to document how
they used the data and its results within the platform. Amundsen failed this requirement;
they only displayed the potential users of the data and nothing else.

Req. 3 - Only Secoda managed to fulfil this requirement. Secoda could do this by having
a simple Data Request feature; it was easy to access data and check requirements with this
feature. Both Datahub and Amundsen were missing something to support this.

Req. 4 & 5 - All the platforms supported these two requirements. With Datahub and Amund-
sen, you had to write code to be able to extract data and present it on the platforms. The
commercial and more user-friendly platform Secoda solved this without having to write a
line of code. See section 2.3 for more information.

Req. 6 - Datahub was the only platform being able to support this request. With the feature
of data lineage, historical statistics with were and changes, they could solve this requirement.
The other two were missing features for this.

Req. 7 - Secoda was the only platform with integrated communication around the data. It
also made it possible to talk about data in third-party apps with Secoda integrated into them
as support. In Datahub, you could see the team who owned the data and then get their email
or similar, but this was not enough to fulfil this requirement.

Req. 8 - Amundsen had a few fundamental static quality checks but not enough to check
the mark. In Datahub, you could get detailed statistics and quality checks of the data and
each row of the data. From what we could see, Secoda did not have anything supporting this
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requirement.

Req. 9 - All the platforms solve this requirement mainly with the tagging system and docu-
mentation feature on the source.

Req. 10 - All the platforms supported this. However, with Datahub and Secoda, you could
add more specific documentation, queries, and documentation for each column in the data
source, e.g. name, id.

Req. 11 - All the platforms supported search in similar ways, search for tags, teams, sources,
etc.

Req. 12 - With Datahub and Secoda, you could set custom access rights to di�erent sources
based on easy to create roles/policies for teams and users. This was not possible in Amundsen.

Req. 13 - Only Secoda fulfilled this requirement, with the ability to connect the platform to
third-party apps and the two features called Data dictionary and Data request.

Req. 14 - By being able to set owners and users on the sources, all the platforms managed to
fulfil this requirement.

As we can see in table 4.1, Datahub and Secoda fulfilled most of the requirements, with Secoda
only missing two and Datahub three. Amundsen, however, was missing seven out of the 14
requirements making it fulfil only half of the requirements. From our results, we see that
Secoda was the only platform to fulfill requirements 3, 7, and 13, all including communication
aspects around the data. In contrast, Datahub is the only platform to fulfill requirements 6
and 8, depicting more technical aspects. This result might indicate that Secoda emphasizes
the communication aspects of working with data, while Datahub, on the other hand, seems
to handle more technical aspects such as data linage, etc.
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Chapter 5

Discussion

In this master’s thesis, we conducted a literature study to find challenges and benefits in the
literature, further, a case study at the case company, see section 4.1. Through a synthesis
of the gathered material, we identified 14 requirements for a technical platform in order to
mitigate the found challenges, see section 4.2.

This chapter begins with a general discussion of our results, followed by a discussion of the
chosen methodology. Lastly, a discussion of potential future work is presented.

5.1 General Discussion
Returning to the initiation of our research, the overarching goal of our work, and the mo-
tivation behind, was to investigate the benefits and challenges concerning data sharing in
the emerging concept of Data Ecosystems. The ambition was to review the current litera-
ture around Data Ecosystems, further investigate the concept in an intra-organizational con-
text. As a final contribution, we also wanted to anchor the research to the practical context
by proposing a set of requirements to consider for a technical platform supporting such an
ecosystem. Given our goals with the research, the first point of discussion is naturally to
which extent we consider that our goals have been reached. Our research resulted in the so-
lution constructs as planned, although as in any work, our findings do entail some discussion
points.

One aspect a�ecting the results, which was a recurring point of discussion throughout our
research endeavor, was the maturity of Data Ecosystems. As the concept of Data Ecosystems is
still in its infancy, only recently emerging in the literature, the current research around the
topic is relatively sparse and, on some level, incoherent as detailed in section 2.2. An e�ect
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which we noticed in our research was primarily concerning investigating RQ1 and in extent
RQ2.

As the aim was to investigate the benefits and challenges around Data Ecosystems from vary-
ing directions, the novelty of the research area resulted in the literature, further interpreta-
tion of Data Ecosystems at the case company, becoming quite sprawling. If only looking at
the resulting artifact from the literature study, our findings can be concluded to only partly
reside in research around Data Ecosystems, but to a large extent also in neighboring research
domains. Similarly, as for Data Ecosystems, the value of collaboration and challenges faced
were discovered in Machine Learning (ML) research, data governance components in research
of Data Management, and the importance of data intrinsics as a frequent area of discussion
in Big Data. On the other hand, the findings from neighboring research areas also provided
some interesting results, which necessarily were not found in the current research of Data
Ecosystems. For example, suggestions of solutions for the challenges in collaboration found
in ML and Data Science research, or ways of working with and sharing sensitive data are more
frequently discussed in the life sciences. As our research resides within an emerging concept
in the literature, naturally incorporating findings from neighboring research domains is an
entirely acceptable and vital aspect of our research.

The mixture in our literature findings however opens up the question of whether a Data
Ecosystem was the best and most suitable concept for our investigation into the challenges
and benefits faced at the case company, with regard to collaborating around data. For exam-
ple, the ML research provided another explanation of the landscape as one of interdisciplinary
collaboration, decoupled from the concept of an ecosystem. This research instead provided
more focus on processes and best practices for data sharing between departments, and the
organizational aspects related to this [29], which in some sense corresponds better practical
context at Axis. However, we would still argue that even though our participants worked at
di�erent departments with di�erent roles and tools, the distinct interdisciplinary aspect, e.g.,
the one between Data and Software engineers were not found to a great extent, nor focused
on. This might have become more prevailing if we would have focused on later aspects of data
sharing, e.g., value generation through ML. The departments we investigated instead all gen-
erated their unique value from their data, also doing this quite autonomous and specialized
as of today. On the other hand, this autonomy does not correspond well with the ecosystem
metaphor which again raises the question there are better ways to describe the collaborative
environment at the case company. However, the motivation behind our research was partly
the increased interest in collaborating on their data within the company which may, in the
future, involve more interactions and positive value-generating dependencies which are not
present as of today.

On the same topic, where the biological meaning of an ecosystem can be argued to already
exist can be argued to be in the relation between the provider and user of data, where they in
some sense depend on each other to survive and thrive. Especially from DDM’s perspective,
their value was discovered to in great extent depending on first being generated by the users
or analytics by a re-user on their data. For example, the value of the data is better and improve
their products, or locate and fix existing bugs, etc., which is first done by the users of the data.

The novelty and potential mismatch of the concept Data Ecosystem further displayed itself
in another way at the case company, as the discussion of varying maturity of the participants.
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Even though no current Data Ecosystem exists at the case company, the idea of working in
a collaborative environment around data and terminology of actors and relationships was
not as alien as we first thought. Still, the resulting artifact of the perceived benefits and
challenges was di�cult to map toward a coherent understanding of a Data Ecosystem since
the degree of common understanding of the concept was quite low and hard to coherently
install. An example of where this became apparent was concerning the evolution, where, e.g.,
one participant discussed the potential of the Data Ecosystem in the forms of features, while
another more reflected around the next steps in the current landscape and maturity for the
department.

As discovered primarily through the synthesis toward investigating RQ3, "What requirements
should a technical platform fulfil to address the challenges found in RQ1 and RQ2?" our results from
the synthesis of the two studies still showed to share quite a lot of similar themes regarding
benefits and challenges. Deciding to follow an existing conceptual model, in our case the
one of an Open Data Ecosystem by Value, Intrinsics, Governance, and Evolution could be
argued to be both beneficial and restraining. As for benefits, the conceptual model helped
us fixate and scope our research navigate the novel landscape of Data Ecosystems. Further
it helped us to connect our findings from neighboring research areas, and ease our synthesis
between the data recorded in the two studies. Another benefit was that the research leading
up to the conceptual model provided us with background research around the concept and
initial findings. On the other hand, the conceptual model was one of inter-organizational
context, further encompassing open data, which is not matching the practical context of the
problem instance we set out to investigate. Here, the question of how well the conceptual
model of an ODE suited our context may be discussed. Primarily, the aspects for ODEs of
need for business models, licenses around the data, and handling of the competition were
not as prevailing at the case company. However, even though much of the literature on Data
Ecosystems enfolded an inter-collaboration context, many aspects of an inter-organizational
data collaboration were still quite applicable in the intra-organizational context investigated,
e.g., the value of collaboration, importance to address the intrinsics of data and support
relationships and transparency.

The most significant di�erence between our findings in the two studies was the aspects of
trust and competition among the actors. We did not record any implication among the par-
ticipants in the case study regarding trust, and competition was less prominent than in the
literature. The feasible explanation for this could be that trust and competition are naturally
established and less prominent simply by belonging to the same organization, i.e., there is
no direct competition among the actors working toward and taking part in the same success
as the company’s entity. However, some observations from the case study told another story.
As reported in our finding, one participant provided the notion of resources and funding
toward the department to be connected to the generated value of data, which opens up the
much important question of existing competition within an organization. Comparing this to
the literature of inter-organizational context, competition among the actors can be a crucial
factor towards the willingness, and risk, to share data with other actors. This notion might
suggest that, even for an intra-organizational context, competition may a�ect the willingness
to collaborate and share data and should therefore be taken into consideration. The partici-
pating departments investigated in our case study all handled a quite diverse set of data types,
further providing unique value to the company with regard to each other. This might be why
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we did not record any further elaborations regarding the topic of competition. However,
we see and highly encourage the aspect of inter and intra-organizational Data Ecosystem to be
further explored and discussed in correspondence in future research around the concept of
Data Ecosystems, especially the similarities and di�erences.

In our case study, the topic of communication was discovered to appear frequent among
the participants. This was especially true regarding governance, e.g., in discovering and ac-
quiring data, directing to processes, and a cornerstone in current relationships. In contrast
to the literature on Data Ecosystems, we did not discover communication as a pivotal area
of consideration. However, as for the challenges in collaborating on data, especially in an
inter-disciplinary context, communication was frequently depicted. If communication is an
e�ect of being in an intra-organizational context, or an e�ect of other factors is discussable.
Belonging to the same organization and being colleagues with established communication
channels, such as meetings and social platforms, might explain the more frequent appear-
ance in the case study. On the other hand, we also saw communication as a lack of feedback
between actors and a hurdle in discovering data. As also found, in conjunction with the need
for internal maturity, communication was also seen to e�ectively improve in connection to
maturing, e.g., in knowledge, transparency, and standardized ways of working.

If just looking at these findings from the case study, alterations of the conceptual model of
ODE we followed should be considered. As we discovered, aspects of governance and evo-
lution were hard to map towards our findings in the intra-organizational context. Here, for
example, more of the cultural aspects, and challenges, related to the motivation of matur-
ing as departments and organizations as behaviors and processes working with data, could
be argued as an important aspect in the evolution. Further, with an emphasis on the social
aspect of a Data Ecosystem, we see the importance of communication, both to be included
and improved, as a vital aspect to consider moving forward with the idea of enabling an
intra-organizational Data Ecosystem, and should therefore be encompassed in the concep-
tual model. For example as an addition as an integral part in regard to the value of data
and collaboration and governance, similarly as described in the interdisciplinary context of
ML-research [29, 23]. However, we would still argue that aspects from the openness of ODE
as handling competition, potentially internal business-models, but also regarding cultural
aspects as more open and coherent processes and behaviors to be fruitful, and if not in the
current, potentially in the future.

Transferring this further toward the potential of introducing a common platform, working
with the data in a coherent environment, providing more transparency, and a standardized
way of working can potentially help to improve both maturing and communication around
the data. On the other hand, simply being a platform with its constraints it might be of no use
if the actors are not yet mature, as also mentioned by one participant. Instead, focusing on
maturing internally and around the concept of a Data Ecosystem might be the way forward
before enabling a common platform.

Finally, moving toward our investigation and research around RQ3, our findings for discus-
sion reside in both the solution design of the requirements and the evaluation of these. Over-
all, we would argue that for RQ3, and regarding the initial problem instance, the resulting
artifact of requirements is a feasible solution moving toward the practical context.

As discovered in our survey, most participants agreed, i.e., had generally a positive opinion
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toward the requirements, which is positive regarding the result being a feasible solution for
the case company. Although, we consider that implementing the requirements is still to be done
to further evaluate if they are feasible in its practical context. This, as noted by one of the
participants, is potentially connected to a new set of challenges such as the cost related to
the maintenance, further complying with the requirements in such an ecosystem platform.

As for the second part of the validation, i.e., assessing the requirements against existing data
catalog platforms, even though brief, the analysis provides a positive indication of the feasi-
bility of use for the requirements. We could see that the technical platforms of data catalogs
today fulfill many of the requirements derived from our findings of the intra-organizational
Data Ecosystem. It was further discovered that they sometimes fulfill the requirements very
similarly, and other times in very di�erent ways. Another aspect for discussion is the aspect of
Open Source versus Enterprise, as Datahub and Amundsen are open source products, while
Secoda is an enterprise solution. By fulfilling large portions of the requirements, further,
as the platforms similar to our research have been developed to mitigate existing challenges
around working and collaborating around data at the companies behind the platforms, we
see the potential. We would like to recommend further investigating the potential of these
data catalog platforms as a suggestion to both practitioners, at the case company Axis, and
researchers as a part of the underlying technical platform for Data Ecosystems.

5.2 Methodology Discussion
Section 3.1 detailed that this master’s thesis follows the design science paradigm with problem
conceptualization, solution design, and validation activities. Generally, all the data collected
and analyzed throughout our research was of qualitative nature, except for the data collected
through our validation questionnaire. A discussion around both our methodological choices,
implementation and e�ect of these in regard to the validity of our research is therefore of
much importance.

As detailed in section 3.1, our research questions primarily resided in the problem and so-
lution constructs emerging from the problem conceptualization and solution design phases
following the design science paradigm. Motivation and description can be found in sections
3.2, more specifically 3.2.1 and 3.2.2, respectively.

Given the qualitative nature of the problem conceptualization, the internal, external validity
further reliability was of great concern and actively discussed throughout our research. One
decision, briefly discussed concerning our results in the previous section, was to follow a con-
ceptual model of a Data Ecosystem. This decision meant for the internal validity, concerning
both studies constituting the problem conceptualization, to provide a fixed scope for our
research. In more practical phrasing, the model provided a scope of the areas to focus our
investigation around.

Further, to some extent, the conceptual model was also of help to better construct our audit
trail, i.e., anchoring our findings to the conceptual model instead of solely dependent on the
mapping of findings by us researchers, which was imagined to potentially vary between the
two studies. The ambition was to increase our research’s internal validity and reliability, as
transparency around our findings also became more explicit.
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Although, as discovered, the scope provided from the conceptual model still resulted in quite
a large amount of data, becoming extensive in relation to our time and e�ciency constraints.
Even though it is quite cumbersome to mitigate fully, it may be somewhat troubling regard-
ing the internal validity. In retrospect, it might have been more suitable to select a smaller
scope, e.g., focusing on a more isolated aspect of the problem instance or around an area of
conceptualization.

Going further into the individual methods performed and starting with the literature study,
we adopted a more systematic approach involving keyword search, mapping and analyzing
the results. By following this, one ambition was to increase the internal validity given a
more structured way of conducting a literature study. Still, as for any literature study, the
selection of digital research libraries and keyword strings is known to a�ect the outcome.
As for the digital research libraries, we opted to use the Google Scholar research portal,
with the pre-defined decision only to include peer-reviewed articles accessible through Lund
University Libraries. A threat of validity is the potential that other research libraries not
included in our criteria may contain relevant literature research. However, we would still
argue that opting for peer-reviewed literature, accessible through Lund University Libraries,
which encompasses multiple research databases, was su�cient to increase the quality to a
great extent.

In regard to the other impacting factor, i.e., constructing our keyword strings, we categorized
ours with regard to the scope provided by the conceptual model; further, we did our best not
to miss any potential areas of interest in formulating these keywords, still within our scope’s
relevance. We also discussed the keywords with our supervisors to get an outside opinion.
Still, selecting keywords is a problematic step that highly a�ects the outcome, further hard
to mitigate to the full extent.

As for the discussion of validity around our second activity, i.e., conducting semi-structured
interviews, topics for discussion was primarily the e�ect of the selection of participants, the
novelty of the research topic and generalizability.

Our case study was done through one-on-one semi-structured interviews, where the outcome
of the case study was highly dependent on the selection of participants and further analysis.
We chose our participants by a criterion sample around current expertise, roles and depart-
mental belonging. Still, the selection was in some sense of convenience, being conducted
within a single company and dependent on its departments and expertise. Therefore, we
cannot assume that the results will generalize outside the company. However, as our ques-
tions stemmed from and later combined with the literature study, our findings were highly
compared and connected to the more generalized research findings. As for any research,
we promote replicating our study in di�erent organizational contexts to research the topic
further in order to build a better and more generalized empirical body of knowledge.

Furthermore, as investigating the novel topic of Data Ecosystems, we would collect opinions
and hypotheses rather than facts and experiences. As for our benefits and challenges, the
benefits were primarily a�ected by this, as discussed previously. However, potential misin-
terpretation during the interviews was still a concern as the knowledge around the concept
was both at a novice level and varied between the participants and the authors. In order to
mitigate this issue, before the interview, we provided background information on the topic at
hand to the participants. For example, this information was an explanation of the motivation
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behind our research, a presentation of Data Ecosystems and a conceptual model. Further, we
also briefly introduced the Data Ecosystem concepts at the beginning of the interview session,
intending to create a coherent understanding and clear any questions or misinterpretations.

Finally, regarding the solution design, i.e., synthesis of the previous findings toward the inves-
tigation of RQ3, the validity is again highly a�ected by the authors as analysts of qualitative
data. Overall, one crucial area discussed before conducting our synthesis was establishing
a process for maintaining transparency regarding the procedure and reporting of our find-
ings. Examples were to plan for which and how the material was to be used in our reasoning,
as other researchers might find other themes given their background and knowledge. We
concluded to perform our synthesis in three iterations, one for each source of data. All the
data involved in the synthesis was collected in our study and mapped to the same conceptual
model, which hopefully increases validity, especially transparency. However, as the goal of
the synthesis was the technical requirements, it may have impacted our analysis, i.e., if the
goal would be di�erent, the outcome of the synthesis would potentially also be di�erent.
Given this, we tried to provide the material leading up to each requirement.

As for external validity of the requirements, i.e., the relevance for other cases, we would still
argue that the requirements being a product from both the literature and the case study,
are still applicable toward a generic technical platform. However, we see the need for more
research to explore similar topics, preferably at another case company, to extend and validate
our findings.

The outcome of the synthesis, i.e., the product of requirements, was further validated through
a questionnaire and analysis against three existing data catalog platforms. Given our problem
construct to reside in the practical setting at the case company, and as the industry-research
collaboration, we returned to the same setting for validation.

For the questionnaire, the biggest issue regarding validity was again the generalizability of the
results. As the same set of participants was selected, the risk of biased answers and potentially
case-specific opinions were seen as threats. However, as the technical platform is still to be
implemented, the aim was primarily to see if the solution, i.e., requirements, was feasible
and captured the problem instances found, of which the participants in the case study can
be argued as most suitable to answer.

Another aspect of mitigating the risks of our validation becoming endangered regarding ex-
ternal validity, we decided to conduct the second part of the validation, i.e., the validation
against the existing technological platforms of data catalogs. However, a quite limited scope
had to be set primarily due to time and resources. Here, the biggest issue can be argued to be
the pre-defined set of platforms, which the case company provided. To mitigate this issue,
as there exist many platforms, also outside the realm of data catalogs, our suggestion would
be to extend the scope and introduce a more rigorous procedure when selecting and eval-
uating candidates. However, as not captured by our research goal, we aimed to evaluate if
the requirements are feasible for use and generalizability; we highly motivate and hope new
research will investigate this topic further.
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5.3 Future Work
Our master thesis has been conducted at the Axis Communication, moreover at the depart-
ment of DDM which has naturally limited us to the type of data they have and the issues
they face. As organizations may di�er regarding their data, maturity, and issues they face,
we recommend similar studies at other organizations and departments to further explore the
topic.

Further, as the concept of Data Ecosystems is still relatively new and emerging in the literature,
new and exciting research may appear; hence we see the need to revisit the literature for new
findings and elaborations.

We discovered some di�erences between an inter-and intra-organizational setting for the
Data Ecosystem. However, we believe that there is more to explore, as cultural challenges, and
further is also the topic of Open/Private Data Ecosystems compared to Open/Inner Source
Software Ecosystem, which we, unfortunately, did not have time to explore in our study, but
find to be an exciting topic and would recommend for future research.

Finally, as for the requirements resulting from our synthesis, even though we hope that these
can be used in future research, we still see a need for further validation, preferably at the
company experiencing similar challenges. As for their practical application, we would have
liked to evaluate these further in a practical setting, i.e., testing them against an implementa-
tion of a Data Catalog platform or extending outside our scope of Data Catalogs, investigate
if there are other types of technical platforms supporting these better. However, our evalua-
tion of the current Data Catalog platforms showed promising results, which motivate us to
recommend future research to investigate the landscape of Data Catalogs for supporting the
socio-technical concept of Data Ecosystems.
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Conclusions

Following the conceptual model of Value, Intrinsics, Governance, and Evolution as components
of an Open Data Ecosystem, our research have explored and contributed to the existing
body of knowledge around data ecosystems by applying the conceptual model in an intra-
organizational and private setting, further populate it with our empirical findings. Our re-
search also contributes with a synthesis of our empirical studies towards a set of technical
platform requirements to support such an ecosystem.

For RQ1 we conclude our findings to both reside in the literature of the emerging concept
Data Ecosystems, but also in neighboring research areas. The challenges we found were con-
nected to both the social and technical aspects of a data ecosystem, as examples of these
are; the importance of assuring trust among actors, willingness to share and motivate col-
laboration further technical challenges of handling quality, interoperability of data, and lack
of common processes and legal constraints. Interoperability, quality, and the sensitivity of
data were especially challenging and significant obstacles for data utilization as they directly
limit the potential of reuse, combination, willingness, and the possibility to share data in a
collaborative environment.

For RQ2 we found similar challenges as for RQ1, however with the distinction of shared
knowledge and importance of communication to permeate many of our findings, also influ-
ential in the challenges and current practices of discovery, acquisition of data, and existing
relationships. We did not find trust to be a challenge within the company as well.

As for general benefits of RQ1 and RQ2, we conclude that working toward creating a co-
herent and standardized environment for collaboration, enabling clear and formal goals, and
using a common language and terminology are of importance. We further see the benefit of
having established roles and relationships, as it contributes to a more coherent environment,
to be one supported by the concept of Data Ecosystem. Primarily from the literature, we
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conclude that legal frameworks, business models, and standardization around technologies
and processes concerning data sharing are necessary and must be developed in the future.
These along with the need of assuring trust between actors as increasing transparency and
equality around the data.

By introducing a Data Ecosystem for better discover, share and collaborating on data at the
case company, our findings suggest the benefits are, among many, a way to increase insight
and knowledge of the existing data, where the value of the data itself may increase and fos-
ter new innovation. The quality of the data can also improve by having a better and more
e�cient feedback loop and increased transparency between the actors. We also see the signif-
icant benefit of collaborating in a unified environment around the governance mechanisms
as processes, roles, and responsibilities as well as the potential for the actors to more easily
monitor and control who uses the data and for what. As for a common, underpinning techni-
cal platform, one of the largest benefit, and motivation, was found to be the ease discovering
new data, decoupled from the current necessity of communication and knowledge.

Finally, as for the contribution of synthesis from the results from RQ1 and RQ2, our inves-
tigation of RQ3 concluded in a set of 14 proposed requirements toward a technical platform
to support the Data Ecosystem investigated at the case company. The found requirements
were as follows:

Req. 1 The platform shall support and present a standardized environment around its com-
ponents.
Req. 2 The platform shall support transparency around who uses the data and for what.
Req. 3 The platform shall support a standardized exchange reference model for di�erent
types of data.
Req. 4 The platform shall support the extraction of meta-data from the dataset.
Req. 5 The platform shall support the presentation of meta-data around the dataset.
Req. 6 The platform shall support monitoring of the evolution of the data.
Req. 7 The platform shall support communication around the usage of data.
Req. 8 The platform shall support statistical quality checks of the data.
Req. 9 The platform shall support the linkage of documents between actors and related to
the data.
Req. 10 The platform shall support the presentation of documentation around the data.
Req. 11 The platform shall support the discovery of existing resources.
Req. 12 The platform shall base its governing mechanisms on established, common roles.
Req. 13 The platform shall support feedback and discussion around the usage of the data
sources.
Req. 14 The platform shall support transparency around the provision and usage of data.

Validation of these requirements showed promising results, both regarding opinions of their
relevance among the actors further possible use for assessing existing platforms, i.e., Data
Catalogs.

To summarize, we found that the concept of Data Ecosystems encapsulates many of the chal-
lenges found for the collaboration of data in an intra-organizational context, further provid-
ing benefits. We see the potential of introducing the concept of Data Ecosystem as a way
forward to mature as an organization, increasing knowledge and unifying terminology, ways
of working, and processes. However, as an emerging concept, we still see the need for fu-
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ture research to delve deeper into the topic and monitor the evolution of the literature and
neighboring areas, as for the case company to mature internally.

For the requirements toward a technical platform, we hope for the use of these at the case
company moving toward investigating the potential of introducing a technical platform, e.g.,
a Data Catalog, to better discover, share and collaborate on data. We would also like to see
future research validate our requirements further, also transferring this outside of the intra-
organizational context.
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Appendix A

Literature Study - Keywords

Conceptual areas of interest:

• A1. Value

• A2. Intrinsics

• A3. Governance

• A4. Evolution

General and area-related keyword-string:

• General: (Challenge* OR Issue*) AND (Data Ecosystem OR Data Catalog* OR Data
Management OR Data Collaboration OR Data Collaborate OR Data Discover*)

• A1: (Challenge* OR Issue*) AND (Data Value OR Data Sharing OR Data Reuse OR
Metadata Value OR Metadata Sharing OR Metadata Reuse)

• A2: (Challenge* OR Issue*) AND (Data Ecosystem Taxonomy OR Data Ecosystem In-
trinsics OR Data Ecosystem Conceptualization OR Data Ecosystem Interoperability)

• A3: (Challenge* OR Issue*) AND (Data Governance OR Data Governance require-
ment* OR Data Governance privacy OR Data Governance industry OR Data Gover-
nance industrial)

• A4: (Challenge* OR Issue*) AND (Data Ecosystem OR Data Ecosystem evolution OR
Data Ecosystem tool* OR Data Ecosystem industry OR Data Ecosystem industrial)
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A. Literature Study Keywords
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Appendix B

Interview - Questions

* - Specifically for Data Producers and Provider
** - Specifically for Data User and Re-user
*** - Specifically for Legal and Keystone Actors
Part 1 - Background

• What is your role at Axis?

• How do you work with data as of today?

– Can you please describe a bit about your work in regards to data?

Part 2 - Value

• According to you, from your point of view, what is the value of the data you work
with? What is it used for?

• Is collaboration on data between departments active today?

• Are there any limitations connected to working with the data as of today?

Part 3 - Intrinsics

• Do you often add new types of data to your collection?*

• Do you produce metadata around the data?*

• To which extent do you find data by the use of metadata?**

• Are there data quality and quantity requirements documented?**

• What would be important attributes of the data when accessing its usefulness?

• Do you produce metadata around the data?*
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B. Interview Questions

• To which extent do you find data by the use of metadata?**

• Are there any legality concerns connected to the data you work with?

– How do you know about legal concerns connected to the data?

• What would be important attributes of the data when accessing if it is good to use or
not to use?***

Part 4 - Governance

• Have you requested data from any other department or individual than your own?**

• Have you been asked for data from another department?**

• How easy is it to find and evaluate data sources as of today?**

• Are you aware of what data exists in other departments?**&***

• Do you share your data with other departments?*

• Who owns the data?*&***

Part 5 - Evolution

• How well is the department and organizational standardization of data collected from
a legal perspective?***

• Do you use any technical platforms today for accessing/finding data?**

• What do you see as the potential for a technical platform working and collaborating
on data in the future?

– Increase the value of the data?

– Increase discoverability?

– Sharing your data?*

– Finding and comparing the best source to use?**

– Handle legality?***

Part 6 - End

• Do you have anything that you think is important to say regarding this subject?
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Appendix C

Interview - Coding

C.1 Value

Value of Data
Knowledge P (7/9) Improvements P (6/9) Product P (6/9)
Advise 6 Future 2, 4 Product 4, 8, 9
Knowledge 2, 4, 8, 9 Quality 4, 6 Service 3
Understanding 4 Improvements 2, 5, 6, 8 Data Users 2
Insights 8 Describing 3 Report 7
Analysis 7 Stability 3
Overview 1, 6, 7 Changes 5
Features P (2/9) Limitation P (5/9) Future Value P (3/9)
Features 2 Resources 9 Later Value 3, 8
Behaviour 4 Quantity 4, 8 Promoting 4

Data 5, 7

Table C.1: Coding and grouping of Value of data.
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C. Interview Coding

Value of Collaboration
Limitations P (5/9) Mature P (3/9) Improvements P (3/9)
Quantity 7 Common ground 8 Sharing 5
Maturity 2, 4 Collaboration 8 Optimization 8
Di�erence 8 Maturing 4 E�ectiveness 4
Data 7 Overview/insight 3 Improvements 5
Knowledge 3
Silos 7, 8
Terminology 7
Variety 7
Future Value P (5/9) Stability P (2/9) Integration P (1/9)
Increased Value 2, 8 Monitoring 6 Integration 4
Future Value 4, 5, 8 Releases 5 Combine 4
Promoting 6

Table C.2: Coding and grouping of Value of Collaboration.

C.2 Intrinsics

Type of data
Characteristics P (5/9) Dependency P (4/9) Feature P (1/9)
Metadata 8 Use-cases 8 Automatic 5
Personal 6 Origin 5
Logs 1 Quantity 5, 7
Telemetry 3 Variation 5, 7
XML 7 Frequency 3

Table C.3: Coding and grouping of Type of data.
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C.2 Intrinsics

Quality
Description P (5/9) Relationship P (5/9) Analyse P (3/9)
Schema 1 Feedback 7 Analyse 4
Description 8 Trust 4 Manual 9
Definition 2, 3 Users 2 Usage 3
Metadata 9 Use-cases 3, 8 Metrics 4
Knowledge P (3/9) Filter P (2/9) Completeness P (5/9)
Maturity 4 Correctness 8 Quantity 6
Planning 8 Cleaning 2, 4 Completeness 2, 4, 5, 8
Knowledge 4, 5

Limitation P(7/9)
Conditions 8
Curentness 3, 9
Responsibility 1
Cost 6
Changes 5
Knowledge 7
Human 7

Table C.4: Coding and grouping of Quality.

Legal
Access Control P (4/9) Rules P (4/9) Limitation P (6/9)
Control 4 Licenses 8 GDPR 1
Access Control 7 Contract 4 Linked data 2, 6
Use-cases 4 Instruction 6 PII 6
Approval 1 Transparency 8 Grey Zone 5
Review 3 Responsibility 4, 6 Uncertainty 4
Region 7 Maintain 5 Sensitive 8
Abort 3
Characteristics P (5/9) Anonymization P (2/9) Knowledge P (3/9)
PII 5, 7 Aggregation 7, 8 Advice 2, 9
Metadata 8 Analysis 8 Knowledge 5
Linked data 5 Cleaning 8
Anonymous 4, 5, 6

Table C.5: Coding and grouping of Legal.
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C. Interview Coding

C.3 Governance

Acquisition
Processes P (6/9) Responsibility P (4/9) Limitation P (4/9)
Process 3 PII 7 Legacy 2
Collaboration 8 Responsibility 5, 6 Names 5
Verbal 7 Legal 6, 7 Update 5
Tool/Platform 5 Cleaning 7 Discoverability 2, 7, 9
Meeting 9 Schema 1 Tool specific 2
Communication 4

Access Control P (3/9)
Request Access 3
Access Requirements 2
Use Case 8

Table C.6: Coding and grouping of Acquisition.

Relationships
Communication P (4/9) Roles P (5/9) Future Value P (2/9)
Meetings 2, 4 Roles 1, 2, 7 Need 1
Communication 2, 5 Responsibility 3, 8 Linked data 5
Promoting 5 Access Control 1, 8
Platform 9

Limitation P(5/9)
Feedback 3, 9
Knowledge 3, 7
Discoverability 7
Access control 7
Communication 4
Discussion 7
Overview 4, 7
Maturing 8
Legal 8

Table C.7: Coding and grouping of Relationships.

Competition
Knowledge P (2/9) Limitation P (5/9) Product P (2/9)
Documentation 5 Knowledge 1, 2, 4 Service 5
Communication 3, 5 Silos 7 Evince 4
Knowledge 5 Discoverability 1, 2, 5

Table C.8: Coding and grouping of Competition.
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C.4 Evolution

C.4 Evolution

Maturity
Terminology P (3/9) Limitation P (4/9) Features P (2/9)
Common 8 Discoverability 3 Find Duplications 3
Centralisation 8 Linking data 6 Link data 5
Terminology 7 Legacy 2, 3 Data linage 7
Discussion 2, 7 Di�erent Schema 5 Browse 3, 5
Save Time 2 Feedback 2 Sort 5
Define Roles 7 Linking to PII 6 Searchable 3, 5
Standardisation 8
Discoverability P (5/9) Knowledge P (7/9) Monitoring P (4/9)
Discoverability 1, 2, 3, 7 Documentation 5, 7 Use case 4, 6, 7
Metadata 7 Mature 8 Usage 2
Transparency 1, 2, 7 Improvements 7 Purpose 6
Trust 5, 7 Knowledge 1, 2, 3, 4, 5, 7 Feedback 2
Open 7 Value Generation 8 Objective 4
Access Control P (5/9) Platform P (3/9) Overview P (5/9)
Region 7 Collaboration 7 Overview 1, 2, 3, 7
Aggregation 8 Platform 9 Communication 7
Handle Legal 5, 6 Service 8 Perspective 5
Access Control 3, 7

Table C.9: Coding and grouping of Maturity.
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C. Interview Coding
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Appendix D

Validation Questionnaire
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Master's Thesis at DDM - Data 
Ecosystem, follow-up from 
interview
We have now done our literature study, case study (interviews) and finally a mapping of 
the challenges found, as requirements, toward a technical platform for supporting a 
Private* Data Ecosystem**.

As validation we would like for you to answer this from your perspective; how relevant 
you think each of the 14 requirement are.

1, Strongly disagree
2, Disagree
3, Neutral
4, Agree
5, Strongly agree

The results of this survey will be anonymously presented in the final report.

* Private in the meaning of being within the company (Axis).
** A Data Ecosystem can be defined as: "socio-technical complex network in which actors 
interact and collaborate with each other to find, archive, publish, consume, or reuse data 
as well as to foster innovation, create value, and support new businesses".

* Required

D. Questionnaire
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Strongly disagree
1 2 3 4 5

Strongly agree

the standardization of the platform around terminology, e.g., roles, relationships, data 
intrinsics and actions may help the actors to conform to a coherent understanding of the 
landscape.

The platform shall support and present a standardized environment around 
its components.
 * 

1.

Strongly disagree
1 2 3 4 5

Strongly agree

transparency may support insights around how the data is used and presented, further 
providing feedback between the involved parties.

The platform shall support transparency around who uses the data and for 
what.
 * 

2.

Strongly disagree
1 2 3 4 5

Strongly agree

by supporting a common exchange reference model applicable for different types of data, 
support for interoperability between different data types may increase.

The platform shall support a standardized exchange reference model for 
different types of data.
 * 

3.

Strongly disagree
1 2 3 4 5

Strongly agree

as a requirement to allow for the assessing the dataset anonymously, further allowing for 
contracts if data is wanted.

The platform shall support the extraction of meta-data from the dataset.
 * 

4.
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Strongly disagree
1 2 3 4 5

Strongly agree

as a requirement to allow for the assessing the dataset anonymously, further allowing for 
contracts if data is wanted.

The platform shall support the presentation of meta-data around the 
dataset.
 * 

5.

Strongly disagree
1 2 3 4 5

Strongly agree

where the evolution of data includes, but is not limited to: The usage, classification, linage 
and, transformation as updates and changes of the dataset.

The platform shall support monitoring of the evolution of the data.
 * 

6.

Strongly disagree
1 2 3 4 5

Strongly agree

the platform should include communication around the data in order to assess the quality in 
relation to its context of usage.

The platform shall support communication around the usage of data.
 * 

7.

Strongly disagree
1 2 3 4 5

Strongly agree

in order to support the current way of working, the platform should address the existence of 
quality checks as missing values or outliers.

The platform shall support statistical quality checks of the data.
 * 

8.

D. Questionnaire
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Strongly disagree
1 2 3 4 5

Strongly agree

standardized quality agreement around the data quality, i.e., such as SLA's.

The platform shall support the linkage of documents between actors and 
related to the data.
 * 

9.

Strongly disagree
1 2 3 4 5

Strongly agree

for the acquisition of data, information around licenses, contracts, and other processes and 
information of whom to contact should be provided to establish knowledge of the data and 
acquisition process.

The platform shall support the presentation of documentation around the 
data.
 * 

10.

Strongly disagree
1 2 3 4 5

Strongly agree

data sources within the ecosystem should be searchable, findable. and request access is an 
essential part of a data ecosystem and should be handled by the technical platform.

The platform shall support the discovery of existing resources.
 * 

11.

Strongly disagree
1 2 3 4 5

Strongly agree

if new governance mechanisms, e.g., regarding access rights and responsibilities, are 
introduced or transferred onto the platform, these should be based on the ecosystem's 
common roles due to the importance of a common understanding.

The platform shall base its governing mechanisms on established, common 
roles.
 * 

12.
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Strongly disagree
1 2 3 4 5

Strongly agree

as communication and feedback are important parts of relationships, the platform should 
support the possibility for feedback and discussion around the data.

The platform shall support feedback and discussion around the usage of the 
data sources.
 * 

13.

Strongly disagree
1 2 3 4 5

Strongly agree

as communication and feedback are important parts of relationships, the platform should 
support the possibility for feedback and discussion around the data.

The platform shall support transparency around the provision and usage of 
data.
 * 

14.

Any important factors/requirements you think we missed? If yes, please 
explain.

15.

 

D. Questionnaire
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This content is neither created nor endorsed by Microsoft. The data you submit will be sent to the form owner.

Microsoft Forms

Other comments16.

 

I would like a copy of the final master's thesis sent to me once done. * 17.

Yes

No

2/3/2022
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Appendix E

Questionnaire - Results

P1 P2 P3 P4 P5 P7 P8 P9 Average Score
Req. 1 4 5 5 4 5 4 3 5 4,38
Req. 2 5 5 5 5 4 4 2 5 4,38
Req. 3 4 5 4 4 4 4 5 4 4,25
Req. 4 5 5 4 5 4 3 5 3 4,25
Req. 5 5 5 4 3 4 3 5 3 4
Req. 6 4 5 5 3 4 4 5 4 4,25
Req. 7 5 5 4 3 4 3 5 3 4
Req. 8 5 4 5 5 4 3 3 5 4,25
Req. 9 4 3 5 3 3 3 2 4 3,38
Req. 10 5 5 5 3 4 4 3 4 4,13
Req. 11 4 5 5 3 3 4 5 5 4,25
Req. 12 5 5 4 2 4 3 3 4 3,75
Req. 13 5 5 4 2 4 3 4 4 3,88
Req. 14 5 5 4 4 4 4 5 4 4,38
Average Score 4,64 4,79 4,5 3,5 3,93 3,5 3,93 4,07 4,11

Table E.1: Questionnaire results from all the participants.
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EXAMENSARBETE Data Ecosystem as a solution for Intra-Organizational Data Sharing:
Benefits, Challenges and Requirements
STUDENTER Christian Bilevits, Adam Hägglund
HANDLEDARE Per Runeson (LTH), Johan Linåker (LTH), Anton Friberg (Axis Communications)
EXAMINATOR Martin Höst (LTH)

Är data-ekosystem vägen framåt för
datadelning inom företag?

POPULÄRVETENSKAPLIG SAMMANFATTNING Christian Bilevits, Adam Hägglund

Data blir allt viktigare för företag och samhälle, där alltmer data samlas in. Men hur
kan den delas så att den kommer till nytta? Detta arbete har utforskat fördelar och
utmaningar med datadelning inom ett företag, samt tagit fram plattformskrav.

Data har blivit en alltmer viktig och värdefull
resurs som både återfinns och eftersöks i många
delar av vårt samhälle, inte minst inom den
tekniska industrin. Data har visat sig kunna bidra
till ny innovation genom exempelvis analys, mask-
ininlärning och artificiell intelligens vilket även har
lett till ett ökat behov. Trots detta så betyder det
inte att data är lätt att få tag på eller att dela med
sig av, då delning av data innefattar både prak-
tiska, legala och tekniska svårigheter. Mot bak-
grund av dessa problem så har ett relativt nytt
koncept börjat få mer fokus i forskningsvärlden,
ett koncept under namnet data-ekosystem. Ett
data-ekosystem beskriver ett socio-tekniskt kol-
laborativt nätverk av aktörer där alla är intresser-
ade av just att dela och samarbeta kring data.
I vår forskning tog vi en tolkning av detta

koncept och utforskade den befintliga littera-
turen samt ett företag där intresset, men även
svårigheter kring datadelning har upplevts. Före-
taget i fråga är ägare till mycket data och ser
en potential i att dela sin data mellan sina
olika avdelningar. Målet med vår studie var att
kartlägga vilka fördelar och svårigheter som kom-
mer med datadelning inom ett data-ekosystem,
och utifrån våra fynd ta fram en kravbild att ställa
mot en teknisk plattform för att stödja ett sådant
ekosystem för datadelning inom företaget.

Data-ekosystem

Värde

Interna 
karaktärsdrag

Styrning och 
kontroll

Evolution

Figur 1 – Modell över det data-ekosystem
koncept som utforskades.

Vårt resultat visade att det fanns många
likheter både när det gäller fördelar och ut-
maningar mellan företaget och den befintliga lit-
teraturen. Ett data-ekosystem visade sig ty-
dliggöra värdet av samarbete, där en gemensam
miljö med standarder är nödvändig för att främja
värdeskapande, kunskap, transparens samt även
hantering av kvalitet och legalitet kring data. Nå-
got som framgick att vara av extra vikt hos före-
taget var även kommunikation i flera olika former,
i positiv och negativ bemärkelse. Utifrån resul-
taten tog vi fram 14 olika krav som kan ställas på
en teknisk plattform för ett data-ekosystem, dessa
utvärderades mot befintliga plattformar vilket
visade sig lovande.


	Introduction
	Problem Statement
	Research Questions
	Contribution
	Division of Work

	Background
	Data
	Characteristics and the Value of Data
	Metadata

	Data Ecosystem
	Definition and Characteristics
	Variations and Conceptual Model

	Data Catalog

	Methodology
	Research Approach
	Problem Conceptualization
	Literature Study
	Case Study

	Solution Design
	Validation
	Survey of Requirements
	Platform Assessment


	Results
	Problem Conceptualization
	Literature Study
	Case Study

	Solution Design
	Value
	Intrinsics
	Governance
	Evolution

	Validation
	Survey of Requirements
	Platform Assessment


	Discussion
	General Discussion
	Methodology Discussion
	Future Work

	Conclusions
	Appendix Literature Study Keywords
	Appendix Interview Questions
	Appendix Interview Coding
	Value
	Intrinsics
	Governance
	Evolution

	Appendix Questionnaire
	Appendix Questionnaire Results

