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Abstract

To support development of applications utilizing Artificial Intelligence (AI)
and/or Machine Learning (ML), so called data-driven applications, development
process models such as CRISP-DM have been created. However, previous papers
on the topic of CRISP-DM have concluded that the model lacks detailed method
recommendations, hindering its use for developers without previous knowledge
in the field. In this paper, we contribute to this research by creating a detailed
CRISP-DM model, tailored for the domain of data-driven financial decision sup-
port tools by conducting a literature review and one case study consisting of two
unit of analysis. To achieve this, we interviewed companies that would be poten-
tial stakeholders in the domain, as well as potential developers of an application
within the domain. Our research found three main challenges when develop-
ing data-driven financial decision support tools, namely di�culty of defining
main purpose, large number of interfaces, and uncertainty of data, and resulted
in a detailed version of the CRISP-DM model. Our suggested concretization of
CRISP-DM features a more holistic approach to evaluation, as well as concrete
recommended activities for each phase of the original CRISP-DM model.

Keywords: CRISP-DM, Detailed CRISP-DM, Prototyping, Requirements Engineering,
Data-driven applications, FX risk exposure
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Chapter 1

Introduction

Artificial Intelligence (AI) and Machine Learning (ML) are topics which have been researched
for many decades, but only in recent times have computing power become su�cient to make
these technologies available to the general public [35]. In this thesis, we call applications
utilizing AI and ML data-driven applications. Contrary to traditional information systems,
data-driven applications are developed mainly on the basis of existing data, simulations, or
recorded experience and not exclusively on the basis of rule-based knowledge [35], making
them useful in assessing complex data and scenarios.

The majority of projects within the area of data-driven applications, run by less practi-
cally experienced developers, are usually done in an exploratory and unstructured way [57].
To support the development of these types of applications, development process models and
frameworks such as Cross Industry Standard Process for Data Mining (CRISP-DM) have been
created [35]. The CRISP-DM development process model is today the most frequently used
[54]. However, detailed method recommendations for CRISP-DM are lacking [57, 59]. In this
thesis, we will concretize CRISP-DM in the field of data-driven financial decision support
applications by conducting a literature review and an improving case study [53]. The goal
of this case study is to firstly, investigate the problem domain of financial decision support
tools by conducting interviews with industry stakeholders, and secondly, detail CRISP-DM
with regards to the challenges identified in the problem domain by interviewing potential
developers and analyzing the activities they suggest for development in the domain.

The Case Study In this case study, will investigate two units of analysis, the first
being challenges in development of an Foreign Exchange (FX) risk exposure application. FX
risk exposure stems from companies and organizations working with multiple currencies as
they may experience struggles to deal with wildly fluctuating exchange rates. Controllers,
economists and business administrators constantly need to work on strategies to avoid ma-
jor financial losses due to these fluctuations. Hence, currency rates and FX must be seen as a
business risk in companies working with multiple currencies. Problems arise when businesses
try to quantify their FX risk exposure. This is caused by complex relations between di�er-
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1. Introduction

ent currencies, types of investments and strategies etc. Due to companies individual goals,
strategies, risk aversion, as well as the vast number of accounts, invoices, investments, and
receivables present in many larger companies, there currently does not exist a widely adopted
tool for evaluating risk exposure. Thus, companies often approximate their exposure based
on experience rather than data.

1.1 CRISP-DM
CRISP-DM is a process model describing the life cycle of a data mining project. The model
provides a workflow based on 6 phases, with related activities to be completed during each
phase. The models phases are to be utilized in a cycle, as an iterative approach is emphasized
for successful implementation. Though the phases of the process cycle follow a distinct order,
the actual order of execution varies based on the problem at hand, and repetition of steps
might be necessary as the work progresses. The 6 phases of the CRISP-DM model are stated
as follows [20]:

1. Business Understanding

2. Data Understanding

3. Data Preparation

4. Modeling

5. Evaluation

6. Deployment

Business Understanding The business understanding phase is the first step of the
CRISP-DM model, where the purpose is to understand the requirements of the data model
from a business perspective. When the purpose of the model is clear, the goal is then to
transfer this problem description into a problem definition suited for data mining and make
an initial plan for project completion [20].

Data Understanding The data understanding phase is where you start gathering
available data necessary for the project, and familiarize yourself with it. This phase should
also be utilized to analyze possible data quality problems, detect data subsets and theorize
possible hidden information [20].

Data Preparation The purpose of the data preparation phase is to construct a dataset
for use in the final model. This often requires activities such as selection, transformation, and
cleaning of the raw dataset [20].

10



1.2 Academic Contribution

Modeling The modeling phase is where the actual ML-Modeling takes place. This in-
volves activities such as selection of modeling technique and parameter calibration. As there
often are multiple di�erent modeling techniques that can be used for a single data mining
problem, its important to consider the specific use case and choose a suitable algorithm. Dur-
ing this phase it can be necessary to go back to the data preparation phase, as some suitable
techniques might require specific data types or attributes. During the modeling phase the
initial plan for testing should also be constructed [20].

Evaluation The evaluation phase is where the built model is evaluated according to the
initial problem formulated in the business understanding phase. It is important to ensure
the quality of the model from both a data analysis perspective, as well as from a business
perspective. If the model does not fulfill its purpose adequately, you should consider why it
does not fulfill the goals, and then go back to a previous phase depending on the origin of
the fault. When evaluation of the model is satisfactory, the creation phase of the model is
complete [20].

Deployment The deployment phase is where the use of the model is decided. This
involves how the model will be presented, such as on a website or in an application, or even
as a report of simple key results. Depending on the project, this phase might not be part of
the creation cycle, for example if a customer demands just the model and will perform their
own implementation [20].

1.2 Academic Contribution
By answering the stated research questions in Section 1.3, we aim to increase the understand-
ing of how a refined version of CRISP-DM can be used during prototyping and development
of data-driven applications within a problem domain that has received little academic at-
tention from this perspective. With our exploration of the problem domain we also aim to
increase the understanding of the challenges developers face during development in the field
of financial decision support tools.

1.3 Research Questions
Our aim is to answer the following questions:

RQ1 What characterizes the problem domain for data-driven financial decision support ap-
plications?

RQ2 How can CRISP-DM be applied when prototyping a data driven FX risk exposure
application?

RQ2 will mainly be answered by focusing on the perspectives stated below.

RQ2:A How can CRISP-DM be detailed with methods from requirements engineering?

RQ2:B What would be the benefits and challenges of using the detailed CRISP-DM?

11



1. Introduction

Figure 1.1: An overview of the CRISP-DM model

RQ2:C How do aspects related to data, e.g. quality, a�ect the detailed CRISP-DM?

RQ2:D How is the practice of prototyping a�ected when developing data-driven appli-
cations?

RQ2:E How is the practice of prototyping a�ected by the problem domain?

1.4 Related Work
In this section we will present the related works on the topic of this master thesis. It includes
two other studies detailing CRISP-DM, one with a general purpose and one with a focus
on quality management, one article on requirement engineering in data driven project, and
two articles on common challenges when adopting data-driven applications in the financial
industry. In general, we will make use of the articles regarding CRISP-DM and requirement
engineering when answering RQ2, and the articles on data-driven applications when answer-
ing RQ1.

In 2021, Shailesh et al. [59] published an article in the journal “Frontier in Artificial In-
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1.4 Related Work

telligence”, stressing the need of extending the CRISP-DM process model. Their work re-
sulted in what they call the Generalized Cross-Industry Standard Process for Data Science
(GCRISP-DS). The new process model, or framework as they call it, is designed in order to
allow dynamic interaction between di�erent development phases. This to address data- and
model-related issues for achieving robustness. The GCRISP-DS allows the users of the frame-
work to iteratively move between all of its phases. It also extends the CRISP-DM phases to
include multiple process methods as follows:

Business Understanding - Defining business objectives and project planning

Data Understanding - Data acquisition

Data preparation - Data processing, exploration, and descriptive analysis

Modeling - ML model implementation, feature engineering, feature selection, and ensemble
learning.

Evaluation - Model accuracy, interpretability, transparency, and selection.

Deployment - No additions

More researchers have in recent time undertaken the challenge of concretizing the CRISP-
DM process model. In 2018, Schräfer et al. presented in their report “Synthesizing CRISP-
DM and Quality Management: A Data Mining Approach for Production Processes” the
lack of detailed method recommendations for CRISP-DM [57]. They developed the Qual-
ity Management-CRISP-DM (QM-CRISP-DM) by concretizing CRISP-DM from a Qual-
ity Management perspective. The QM-CRISP-DM uses the six sigma framework’s DMAIC
phases (Define, Measure, Analyze, Improve and Control) as a basis. As the result, they pro-
posed using a set of Quality Management tools for each phase in CRISP-DM process model.

Regarding requirements engineering for machine learning, Borg and Vogelsang [65] pub-
lished an article on the topic in 2019. In the report they analyze data scientists’ approach on
elicitation, specification, and assurance of requirements and expectations based on four con-
ducted interviews. As results to their work they present five crucial areas of requirements en-
gineering of data-driven applications, namely quantitative targets, explainability, freedom of
discrimination, legal and regulatory requirements and data requirements. With these areas of
interest, they derive recommendations for aspects to take into consideration when conduct-
ing the requirements engineering tasks of elicitation, analysis, specification, and verification
and validation in the development process of data-driven applications. These aspects will
be utilized when making detailed recommendations for CRISP-DM in RQ2 of this master
thesis.

In 2019, Dixon and Halperin [24] analyzed the di�culty of applying machine learning
in the financial industry. In their research, they identified four major challenges. The first
challenge was the “statistical illiteracy” of some people in the financial industry and their in-
ability to co-integrate their discipline with financial time series analysis, financial modeling,
and dynamic programming. Secondly, they point to the financial industry’s disbelief that pre-
dictive signals may be drawn from non-stationary data or data sets which may not fulfil the
criteria of traditional financial theory. Third, they present that models with relatively high
accuracy tend to only deliver mediocre profits, and lastly they present some people in the
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1. Introduction

industry’s incapability of accepting that machine learning can discover new and meaningful
patterns.

In a conference paper published in June 2021, Nilsson Tengstrand et al. [49] analyzed
the challenges of adopting The Scaled Agile Framework (SAFe), a framework for scaling ag-
ile methods in large organizations, in the banking industry. The resulting challenges were
assigned to seven high level themes, namely Management and organization, Education and
training, Culture and mindset, Requirements engineering, Quality assurance, Systems archi-
tecture, and Banking specifics. Some of the challenges we have found to be interesting in
the context of this master thesis are “Di�cult to create a shared vision and align the entire
organization around common goals”, “Di�cult to break down requirements”, and “Legacy
systems are not easily adopted to agile ways of working”.

1.5 Distribution of Work
We have worked in close tandem throughout most parts of this project. Both in regards of
research and writing. In terms of writing, Joel Järlesäter had more responsibility regard-
ing Chapter 3 Research Method, while Simon Grimheden contributed more to the writing of
Chapter 7 Discussion.

Both Järlesäter and Grimheden participated when conducting all interviews and tran-
scribing them, as well as when analyzing their content. Both authors were also involved in
the process of deriving the research results and formulating the conclusions for each research
question.
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Chapter 2

Background

2.1 Requirement Engineering
Requirement engineering is a systematic approach of determining what a products shall
achieve by elicitation, specification, prioritization and validation of system requirement. In
general, requirements come from the users and other types the stakeholders of the system.
However, requirement elicitation can be very di�cult for many reasons. For example, stake-
holders may experience di�culty expressing their needs, have conflicting demands and even
demanding solutions which does not meet their real need [41].

2.1.1 Problem Domain
The problem domain is a term referring to all information describing the problems and con-
straints of a solution. This includes the goals that the stakeholders of the system wished to
achieve, a description of the context within which the problem exist, and rules which defines
the essential functions and constraints of the system.

2.1.2 Elicitation
Elicitation within the field of software engineering is the process of identifying and formulat-
ing the requirements of a system. Elicitation is an iterative process, without clear cut steps for
completion. This stems from the fact that many stakeholders have problems expressing their
true needs and requirements for a system, and often have not formulated its true purpose be-
forehand. Stakeholders also often have conflicting views, and one stakeholders requirements
might not be possible to coexist with another’s [41].

When eliciting requirements there are multiple di�erent techniques that can be utilized.
Advantages of elicitation techniques are very situational, and it is therefore important to
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2. Background

consider the situation at hand before deciding what technique to use. Common elicitation
techniques include stakeholder analysis, interviews, and prototyping [41].

2.1.3 Prototyping
Prototyping is an agile requirement engineering practice and widely regarded as a core mean
of expressing and exploring designs for interactive computer artifacts [13, 36]. In general, it
is common practice to build prototypes in order to represent di�erent states of an gradually
advancing design, and to explore di�erent options [36]. There exists a large number of dif-
ferent types of prototypes due to each type being suited for exploring certain aspects [62].
For example, creating a beverage container prototype utilizing recyclable materials most cer-
tainly involve the use and processing of physical materials in a physical environment, while
creating a prototype for a new mobile applications may only require digital means. A proto-
type can be everything from a simple sketch to an incomplete version of the application, also
known as a minimum viable product (MVP) [13].

Startups within the software industry develop new and innovative products and services
under uncertainty and with restricted resources [51, 30]. One major success factor for startups
is to validate the business ideas feasibility in the market early on [15]. A prototype is an early
model, sample or release, which imitates one or more aspects or features of the final product.
It can therefore be used to communicate, explore, and evaluate potential solutions [45]. Thus,
allowing cost e�ective testing with real, potential, users [48].

According to requirement engineering practices, prototypes can be utilized for elicita-
tion, testing and validation of requirements [18]. By utilizing prototypes two di�erent levels
of requirements may be obtained, namely product-level requirements and design-level re-
quirements [41]. Experimenting with product-level requirements may bring an understand-
ing whether required functionalities are feasible and useful while prototypes focusing on
design-level requirements shall represent exactly how the user interface of a given function-
ality will be implemented.

Prototyping Aspects Current use of prototyping within agile requirements engi-
neering is ine�cient in obtaining feedback on the intended or correct aspect(s) [13]. In 2021,
Bjarnason et al. presented the Prototyping Aspects Model (PAM) and concluded it may be
used to support agile teams in reflecting on their prototyping practices. By utilizing PAM,
teams would be able to make conscious choices regarding how to explore the solution space
in an e�ective way, considering their goals and resources. In their report, the authors states
practitioners should consider the following aspect:

Purpose of Prototype - The main object of this aspect is to answer the question Why
prototype?. Prototyping can achieve multiple purposes, and the object of it usually varies
throughout the life-cycle of the project. In their case study presented in the paper A Model of
Software Prototyping based on a Systematic Map, Bjarnason et al. identified eight main purposes
of prototyping, namely exploration, communication, incremental development, quality im-
provement, and validation & testing of business viability, market desirability, technical fea-
sibility, and usability. Multiple purposes may though be satisfied simultaneously in a single
prototype [13].

Prototype Scope - The main object of this aspect is to answer the question What to pro-
totype?. The prototype scope, in this case, represent to what extent the prototype resembles
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2.2 Foreign Exchange

the final product in regards to the breadth and depth of the prototypes functionalities. The
breadth of the prototype represents to what extent the prototypes functionalities covers the
full product’s functionalities while the depth represents how each and every functionality in
the prototype covers the final functionalities utilities [13]. The scope of the prototype may
also include other aspects, namely visual appearance, interactivity, and data realism. A proto-
type’s visual appearance concerns aesthetic such as fronts, layout and elements in user inter-
faces. Interactivity is related to what extent a prototype imitates the final products behavior,
and data realism to what extent the used data simulates normal and realistic use.

Prototype Use - The prototype use covers how it is used in order to achieve the purpose
as well as in what environment it is presented and reviewed. Bjarnason et al. presents four
main areas of prototype use, namely stakeholder demonstration, scenario testing, free testing and
internal use, i.e., without any user presentation.

Exploration strategy - This aspect aims to answer the question How to traverse the solution
space over time? [13]. Four strategies of traversing the solution space was initially stated by
Tronvoll et al, and later renamed to increase clarity by Bjarnason et al. [62, 13], namely
point-based, parallel, optimization and flexible exploration. The exploration strategy forms the
basis of how resources are allocated, what instances to pursue and how uncertainties in the
development are managed [13].

Point-based exploration refers to the idea of focusing on a single solution path, while
parallel exploration refers to multiple solutions being explored simultaneously. In optimiza-
tion exploration, solutions are judged by performance and only the most promising one is
pursued. Lastly, flexible exploration refers to solution options being based on best-guesses,
iterated, evaluated, and thereafter changed as required [13].

2.2 Foreign Exchange
The foreign exchange (FX) market is a global decentralized market of currency trading. This
market sets the FX rates for every currency in the world. It handles all aspects of selling,
buying and exchanging currencies at current or fixed prices. When considering the total
trading volume, it is by far the world’s largest market [52].

2.2.1 Foreign Exchange Risk
The variability of exchange rates introduces significant macroeconomic uncertainty a�ecting
businesses operating in multinational open economies [22]. Due to the financial losses asso-
ciated with failing to hedge such risks, currency exchange risk is one of the most researched
risks facing companies all around the world [68]. Exchange rate fluctuations, particularly
when combined with large time lags between the time of order and payment, greatly a�ect
the cash flow and the business value of firms through their individual exchange risk exposure
[22, 68]. To mitigate currency exchange risk, various FX hedging strategies may be used. While
some firms desire full hedging to avoid any currency risk exposure, others implement hedging
strategies in order to maximize excess returns rather than to simply reduce risks [21].

In order to asses individual corporations’ currency risk exposure, multiple control vari-
ables have to be considered. According to Zhang [68] the following six should be taken into
account:
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Foreign Sales Ratio Liabilities denominated in foreign currencies are more likely
in multinational enterprises. Hence, the likelihood of these firms being a�ected by foreign
exchange fluctuations are high [40].

Size There exist di�erent school of thought regarding how the size of companies a�ect
their individual foreign risk exposure [68]. Gilson and Warner [31] argue that small-sized
companies face a higher probability of financial distress compared to large-sized companies.
Hence, they point out a positive correlation between company size and FX risk exposure. On
the contrary, according to Nance er al. [47], there is a negative correlation between the size
of an enterprise and its FX risk exposure since the larger the company size, the better it can
manage risk exposure by hiring experts.

Growth High company growth leads to increased opportunities of investment, which in
turn leads to an increased need of external financing. Investors generally require stability and
thereby reduced volatility of future cash flow and high credit ratings [68].

Solvency Firms with a high debt ratio, i.e., low solvency, have a greater probability of
facing financial distress [33]. Thus, there exist a negative correlation between solvency and
FX risk exposure.

Liquidity Corporations’ liquidity represents FX hedging as it may be used to bu�er FX
rate movements. Thus, reducing the cost of financial distress. Consequently, a negative cor-
relation between corporations’ liquidity and FX risk exposure exists [10].

Profitability The higher the profitability of foreign sales is, the higher the FX risk ex-
posure of the company is [22]. I.e., it exists a positive correlation between foreign sales prof-
itability and FX risk exposure.

2.2.2 Foreign Exchange Hedging Instruments
Companies that are exposed to FX risk can utilize multiple di�erent financial instruments to
insure against unwanted exchange risk. The most common instruments used on the Swedish
market include the following [42].

Foreign Currency Swap A foreign currency swap is an agreement between two
parties to exchange interest payments and principal of a loan in one currency with interest
payments and principal of a loan in a di�erent currency. One use of foreign currency swaps is
to hedge against balance sheet exposure of debt in foreign currencies. As a foreign currency
swap involves exchange of both interest rate and principal, the instrument can sometimes be
used to borrow money in a foreign currency at a more favorable rate than would otherwise
be possible through a direct loan [11]. Foreign currency swaps constitute for over 50% of the
Swedish FX derivatives market [42].
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Foreign Exchange Forward Contracts A forward exchange contract is a con-
tract between two parties to exchange an amount of currency at a specified date for a rate set
at the time of contract agreement. Forward exchange contracts are the second most common
instrument for exchange rate hedging [42].

Foreign Currency Exchange Options Foreign currency exchange options are
a contract that give the holder the right to at a given date exchange a predetermined amount
of currency at a set rate. A European exchange option consists of three factors decided at the
time of contract agreement, the exchange rate (Strike), the time of expiry, and the amount
of currency involved. There are two types of foreign currency exchange options: European
and American. European exchange options only allow the buyer to exercise this option at
the date of expiry, while American exchange options allow the buyer to exchange this option
at any time before and including the time of expiry. Exchange options can be formulated as
giving the holder either the right to buy (call) or sell (put) the specified amount of currency
[11].

2.3 Data Quality
In this master thesis, we will use the European statistical system’s (ESS) definition of data
quality [27], used by e.g. the Bank of England to define quality of financial data [50]. ESS
defines six data quality dimensions, namely (1) Relevance, (2) Accuracy, (3) Timeliness and
Punctuality, (4) Accessibility and Clarity, (5) Comparability, and (6) Coherence. In this sec-
tion, we will present ESS’ definition of these terms.

Relevance - “Relevance is the degree to which statistics meet current and potential users’ needs.
It refers to whether all statistics that are needed are produced and the extent to which concepts used
(definitions, classifications etc.) reflects user needs.”. According to Bank of England, this can also
refer to the degree of which data meets the users’ needs [50].

Accuracy - “Accuracy in the general statistical sense denotes the closeness of computations or
estimates to the exact or true values.”.

Timeliness and Punctuality - “Timeliness of information reflects the length of time between the
availability of data and the event or phenomenon they describe.

Punctuality refers to the time lag between the release date of data and the target date when it
should have been delivered, for instance, with reference to dates announced in some o�cial release
calendar, laid down by Regulations or previously agreed among partners.”

Accessibility and Clarity - “Accessibility refers to the physical conditions in which users can
obtain data: where to go, how to order, delivery time, clear pricing policy, convenient marketing
conditions (copyright, etc.), availability of micro or macro data, various formats (paper, files, CD-
ROM, Internet. . .), etc.

Clarity refers to the data’s information environment whether data are accompanied with appro-
priate metadata, illustrations such as graphs and maps, whether information on their quality also
available (including limitation in use.. .) and the extend to which additional assistance is provided by
the NSI.”

Comparability - “Comparability aims at measuring the impact of di�erences in applied statistical
concepts and measurement tools/procedures when statistics are compared between geographical areas,
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non- geographical domains, or over time. We can say it is the extent to which di�erences between
statistics are attributed to di�erences between the true values of the statistical characteristic.”

Coherence - “Coherence of statistics is therefore their adequacy to be reliably combined in dif-
ferent ways and for various uses. It is, however, generally easier to show cases of incoherence than to
prove coherence.

When originating from di�erent sources, and in particular from statistical surveys of di�erent
nature and/or frequencies, statistics may not be completely coherent in the sense that they may be
based on di�erent approaches, classifications and methodological standards. Conveying neighbouring
results, they may also convey not completely coherent messages, the possible e�ects of which, users
should be clearly informed of.”
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Chapter 3

Contribution & Research method

The research method used in this master thesis consists of a literature review and one case
study with two units of analysis. By conducting a literature review, we aimed to form the basis
and gather the necessary theoretical knowledge needed to conduct the case study, which will
be the main contributor to the result of this thesis. By studying the first unit of analysis,
Unit of analysis A or Unit A, we will specify the problem domain of data-driven financial
decision support tools. By studying the second unit of analysis, Unit of analysis B or Unit B,
we will create a detailed CRISP-DM process model for the problem domain studied in Unit
A. According to Runeson et al. [53], this case study is an improving case study of the CRISP-
DM process model in the context of data-driven financial decision support tools. The case
study’s context and units of analysis are described in 3.1.1, and visually presented in Figure
3.1.

When studying the first unit of analysis, we interviewed companies, or so called poten-
tial customers, regarding development of a FX risk exposure application. The idea of the
application is provided by a startup located at Hetch AB in Helsingborg, Sweden. The head
of the startup is refered to as the “System owner” from now on. The aim of the application
is to quantify the customer companies’ FX risk exposure. Prior to the study of Unit A, we
conducted a literature review of currency hedging and the current CRISP-DM practices to
form a basis for the interviews. Unit A also consisted of a field study, conducted at one of the
potential customers, with the aim of understanding the current practices and data sources
better than through mere interviews – in line with recommendations to draw conclusions
based on multiple sources of evidence in case study research [53].

An overview of the research method is visualized in Figure 3.2, with an overview of the
process phases, activities and artefacts. With the findings obtained from Unit A we answer
RQ1: What characterizes the problem domain for data-driven financial decision support applications?,
which is presented in Chapter 7, Section 7.1. The description of the problem domain was
used as the basis when designing the interview guide for Unit B. When studying Unit B, we
interviewed developers, data scientists and IT consultants in order to give detailed method
recommendations for similar projects in the domain. Using the findings from the second
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unit of analysis we answer RQ2: How can CRISP-DM be applied when prototyping a data-driven
FX risk exposure application?, presented in Chapter 7, Sections 7.2-7.6.

3.1 Overview
In this section we present the case study in its context, with the defined units of analysis in
3.1.1 Context and Unit of Analysis. We will also present an overview of this master thesis work
flow in Section 3.1.2 Work Flow Overview.

3.1.1 Context and Units of Analysis
In general, a case study may target anything which is a “contemporary phenomenon in its
real-life context” [67]. A case may be a development project, an individual, a group of people
or employees, a process, etc. The project, individual, group of people etc., may also be a unit
of analysis within a case [53]. In this master thesis, we have chosen to define the context of the
case study as the domain, i.e. the domain of “Data-driven financial decision support tools”.
Within this context we conduct one case study, studying two units of analysis, focusing on
prototyping within the domain as the case under study. The findings from the first unit of
analysis, i.e. the problem domain, is later utilized when studying the second unit of analysis,
Unit B.

Unit A consists of the potential customers of the FX risk exposure application described
above. The goal of studying Unit A is to define the problem domain and thereby answer RQ1.
This will be done by conducting the first two phases of the CRISP-DM process model, i.e.
Business Understanding (BU) and Data Understanding (DU). As the problem domain will
form the basis of the detailed CRISP-DM provided when answering RQ2, there did not exist
any detailed CRISP-DM when we conducted BU and DU. Thus, we had to create an initial
draft of method recommendations for these two phases prior to conducting them ourselves.

Unit B is the potential developers of the FX risk exposure application. The goal of study-
ing this unit of analysis is to provide detailed method recommendations when using CRISP-
DM in the problem domain defined in Unit A. An overview of the case study’s context and
unit of analysis is presented visually in Figure 3.1.

3.1.2 Work Flow Overview
In this section we will present the high level structure of this master thesis by explaining the
layout of Figure 3.2. To ease the understanding of the figure, a map legend is provided in its
upper right corner. As visualized in the figure, this master thesis consists of one case study,
divided into six phases, and a total of 21 activities and artefacts. Each activity and artefact is
labeled with a capital letter, e.g. “A. Literature Review”. The workflow of this master thesis
can be derived by following these activities and artefacts in alphabetical order, A to U. The
work flow is also visualized in the figure with arrows connecting the individual activities and
artefacts. Each phase, action and artefact is further described in Section 3.2 The Case Study.
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3.2 The Case Study

Figure 3.1: An overview of the case study’s context and units of anal-
ysis.

3.2 The Case Study
In this master thesis project, we conducted a case study according to the methodology pro-
vided by Höst et al. [37]. In this section, we will present and describe the actions taken
during the case study research when studying the two units of analysis, here referred to as
“Unit A: Problem Domain” and “Unit B: CRISP-DM”. We will divide the studies of each unit
of analysis into three sections, namely (1) Planning, (2) Data Collection, and (3) Data analy-
sis. Additionally, we will shortly describe the literature review conducted prior to defining
related work and the initial draft of recommended methods for Business Understanding and
Data Understanding.

In Unit A: Problem Domain we define the problem domain of data-driven financial deci-
sion support tools by interviewing representatives from five companies, see Table 3.2, active
in di�erent industries. A total of seven interviewees, with interviewees representing di�er-
ent corporate positions, were conducted as part of this unit of analysis. The selection of
companies to participate in this case study is described in Section 4.2.1 and the selection of
interviewees is described in Section 3.2.3.

When studying Unit B: CRISP-DM, we interviewed data scientists, IT consultants and
developers in order to create a detailed CRISP-DM to suit the problem domain. A total of
five interviewees were assigned to this unit of analysis. The participants are presented in
Table 3.4 and their experience within the domain is briefly described in Chapter 5, Section
5.1.

Throughout this chapter we will refer to the activities, artefacts and phases presented in
Figure 3.2. They will be referred to using brackets and the number or letter they have been
assigned, e.g. Literature Review (Activity A), or Planning of Unit A (1). In short, phases are
named numerically and activities and artefacts are named alphabetically. Note that the order
of the following subsections do not strictly follow the chronological order of phases as they
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Figure 3.2: An overview of this master thesis’ work flow. Is consist
of one case study, divided into six phases, and a total of 21 activities
and artefacts. Use the map legend in the figures upper right corner
to ease the understanding of the work flow, and follow the “work
flow”-arrows from the top down.

were conducted in the case study. We organize subsections as follows: Planning (Phases 1 and
4), Data Collection (Phases 2 and 5), and Data Analysis (Phases 3 and 6).

3.2.1 Literature Review
Starting o� this master thesis, we conducted a literature review (Activity A) of related work,
the FX market and requirements engineering practices. Following this literature review we
defined related work (Artefact B) and created an initial draft of method recommendations
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for the Business Understanding and Data Understanding phases for the CRISP-DM process
model (Activity C). The idea of making this initial draft was to define the problem domain,
and thereby answering RQ1, by conducting these phases when studying Unit A. Since the
problem domain had to be defined in order to interview experts regarding method recom-
mendations for CRISP-DM within this problem domain, we decided to create the initial
draft ourselves.

In order to create this draft, or first version of the phases Business Understanding and
Data Understanding, we conducted a literature search and review of current requirements
engineering practices suitable for the business idea of the FX risk exposure application. This
was done by searching for keywords related to CRISP-DM such as "Business Understanding,
Data preparation, Data understanding, Requirement engineering, prototyping, data driven
applications, data driven financial tools" on LUBsearch, relevant articles found serve as cita-
tions in this masters thesis, and can be found in the bibliography.

3.2.2 Planning
In this section, we present the actions taken during the planning phase of the studies of our
two units of analysis.

Unit A: Problem Domain When planning the study of Unit A (1), we conducted
an open interview with the system owner (Activity D) to obtain his ideas and thoughts of the
system and its problem domain. For example, we discussed his experience in the FX market,
his previous start-up with a similar business idea and the desired high-level functionalities of
the financial decision support tool, hereafter referred to as “the system”.

With this initial information regarding the system, the problem domain and the FX mar-
ket, we defined company criteria for the “potential customer” segment. By doing so, and
only contacting and interviewing companies fulfilling these criteria, we aimed to minimize
the risk of collecting misleading data and requirements from outside of the identified cus-
tomer segment. The analysis of these criteria is described in Section 4.2.1 Stakeholder Analysis.
To sample companies (Activity E) fulfilling the defined criteria, we used Google Search to
find the largest export/import companies in Skåne (province in Sweden) and Sweden as a
whole. Thereafter, we used LUBsearch Databases A-Z Business Retriever to obtain the individ-
ual corporations last three years’ financial statements to make sure they indeed had a large
import/export ratio. Exactly what list of companies was used to find companies fulfilling
the criteria will not be disclosed in this master thesis. This is in order to not threaten the
anonymization of the participating companies. As the company sampling was finalized, we
contacted employees within these corporations in order to obtain a list of interviewees for
Unit A (Activity G).

The information obtained from the initial interview with the system owner was also used
to define knowledge gaps regarding the knowledge domain (Activity F). These knowledge
gaps were thereafter used to create an interview guide utilized when studying Unit A, see 3.1

Unit B: CRISP-DM Prior to planning the study of Unit B (4), we finalized the
characteristics of the problem domain (Artefact M) by adopting content analysis, see 3.2.4
Data Analysis. With these characteristics in mind, we worked on finding companies working
on projects with similar characteristics (Activity N). When the companies were identified,
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we contacted personnel via mail whom we found to have relevant expertise to answer the
questions we had in mind (Activity O).

Interview questions were also prepared (Artefact P) prior to the interviews in Unit B, see
Table 3.3. The questions were derived from the problem domain defined when studying Unit
A, the CRISP-DM process model, and the aspects mentioned in the research questions.

3.2.3 Data Collection
In this section, we will present the main source of information when studying both units of
analysis, i.e. interviews, as well as how the data was collected and stored.

Interviews According to Lauesen [41], interviewing is an elicitation technique which
is appropriate when exploring current work practices and potential challenges within a do-
main. By conducting interviews, you may also gain other types of information, e.g. regarding
alternative solutions and and conflicting interests and demands. Many analysts consider in-
terviewing to be the preferred elicitation technique due its versatile use, depending on what
questions you ask. Nonetheless, while interviews are e�cient when gathering information,
other techniques may be needed to resolve identified conflicts and to validate the findings.
For the reasons mentioned above, interviews have been the main technique for collecting
data through out the whole case study, and the analysis of the data will be conducted using
content anaylsis, see Section 3.2.4 Data Analysis.

In his book, Maciaszek [43] emphasises the importance of involving both customers,
stakeholders and domain experts in the process of understanding the problem domain. When
studying Unit A: Problem Domain, employees within the “potential customers” segment may
be considered as part of several of these groups, depending on their corporate positions. The
approach of interviewing di�erent types of stakeholders and experts, and in line of the rec-
ommendations to draw conclusions based on multiple sources [53], we decided to not only
interview one type of experts when studying Unit B, but to include data scientists, developers
and IT consultants.

All of the interviews, except from the initial interview with the system owner, have been
conducted using a semi-structured approach. The questions asked in each interview have
been based on the purpose of answering the research questions as well as the corporate po-
sition of the interviewee. The two di�erent interview guides are located in Table 3.1 and
Table 3.3. The length of the interviews varied between 30 and 90 minutes. The majority
of the interviews have been conducted through video meetings1 while some were conducted
via physical meetings or workshops. Some of the interviewees have been interviewed mul-
tiple times in order to verify correct interpretations during the content analysis or to fill
knowledge gaps discovered later on in the thesis work.

Unit A: Problem Domain As the interviewees had been identified and contacted,
and an interview guide had been created, we initialized the data collection phase (2) in the
study of Unit A. The main source of information when conducting the recommended Busi-
ness Understanding and Data Understanding methods (Activity I) was interviews conducted
with di�erent identified stakeholders. The interviewed stakeholders in this phase were all

1Note that this master thesis project was conducted during the Covid-19 pandemic
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Table 3.1: A template of the interview questions asked in Unit A of
this case study.

Question Interviewee Corp. Pos.
Q1 Tell us about your company and your current company role
Q2 How do you and your company currently work with FX hedging?
Q3 What is the business goal of your current FX hedging?
Q4 How do you decide on what FX hedging strategy to use?
Q5 How do you currently quantify your FX risk exposure?
Q6 What resulting data would you require from a FX risk quantification system?
Q7 What data do you currently utilize in the decision making process?
Q8 Are there any other interfaces/software that would need to be integrated?

employed by potential customer companies, see 4.2.1. To support the data collection, inter-
view questions were prepared prior to the interviews and revised iteratively. When studying
Unit A, we used the interview guide found in Table 3.1.

All of the interviews were recorded and later transcribed (Activity J) in order to make
searching for key takeaways easier and to enable content analysis. As all of the interviews
were transcribed, we summarized the data and presented the results (Artefact K) in Chapter
4 The Problem Domain. Interviews regarding Unit A were conducted via online meeting tools.
As part of validating our results from the interview in Unit A, we created a mock-up GUI,
presented in section 4.2.6 Requirement Analysis, displaying the gathered requirements of the
system. This activity was mere a method to ensure that the information gathered during the
interviews was understood properly, and that the recommended process methods resulted in
successfully conducted CRISP-DM phases.

To minimize the risk of missing important standpoints and perspectives, the selection of
interviewees included at least one participant from each stakeholder category employed at a
company defined as a “potential customer”, see 4.2.1 Stakeholder Analysis. Depending on their
corporate positions, they were either seen as a domain expert, data domain expert, or both.
The assignment of these roles are described in Section 4.2.2 Roles. The interviewees which
have participated in this unit of analysis are presented in Table 3.2. Due to multiple reasons,
e.g. some employers being publicly listed companies and due to research ethics, all of them
have been anonymized and assigned a letter ranging from A to G.

Unit B: CRISP-DM As the planning phase of the Unit B study (4) was finalized, we
started the data collection to create the domain-specific detailed CRISP-DM (5). The data
collected when studying Unit B was derived from interviews conducted with developers, data
scientists and IT consultants (Activity Q) within the domain of the business case in Unit A,
i.e. the FX risk exposure application. To support the data collection in this case study, in-
terview questions were prepared prior to the conducted interviews, based on the problem
domain of data-driven financial decision support tools, the CRISP-DM process model and
the mentioned aspects of RQ2, see Section 1.3. The interview questions stated in Table 3.3
were used as a template during these interviews. Over the course of the case study, the inter-
view questions were revised and improved to fill the knowledge gaps iteratively – in line with
a flexible research approach [53]. As in Unit A, the interviews were recorded and thereafter
transcribed to enable thematic analysis of the collected data (Activity R). As the interviews
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Table 3.2: The interviewees which have participated in the require-
ment elicitation process. For each interviewee their employer (com-
pany), its last year’s annual revenue, the participating interviewees’
corporate positions (Corp. Pos.), and the company’s main industry
segment is presented.

Interviewee Company Revenue (bn SEK) Corp. Pos. Industry
A 1 2 CFO Clothing
B 2 45 Treasury Manager Agriculture
C 3 4 Account Manager Furnishing
D 4 10 Board Member Manufacturing
E 4 10 Treasurer Manufacturing
F 4 10 Treasurer Manufacturing
G 5 12 Treasury Manager Chemicals

were transcribed, key takeaways form each interviewee were presented as results of this unit
of analysis in Chapter 5 (Artefact S).

When conducting the interviews in order P1 to P5, we first asked the interviewees to
present their experience of working with data-driven applications and CRISP-DM, within
the problem domain, and to present similar information of interest. Secondly, we asked what
actions they take in each of the CRISP-DM phases and if and how they would change their
methodology when presented to the characteristics of the problem domain. Thereafter, we
presented the actions taken when conducting the Business Understanding and Data Under-
standing phases in the Unit A study, and asked them whether they would like to add or
remove any of them. Finally, we presented the approaches of the other interviewees to verify
whether or not they approved the actions taken by the them.

As the di�erent phases of the CRISP-DM process model focus on di�erent topics and
problems, we aimed to include three di�erent types of experts to cover them all. Hence,
Unit B consist of one IT consultant, three data scientists and one software developer with
experience in development of data-driven applications. The hypothesis is that the IT con-
sultant will have experience in understanding the problem domain and the customer values,
the data scientists will have experience with data understanding and preparation, modelling
and evaluation, and that the developer will bring important aspects to keep in mind then
deploying the model.

3.2.4 Data Analysis
When analyzing the collected data (Activity L & T), we used the content analysis method
[26]. The goal of content analysis is to create a descriptive presentation of qualitative data,
i.e. data from interviews or other types of textual data. The idea is to portray the content
of transcripts by identifying and highlighting common codes in the data collection. While
some interpretation had to be done in order to form distinct codes in the transcripts, the
interpretations were kept at a bare minimum. If interpretations were made, the interviewee
was contacted in order to verify it.

In order to find codes in the transcripts, a condensed summary consisting of mere bullet
points was written. In order to write the summarizing bullet points, we divided the inter-
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Table 3.3: A template of the interview questions asked in this case
study. Horizontal lines indicate separate sections of the interview.
Approach refers to approach to developing data-driven solutions.

Question
Q1 Tell us about yourself and your professional career
Q2 What is your experience of working with CRISP-DM?
Q3 How do you work with Business Understanding?
Q4 How do you work with Data Understanding?
Q5 How do you work with Data Preparation?
Q6 How do you work with Modelling?
Q7 How do you work with Evaluation?
Q8 How do you work with Deployment?
Q9 What is your view on the problems identified in the domain?
Q10 How would your approach be modified to suit the problem domain?
Q11 How would your approach be modified to suit prototyping?
Q12 What is your view on the previous interviewees approaches?
Q13 What is your view on the methodology used to explore the problem domain?

Table 3.4: The interviewees which have participated in the detailed
recommendation of CRISP-DM. For each interviewee their corpo-
rate position (Crop. Pos.) and main industry is presented.

Interviewee Gender Interviewee Corp. Pos. Industry
P1 Male Data Scientist Business Communication
P2 Male Data Scientist Financial Industry
P3 Male IT Consultant Information Technology
P4 Male Developer Information Technology
P5 Female Data Scientist Machine Learning Consultancy
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views amongst the authors. As the bullet points were done, we together discussed each bullet
point in order to asses whether or not it seemed like a code of interest. As all of the codes
in each bullet point were identified, we aimed to combine similar wording from di�erent
interviews into one common set of codes based on content. A mix of individual codes and
combined codes makes up the total data presented in Chapter 4 and 5.

A summary of the problem domain and the interviews from Unit B is presented in Chap-
ters 4 and 5 respectively. The data included in these chapters are later analyzed and discussed
with the identified codes in Chapter 7 Discussion.
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Chapter 4

Results Unit A: Characterizing the Problem
Domain (RQ1)

In this chapter, we will present the data collected when studying unit of analysis A, i.e. the
potential customers of an FX risk exposure application. This chapter is derived from the
summation of the data collected when conducting the initial business understanding and
data understanding phases of the CRISP-DM process model, i.e. activity I and J in phase 2
of the case study (see Figure 3.2).

The goal of studying this unit of analysis is to gain an understanding of the problem
domain and its specific challenges. The results presented in this chapter are derived from
summation of the interview transcripts. Each Interviewee assigned to this unit of analysis
is anonymized and named with a letter ranging from A to E, as showed in Table 3.2. The
interviews in this case study have been conducted in a semi-structured way, utilizing the
prepared interview questions in Table 3.1 as a template.

Prior to the activities reported in this chapter, we conducted activities C, D, E, and F.
i.e. we planned this study of Unit A by creating an initial draft of business understanding
and data understanding (Artefact C) in order to concretize what activities to conduct when
defining the problem domain and its challenges, we interviewed the system owner (Activity
D), sampled companies and interviewees for the study (Activity E), and created an interview
guide (Activity F).

The main source of data when studying unit A is derived from interviews conducted
together with the interviewees presented in Table 3.2. The interview questions are presented
in Table 3.1. The interviews were divided into two separate sections. During the first one,
i.e. “Business Understanding”, we discussed questions Q1 to Q5. Thereafter, during “Data
Understanding” we discussed Q6 to Q8.

The resulting understanding of the problem domain and its specific challenges serves as
the basis for the interviews with potential developers in Chapter 5, and the fundamental
challenges on which our detailed CRISP is constructed, see Chapter 6.
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4.1 Summary of the problem domain
By studying Unit A, the goal was to obtain domain-specific knowledge and to define the
problem domain. The idea of defining the problem domain is to identify challenges within
the domain that later on should be taken into account when creating a detailed CRISP-DM
process model.

During the study of Unit A, three main challenges mentioned by multiple companies
have been identified, namely Large number of interfaces, Uncertainty of Data and Di�culty of
defining main purpose. These identified problems have been chosen as the characteristics of
the problem domain since they have prevented the potential customers to implement similar
systems before. The problems are further discussed in Chapter 7, Section 7.1 The Problem
Domain.

4.2 Business Understanding
Business understanding is the first phase of the CRISP-DM process model. In this section we
will present why we conduct the additional process steps and the results of conducting them.
When conducting the activities assigned to business understanding, we analyze stakeholders
and their demands, and gathered domain specific knowledge to clarify present procedures
and problems when developing applications in the domain of data-driven financial decision
support tools.

4.2.1 Stakeholder Analysis
Stakeholders are the people needed to ensure project success. The term includes people and
organizations such as investors, daily users, business partners, authorities, and more [41].
Lack of stakeholder participation during requirements elicitation has been observed as the
main reason of software failure since they are the main source of requirements [44]. Thus, it
is crucial to identify all stakeholder and their interests in the system [41, 66].

Stakeholder analysis is a tool, set of tools or an approach used in the process of gather-
ing information about actors, i.e. organizations or individuals, in order to understand their
behavior, interrelations, interests and intentions [64]. To ensure maximum requirements cov-
erage in regards to all stakeholders as well as their participation in the project, stakeholder
analysis will be the first thing to be conducted in this case study.

In the stakeholder analysis we aim to answer the following questions: Who are the stake-
holders?, What are their interests in the system and Which stakeholders shall be involved in the elic-
itation process?. Regarding the first question, there are currently four identified groups of
stakeholders, namely (1) Potential Customers, (2) Daily Users, (3) The System Owner, and
(4) Authorities.

Potential Costumers Potential customers we define as the companies which may
be interested in purchasing the system under development. This is not to be confused with
the individual employees within the corporations, as intended with the next group of stake-
holders Users. To find potential customers, we had to define criteria for them to be interested
in an FX risk exposure application. The identified criteria are stated below.
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Large revenue For companies to be interested in an automated FX risk exposure application,
they must handle a too large amount of data for the operations to be done manually in
an e�cient way. Hence, we will primarily focus on large enterprises.

Case study criterion: In the case study, we contacted companies reporting an annual
revenue greater than one billion SEK.

Large foreign trade Since FX risk exposure only a�ects companies trading in foreign curren-
cies, this must be seen as the primary criterion. Additionally, due to FX risk exposure
being positively correlated to the foreign trade ratio, we will primarily focus on com-
panies having a large foreign trade.

Users The users of the system are defined as the employees within the potential customer
segment who will be using the system. In this case study, we decided to divide the users
into two di�erent “user types”, namely daily and occasional users. The purpose of this dif-
ferentiation was to ease the requirements analysis work later on. The idea was that it would
better help us understand di�erences between application domain requirements and goal do-
main requirements, as out hypothesis was that daily users would be more inclined to specify
application domain requirements. The identified stakeholders within each corporation are
specified below.

The Board of Directors The Board of Directors is responsible for creating the corporate
strategies and policies. The financial policies may, or in the case of the system’s po-
tential customers usually, include directives regarding if and how much the company
should hedge its foreign trades. These decisions should according to all interviewees be
based on the companies’ FX risk exposure. Since the data provided by the system shall
form the basis of the financial policies, the Board of Directors is a system stakeholder.

User type: Occasional user

The Chief Financial O�cer The Chief Financial O�cer (CFO) is responsible for all the or-
ganization’s finance and accounting. One of the CFO’s main responsibilities is making
sure the corporation meets the strategies and goals set by the management and the di-
rectors. To be able to assess and evaluate the organization’s hedging strategies and risk
exposure, the CFO will need the data provided by the system, making them stakehold-
ers of it.

User type: Occasional user

The Treasury or corresponding department According to the majority of the interviewees,
the treasury, or a corresponding department, is responsible for the execution of the
financial strategies set up by the Board of Directors and/or CFO. Treasurers will use
the system more frequently than the other user stakeholders to continuously asses the
organization’s FX risk exposure and thereafter take appropriate actions.

User type: Daily user

To visualize the interrelationship of the user stakeholders, a generic organization chart
displaying the common financial hierarchy of organization was created and presented in Fig-
ure 4.1. The identified stakeholders within each potential customer’s organization are marked
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in green. Additional corporate positions with direct relations to the identified stakeholders
are also included in the figure. These are the CEO, vice presidents such as Chief Technology
O�cer (CTO) and Chief Operating O�cer (COO), controllers and auditors.

Figure 4.1: An simplified overview of the financial hierarchy of or-
ganizations. The identified stakeholders are colored in green.

Data Scientist As stated by Borg and Vogelsang [65], data scientists are one of the
most important stakeholders when developing data-driven applications. A data scientist
needs a skill set to help customers set reasonable targets, including statistics, domain under-
standing, and computer science.

System Owner Currently, the system or business idea owner is only one person. Dur-
ing a live demonstration of the constructed prototype’s candidate GUI, see Section 4.2.6, the
System Owner validated the prototype and gave additional feedback as to what should be
included in an MVP. The System Owner stated that an additional issue in the domain is that
of handling financial data. Handling of financial data for a publicly traded company is reg-
ulated by the Swedish financial supervisory authority Finansinspektionen. His expertise in the
field therefore added an additional stakeholder to our initial analysis, Finansinspektionen.

Authorities and Legal Experts System stakeholders may also include authori-
ties, such as inspectors, auditors and local government [41]. While these types of stakeholders
do not have an active role in the requirements elicitation process, they may enforce regula-
tions which have to be taken into account when developing the complete system. To identify
these types of stakeholders, we conducted an interview with the System Owner, as he has
domain specific knowledge from previous working experience. The identified stakeholders
are stated below:
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Swedish Authority of Privacy and Protection The Swedish Authority of Privacy and Pro-
tection is responsible for ensuring that Swedish organizations follow the European
Union’s General Data Protection Regulation (GDPR) regulations [3]. This stakeholder
and the GDPR will be of interest since the system will store and use financial data that
may be linked to individual persons.

Swedish Financial Supervisory Authority As handling of financial information concerning
some organizations is regulated, the System Owner clarified during the interview that
the Swedish Financial Supervisory Authority [4] must approve the data collection and
storage. This is especially relevant if the corporations using the system are publicly
listed.

Legal Experts Data-driven applications generally utilize a large amount of data which might
have its use restricted by a third-party owner or other legal regulations. Thus, legal
experts are of interest in such development projects. Borg and Vogelsang also state in
their article [65] “We find it inevitable that requirements engineers working on ML
systems must stay on top of legal requirements, and the data lineage must show that
no illegal features have influenced the final data set used for training the ML models.”

4.2.2 Requirements Engineering Roles in the Devel-
opment Organization

In their article, Hesenius et al. [35] identifies four main requirements engineering roles in
the development process of data-driven applications, namely Domain Experts, Data Domain
Experts, Data Scientists and Software Engineers. Here, a role is not defined as a person but
rather a specialization within the process. This means that a single team member may have
multiple roles while a whole team, or set of people, may share a single role. Although the
four roles mentioned by Hesenius et al. are relatively universal in the domain of data-driven
applications, depending on the application itself additional roles might be needed. The main
roles identified in our master thesis project, considered critical to the development of the
envisioned system, are further specified below and summarized in Figure 4.2.

The Software Engineers are the ones in charge of the software development process and
implementation of the system itself. The Software Engineers’ tasks include integration of the
data-driven module and implementation of necessary source code artifacts. The Software
Engineers are also responsible for gathering and documenting model requirements for the
data-driven module.

Data scientists are responsible for the data-driven solution component and the data foun-
dation. Tasks may include identifying data relationships, visualizing data for Domain Experts
and Domain Data Experts, choosing suitable ML algorithms and other tasks within the data
exploration area.

The Domain Experts provide information regarding the application’s business context.
Generally, they are also the targeted users of the final system. Domain Experts have knowl-
edge in use cases, the necessary business processes, regulations and more. In the project, it
needs to be identified which Domain Experts should be included in the process.

Data Domain Experts possess knowledge in and access to data within the domain or
specific company. While Domain Experts possess knowledge in business-level data inter-
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pretation, the Data Domain Experts have a more technical view and approach. The Data
Domain Experts’ tasks include mapping business and domain information to corresponding
data sources and providing necessary interfaces to the Software Engineers.

In this case, with the FX risk exposure application, we will not assign the roles to people
in the project, mainly since we do not have a development team, nor will the application
be developed during this master thesis. However, as Hesenius et al.’s research suggests, a
development project of a data-driven application should have these roles assigned.

Figure 4.2: Skills and roles in the development process of data-
driven applications according to Hesenius et al. Adapted from [35].

4.2.3 Purpose of Using the System
As part of the stakeholder analysis, we wanted to clarify the identified stakeholders’ purpose
of the system. This is to ensure the final prototype actually fulfills the stakeholders true needs,
rather than what they think they need.

The purpose of quantifying FX risk exposure was unanimous for all of the interviewees,
namely forming the basis of FX hedging strategies. Hence, the focus of the interviews became
to figure out root causes of the problem, i.e. “what are the purposes of the potential customer’s FX
hedging strategies” and “what data and assessments are needed to create such strategies?”.

The purpose of FX hedging itself was somewhat divided. The common ground of FX
hedging was to create financial certainty, allowing the corporations to plan for the future.
The definition of financial certainty di�ered from company to company. While Company 1
hedged in order to stabilize their profit margins of certain product categories and cash flow
from specific markets, Company 2 also hedged in order to fix prices of business acquisitions
and other larger investments. In general, the interviewees agreed on that financial uncer-
tainty is associated with volatile liquidity and thereby profit margins. Furthermore, while some
companies (Company 2, 3, 4 & 5) performed FX hedging mere on the basis of creating fi-
nancial stability, Company 1 also wanted to speculate in future currency rates to raise the
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profitability.

4.2.4 Current FX Risk Procedures
The companies’ current procedures of FX risk exposure calculations is of great importance
since it will form the basis of the data-driven application to be developed. Here, the aim
is to create an understanding of the interviewed companies’ current procedures for FX risk
quantification, to strengthen the understanding of the required functionality of the system.

Time Interval The time interval of FX risk exposure calculations di�ered from company to
company. While Company 1 performed risk exposure calculations once every month,
the frequency varied in Company 2, 3, 4, and 5. This is mainly due to Company 2,
3, 4 and 5 being company groups. Within these company groups, the data collection
was mainly conducted in the individual company and the data was thereafter reported
to the group treasury. Depending on the individual companies’ annual sales, foreign
trade ratio and more, they had a given time period ranging from one to four months
in which they had to send their data to the group treasury.

Data The data needed to asses a company’s FX risk exposure depends on what type of risk
quantification they desire. While some (Company 2, 3 & 4) use the net revenue of each
currency, others (Company 1 & 5) use other measurements such as correlated prices of
raw materials and volatility.

In all of the cases, data from ERP, treasury, accounting systems as well as from banks
will have to be collected. In the case of additional factors such as correlated asset prices,
third-party data will have to be collected as well.

Assessment To asses what currencies to hedge, all companies 1-5 calculate the net revenue for
each of them to use as a basis for the assessment. The larger the net revenue, the higher
the risk. However, there exists no general approach of assessing the net revenues, nor
the additional data such as correlated prices, since risk is subjective and based on an
individual’s or a company’s risk aversion1.

4.2.5 Current Challenges in FX Hedging
The information gathered during the interviews was consolidated and analyzed to discern
key problems that the interviewees currently have with their FX risk exposure quantification.
The following key problems were identified:

Lack of common goal with hedging The results presented in Section 4.2.3 and 4.2.4 indi-
cated that the interviewed companies had di�ering reasons for their work with FX
risk management. This indicates that there currently is no agreement on what would
be the optimal method regarding FX hedging strategy and FX risk quantification.

1In economics and finance, risk aversion is the tendency of people to prefer outcomes with low uncertainty
to those outcomes with high uncertainty, even if the average outcome of the latter is equal to or higher in
monetary value than the more certain outcome. [38]
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Large amounts of interfaces Interviewees stated large amounts of interfaces as one of the
primary reasons for not incorporating assisting software when quantifying their FX
risk exposure. According to company 2, 4 and 5, they are currently in the search of
a similar system, but the cost of integrating ERP, treasury, accounting and banking
systems is currently too high for the FX risk exposure systems to be valuable. Note
that company 2, 4 and 5 are company groups and also the largest companies included
in this research. Due to the fact that these enterprises are company groups, integration
of subsidiaries’ systems is also needed, resulting in greater costs of integration.

Interviewed companies with multiple subsidiaries (Company 2, 3, 4 & 5) reported that
individual companies in the group use di�erent service provides for ERP, accounting,
treasury and banking system. Resulting in an exponential increase in the need of inte-
gration. Today they often use spreadsheets as an export format of data during internal
communication to solve the problem. Company 2 also stated that this internal manual
transfer of financial data sometimes can be a source of error and uncertainty.

Uncertainty of data Uncertainty of data was determined to be a factor complicating au-
tomation of FX risk quantification. As invoices and deliveries sometimes are entered
incorrectly, all interviewed companies 1-5 reported that current financial data retrieved
from their systems can be misleading without context. To prevent this, all the com-
panies performed manual inspection of the data in some capacity before exporting to
other information systems.

Lack of authority during creation of hedging strategy All interviewed companies 1-5 reported
that the policy for hedging and FX risk exposure is set by the board, and had not been
revised in a long time. This gives the treasurer, CFO, and other related parties less
incentive to actively work with improvement of their FX risk management strategy, as
it gives them less room for their own ideas.

4.2.6 Requirements Analysis
The requirements analysis process is performed to transform the stakeholders’ views of their
desired services into a technical view of a required product that could deliver those services.
In this process, one should aim to find and resolve conflicting requirements [8], and to form
the basis of the upcoming phases in the CRISP-DM process model. For this case study, a
minimum requirements analysis was conducted in order to form the basis of a GUI prototype
to validate the findings from the study of Unit A. The GUI prototype is presented in Figure
4.3.

In Figure 4.3 a numerical FX risk quantity is represented over time in a diagram. The data
used in the mock-up is randomly generated and has no association to any of the interviewed
companies. In the case of this case study, the desired quantification was not unanimous and
therefore we have avoided to explicitly name the quantification measurement in the diagram.
However, since the data generally is uncertain and in many cases based on forecast and in-
voiced, we have represented the uncertainty of the future by creating three di�erent expected
outcomes, namely the green, orange and red curves.

In the upper left corner of the GUI prototype there are check boxes for di�erent cur-
rencies to include in the diagram. This is based on the current procedures of companies
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monitoring di�erent currencies more or less. In the upper right corner there are two switch
boxes named “Forecast” and “Show transactions”. The forecast switch box, currently acti-
vated, is there because not all companies wanted to quantify their future FX risk exposure,
and thereby only the current, meaning that forecast should not be included. The exposure cal-
culated according to the forecasts are to the right of the horizontal marking named ´´Today”
and colored green, orange and red. Due to the uncertainty of forecasts, and thereby the results
of the data-driven application, the uncertainty of the outcome is represented with this color
schema. Depending on what type of exposure quantification will be used, red may either be
the worst outcome, or the best. The switch box for transactions, currently not toggled, is a
desired functionality by company 2, where the explicit due dates of all transactions is marked
in the diagram according to their date and volume.

The lower part of the GUI contains two frames with numerical FX risk exposure quan-
tifications. The one to the left presents the risk exposure of each currency in relation to the
company’s main currency. In the case of the GUI, the assumption that all companies used
Swedish Crowns (SEK) as their main currency was made. To the right, the total exposure of
all currencies in relation to the main currency is presented.

Figure 4.3: The created mockup used to validate the business under-
standing and the use of the system with the stakeholders.

Interviews were conducted to validate the requirements of the system by presenting and
discussing the GUI. During this validation process, additional requirements were added to
the GUI, namely the numerical exposures in the lower part of the GUI. The GUI presented
in Figure 4.3 is the final revision which was approved by all of the companies.
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4.3 Data Understanding
Data understanding is the process of examining available data and analysing its surface prop-
erties. This includes surface properties such as quantity and format of the data [20]. In data-
driven applications the process of understanding the data is crucial, as data only is useful if
it has potential to discover knowledge or reveal information [9].

4.3.1 Interfaces
To gather information about data availability, we decided to investigate the possible sources
of data available in di�erent organizations. Interfaces for data transfer of the identified
sources were then examined.

Figure 4.4: The system context in relation to the three identified
stakeholders (marked in green) within each customer organization
as well as to their internal data interfaces.

Companies 2-5 reported a lack of common interfaces for transmission of financial data.
Company 2 stated that subsidiaries often use di�ering software for accounting and forecast-
ing purposes, and therefore use spreadsheets as a medium for data transfer internally. The
speadsheets are mostly transferred through email, which often causes problems related to
version control and simple errors in data entry. The process of transferring data through
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spreadsheets as email attachments is also time consuming compared to options such as a
shared database or requests via API. As the organization of Company 2 consisted of mul-
tiple subsidiaries, they did not have directly access all operational data of their respective
subsidiaries. They were therefore heavily reliant on reports constructed by the subsidiaries
to gather information concerning their operations. They however stated that it would be
possible to construct such an integration with their ERP systems, that would allow for di-
rect access to operational data. Their banks did not provide interfaces for easy access to
financial data due to security concerns, and they did not consider it possible to develop such
an integration with their current banks. Their accounting systems did not provide data as
easily retrievable as their ERP systems, but they considered it possible to develop such an
integration.

To reduce the amount of time spent on aggregating financial data from subsidiaries, mul-
tiple interviewed companies suggested the use of a standard interface for data transfer. This
interface would have to be compatible with common ERP (Enterprise resource planning) sys-
tems and accounting systems. Figure 4.4 presents a context diagram for the FX risk exposure
applications based on this information.

4.3.2 Available Data
To calculate the net values, the system needs historical records of sales and purchases to calcu-
late the historical FX risk exposure, and the forecasts of sales and purchases to calculate the
current and future FX risk exposure. Furthermore, to calculate measurements associated with
the volatility of each currency, historical and current exchange rates must also be gathered.

To further concretize the availability of data in the domain of financial decision support
tools, the current information transfer process of Company 4 was studied as part of their
interview.

ERP Systems
ERP systems are business suites used to manage organizations’ day-to-day activities. Their
main advantage is that they can combine multiple di�erent processes such as accounting,
supply chain operations, and warehousing using common databases. This reduces the oc-
currence of problems such as data duplication and double maintenance that may otherwise
occur with the use of multiple di�erent systems for these functions [7]. Due to the variation
in what business functions organizations need, ERP systems used in large organizations are
often customized to fit the organizations needs [29]. This means that organizations can cus-
tomize their ERP systems to include functions for exportation of data in various formats, as
all their data is stored in a common database.

Company 4 stated that their ERP systems as well as other common ERP systems were
able to export data in various formats. Many ERP systems can therefore be considered able
to export data in a format usable by the system this thesis concerns.

Accounting Systems
The interviewees di�ered regarding which accounting systems they used. Common account-
ing software used in large organizations include Fortknox [2] and Visma [5]. Both Visma and
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Fortknox supports development of customized software integrations, which could provide a
channel for data collection for the system [2] [5].

System for Extraction of Financial Information
The use of an external source of data is necessary to collect real-time data of currency pair
rates. As FX data and current prices of financial instruments are publicly available through
financial institutions, it was determined that this data can be collected from an external
source. An example of a free-to-use tool for gathering FX data is fixer.io [1]. FX data was
deemed time-critical, as the prices of financial instruments and currencies need to be up-to-
date for the system to be useful for decision making.
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Chapter 5

Results Unit B: Detailing CRISP-DM (RQ2)

In this chapter, we will present the data collected when studying unit of analysis B (Unit B),
i.e. when interviewing the data scientists, developers and IT consultants.

The interviews were divided into four separate sections. During the first section, i.e.
“Ìntroduction”, we discussed questions Q1 and Q2. Thereafter, during “General Approach”
we discussed Q3 til Q8, during “Domain Specific Approach” we discussed Q9 and Q10, and
during “E�ects of Prototyping” we discussed Q11. Lastly, we validated the previous findings
from Unit A and Unit B by discussing Q12 and Q13. This chapter is structured accordingly,
Sections 5.1–5.4 summarize the interviews whereas Section 5.5 synthesizes the results.

Introduction Discussing the interviewee’s professional and CRISP-DM related experiences
(Q1-Q2).

General Approach Discussing the interviewee’s approach to each of the CRISP-DM phases
(Q3-Q8).

Domain Specific Approach Discussing if and how the approach would change with the iden-
tified characteristics of the problem domain (Q9-Q10).

E�ect of Prototyping Discussing if and how the approach would change with the goal of
prototyping in the domain (Q11).

Validation of study Discussing the previous interviewees statements to validate our previous
findings. (Q12-Q13)

5.1 Introduction
In this section we will present the interviewees’ professional and CRISP-DM related experi-
ences. The data in this section is derived from the interviewees’ answers to questions Q1 and
Q2. See Table 5.1 for a summary of the information.
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Table 5.1: Summary of the selection of interviewees. Abbreviations
used in this table: Financial Technology (FT), Data Science (DS)

Interviewee Professional Experience Education CRISP-DM Experience
P1 DS, FT M.Sc. Engineering No previous knowledge
P2 AI/ML, FT M.Sc. Engineering No previous knowledge
P3 It consultancy M.Sc. Engineering No previous knowledge
P4 FT M.Sc. Engineering No previous knowledge
P5 AI/ML consultancy M.Sc. Engineering No previous knowledge

P1 Interviewee P1 has a master’s degree in engineering and professional experience work-
ing with data science and modelling of financial support tools in the tech industry. P1 had
no previous knowledge of CRISP-DM, he however stated that his current workflow is very
similar to that proposed by CRISP-DM and utilizes the same ideas.

P2 Interviewee P2 has a master’s degree in engineering and professional experience in
working with data-driven applications within the healthcare and financial domains. Prior
to being presented to this master thesis project, P2 had not heard about the CRISP-DM
process model. However, P2 adds that he utilizes the same general workflow as provided by
the model.

P3 Interviewee P3 has a master’s degree in engineering and professional experience work-
ing with project-based development on a consultancy basis. Prior to the interview, P3 had no
knowledge of the CRISP-DM model. He, however, stated that it shares a similar workflow to
that which he uses when planning projects. P3 states that in his current work, the data-related
processes are designated to a team with the sole purpose of handling data-related issues, and
he therefore has less experience working with data understanding and preparation than that
of a data scientist.

P4 P4 has a master’s degree in engineering and some previous experience in developing
data-driven applications, though he today mostly work with conventional software develop-
ment. He has previously worked as full stack developer within the financial sector in Sweden
and currently works as a developer in Denmark focusing on government technology. Prior to
the interview, he had no knowledge of CRISP-DM, but said that the overall structure seemed
reasonable when developing data-driven applications.

P5 P5 has a master’s degree in computer science and is the founder and CEO of an AI/ML
consultancy. As a consultant, she has worked with development of data-driven applications
within multiple industries, but mainly the financial. Prior to the interview, P5 had not heard
about the CRISP-DM process model, but found the phases to be closely related to the one
used in her firm.
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5.2 General CRISP-DM Approach
In this section we will present key takeaways from the discussions regarding a general ap-
proach to each of the phases of CRISP-DM. These discussions are based on questions Q3 to
Q8. For each question, we present a summary followed by a list of the identified codes. We
describe the codes and provide a synthesis in Section 5.5.

5.2.1 Business Understanding
In this section we will present the key takeaways of the interviewees’ approach when working
with business understanding, i.e. the answers to question Q3.

P1 P1 states that his need for development of data-driven models commonly is requested
by other departments in his organization in need of a solution for a specific business prob-
lem. His department is then tasked with this process, which he states starts with a rigid
business understanding. The first step of his business understanding is to discuss the case
with colleagues within his own department. To fill any gaps in knowledge, he might then
seek out domain experts from other departments of the organization that can provide more
information about the business purpose and requirements of the model. Depending on the
complexity of the business problem, he either gathers involved stakeholders for a rigid dis-
cussion of the expectations and requirements, or seeks out specific stakeholders for informal
discussion with the aim of filling his gaps in knowledge.

Identified Codes Stakeholder analysis, Define Purpose, Align Environment, Domain Specific
Problems, Business Requirements Analysis, Consult Domain Experts

P2 According to P2, business understanding is one of the most important phases in the
development of data-driven applications. Additionally, he says “It’s important to keep in mind
there exist data scientists on various business levels. Some are more R&D-related data scientists, for
whom this phase might not be as important. For me, generally working in start-ups, where the end
goal it to provide the end-customers with something valuable, this is everything.”. However, he also
adds that the definition of business understanding is highly dependant on the purpose of the
model under development.

In general, P2 first tries to identify who has the knowledge and expertise needed to im-
plement the model. Development projects of data-driven applications does in general not
only consist of software engineers and data scientists, but also personnel with widely spread
knowledge within the domain. He states that additional areas of interest might be finance,
marketing, legal, healthcare, etc. Depending on if the project is ordered internally by a di�er-
ent department, or a customer, or if you come up with the idea yourself, it might be more or
less di�cult to identify all stakeholders. P2 adds, “Usually I try solving this issue by conducting
an interview with the person I assume has the broadest knowledge within the specific domain.”.

When trying to define the purpose of the model, P2 generally tries to define a single brief
use case describing the functionality of the model and its value, e.g. “This model will increase
a corporation’s financial security by predicting future cash flow”. By doing so, you can use this
short definition of the model to investigate which stakeholders obtain direct value from it

45



5. Results Unit B: Detailing CRISP-DM (RQ2)

and sometimes even identify new stakeholders, he adds. However, creating such a use case
might be hard since it often requires deep understanding of the business domain.

At the end of the business understanding phase, it should according to P2 be possible
to define high-level business requirements. However, defining technical requirements at this
stage it not really possible. Defining technical requirements in the domain of data-driven
applications usually requires adequate data understanding. Validating high-level business
requirements can be done in multiple ways, but creating some kind of high-level sketch, GUI
mockup or diagram might be suitable.

Identified Codes Stakeholder analysis, Define Purpose, Domain Specific Problems, Business Re-
quirements Analysis, High Level Design Prototype

P3 Interviewee P3 states that in his experience, starting very broadly when understanding
the business needs of his customers is a successful approach. He often begins by defining the
top-level goals of the client’s system via the use of workshops with relevant stakeholders.
The goal of this being to identify the overarching system goals, which he then tries to break
down into system requirements. These system requirements are then validated via a second
workshop with the stakeholders, where the requirements are presented in the form of user
stories with the goal of ensuring that all the required functionality is supported by the system.
Identified Codes Stakeholder analysis, Define Purpose, Business Requirements Analysis, High Level
Design Prototype, Workshop

P4 According to P4, business understanding means understanding the core and the value
drivers of the business the system is meant to be used by or applied on. P4 adds, aspects
such as how the business itself generates customer and monetary value and how the system
a�ects that process is important to keep in mind. Which parties should be involved in the
process of understanding the business is highly dependent on what system or model is under
development. Due to his current profession with a focus on government technology, much
of the business understanding has to be conducted prior to tender o�ers. In some cases,
analysing the business prior to tenders might be di�cult due to lack of early stakeholder
participation.

P4 have also experienced the di�culty of truly understanding the business purpose. Ac-
cording to P4, the di�culty can usually be explained by the stakeholders’ lacking technical
expertise in the customer segment. Similar di�culties may also be due to stakeholders using
old or obsolete systems as a point of reference when discussing the purpose of future models,
and thereby failing to express the true needs.

Identified Codes Stakeholder analysis, Define Purpose, Domain Specific Problems, Business Re-
quirements Analysis, Legacy Systems

P5 In general, when developing models as a consultant, the business case of the model is
already stated. This means according to P5 that “[. . .] we generally can start working on the data
understanding phase straight away.”. However, in order to understand if and when the model
performs well enough, it is important to understand the business requirements and values of
the model.

To ease the understanding of data exploration some sort of data dictionary1 might be

1a dictionary mapping data to its attributes and description
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needed. This can either be provided by the company itself or created by interviewing data
domain experts.

Identified Codes Define Purpose, Business Requirements Analysis, Data Dictionary

5.2.2 Data Understanding
In this section we will present the key takeaways of the interviewees’ approaches when work-
ing with data understanding, i.e. the answers to question Q4.

P1 In his interview, P1 states that the data used in his work is often user-generated in
some way. He therefore does not necessarily turn to a domain expert nor a data scientist
to gather more information when analyzing data. Instead, he often turns to the source of
the data generation, in his case the users of various systems. The motivation behind this
is that it sometimes can be di�cult to determine whether anomalies in the data is caused
during its creation, or during transformation somewhere before it reaches him. Discussion
with the users and seeing their workflow when generating the data can therefore be helpful
to understand both the users’ needs and their motivation behind what they do. In some cases,
it can be that the cause of the error is that the user purposefully uses a system in a way not
aligned with the software’s purpose, due to it being impeding to their own work. In this case,
the easiest fix might be to adjust the existing software so that its data output suits both the
direct users of the software as well as future modelling using the data.

To facilitate the process of understanding data, P1 suggests using a top-down approach
during data exploration, ”Start by analyzing data on a macro-level, and successively work your
way down to a more granular level”. The reason for this, he states, is that outliers often have less
impact on larger data sets, and relations can be more obvious compared to when analyzing
smaller data sets. Using a top-down approach therefore lets you understand the high-level
relations and use that knowledge when exploring the data on a more granular level.

Identified Codes Current Procedures, Data Exploration, Align Environment

P2 When acquainting himself with data to be used in the model, P2 generally does not
use a specific method. Instead he uses more of an ad hoc exploratory analysis strategy, but
this also depends on how the data is stored and structured. In P2’s case, most of the data he
has been working with has been stored in di�erent SQL databases. He recommends other
persons in similar situations to create Jupyter Notebooks and exploring the data by writing
queries and plotting diagrams of various kinds. According to P2, this will hopefully bring
an understanding of “What kind of data we’re working with, how much data we have and the
characteristics of it”. By plotting the data using di�erent explanatory and descriptive data sets
will hopefully also bring an understanding of how the data is correlated and what seems to
be reasonable values.

According to P2, it is also highly important that you acquaint yourself with the statisti-
cal data prior to exploring it using plots. That involves studying values such as the means,
variances, and distributions of the di�erent data sets. For example, financial data is usually
exponentially distributed which might be important to keep in mind. Data of such kind
might be easier interpreted by, e.g. plotting it as logarithms or in ranges.

P2 also recommends that people participating in the Data Understanding phase make
use of already existing packages for analysis of the data. He says “There exists a great amount
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of free packages people can use when acquainting themselves with the data sets. Python, for example,
has Seaborn which I use a lot.”. Making use of similar packages will according to P2 drastically
reduce the time needed to get an overview of the data you are working with.

Additionally, P2 emphasizes that it is hard to realize when to move on to the next phase
and the importance of iteratively moving between business understanding and the data ex-
ploration. He says “The arrows in CRISP-DM is actually quite misleading. In real life, you move
between the phases as new knowledge gaps arise. However, all of the phases exist – it is just that they
might be conducted in a di�erent order.”. Finding alternative solutions or other variables which
might add predictive value is not unusual. Since they might be of greater value for the stake-
holders than the first idea, it is important to have continuous contact with the stakeholders
regarding the progress and new insights.

Identified Codes Data Exploration, Exploration Scripts, Data Requirements

P3 As P3 is not directly involved in the data extraction process, he does not have that
much experience of concrete steps to use for data exploration and extraction. Instead, in his
experience, data understanding is the process of ensuring that interfaces for data retrieval
as well as extraction are available. P3 prefers to use a workshop-like approach, where he
discusses data requirements and availability with relevant stakeholders, to collectively figure
out an optimal way of designing the data structure of the system.

Identified Codes Data Exploration, Data Workshop, Model Requirement Analysis, Business Re-
quirements Analysis

P4 When understanding the data, P4 usually first specifies the origin of the data. He says
“It’s important to understand the origin of the data in order to clarify what process causes the data
generation and thereafter how it should be interpreted and used”. Secondly, you should consider
the data format prior to moving on to e.g. statistical data exploration. With statistical explo-
ration, P4 means investigating statistics such as what values occur most often and how the
data is distributed. This might be more intuitive when studying numerical values, but can
also be done with other types of data such as text. P4 have some experience working with text
models, and in such cases it might be of interest to study total word frequencies or bigrams2.

P4 also recommends developing data exploration scripts for the data types most com-
monly used. Scripts can be used when conducting the statistical explorations presented above
and much more. Creating scripts of such kinds may reduce the time of data exploration sig-
nificantly. P4 adds, “There exist a lot of free scripts, which very well can be used when exploring
common data types”.

Identified Codes Data Exploration, Identifying Interfaces, Data Relations & Format, Data
Causality, Exploration Scripts

P5 When working with data understanding, P5 usually starts with exploration of a sub set
of the data which will be used by the model in production. This will generally be the set of
data used in a proof-of-concept (PoC). Firstly, studying the quantity and quality of the data
and thereafter statistical values such a correlation, causality, etc.

Identified Codes Data Exploration, Data Causality, Data Relations & Format, Proof-of-concept

2A bigram is a pair of consecutive written units such as letters, syllables, or words.
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5.2.3 Data Preparation
Data preparation is the process of cleaning and preparing data for use in the modeling phase.
This includes activities such as removing duplicates, missing values, and possibly any outliers
[6].

The purpose of data preparation is to ensure that available data is structured in a way
that is useful for the purpose of the model. Depending on the source, raw data may contain
noise, there may be values or attributes missing, and data originating from multiple sources
may contain conflicting values. The various forms of errors that may need correcting are
vast. It is therefore necessary to manually inspect and analyze what attributes and values
are wanted and which are redundant or faulty. This process should preferably be conducted
by a data scientist, as it requires a good understanding of the relationships between fields,
attributes, and values. To successfully prepare data, it is vital to ensure that the previous steps
of the CRISP-DM model have been adequately performed. A good business understanding
is vital to be able to understand how the data may be manipulated without corrupting the
data through errors such as wrongfully discarding values or drawing false relations between
entries. Data understanding provides knowledge of the source of data, and its reason for
inclusion in the model [55].

P1 During discussion of problems that arise when working with multiple interfaces, inter-
viewee P1 stated that an important factor to consider is standardization of interfaces. When
developing you should strive to integrate as much of the transformation of data as possible
into the data model, and therefore minimize the amount of transformation that is needed be-
fore the data enters the model pipeline. When asked about how this can be handled when you
have multiple di�erent interfaces producing similar data, interviewee P1 stated that there are
two options. One way of handling it is to develop a standard interface that only allows input
following a well-specified structure. This requires the data stemming from other systems to
be transformed before being imported to the software database to follow the standard struc-
ture. A drawback of using this approach is that it shifts the responsibility for transformation
of the data to its origin. It is therefore more di�cult to ensure that the data is transformed
correctly and that there is a stringent method of data preparation. This method can be useful
when there are a large number of di�erent formats for data representing the same values.

The second approach is to develop multiple di�erent bridge-interfaces that serve to trans-
form data from their original form to the form desired in the software database. This might
increase the amount of work necessary to prepare data, but gives the data scientist working
with data preparation more control over how the data is transformed before it enters the soft-
ware database. This approach can be more time consuming, as it can require development of
multiple interfaces for importing data.

Identified Codes Identifying Interfaces, Data Warehouse

P2 P2 points out that it is important to keep in mind that the data you initially retrieve is
often of bad quality. It might be due to bugs in the application posting the data, because of
human errors of any sort, or something else. Therefore, sanitation of data is of great impor-
tance. With adequate domain knowledge, gained from the business understanding phase, it
should not be too hard to identify incorrect outliers when for example plotting the data. P2
also emphasises the importance of iteratively moving between the data understanding and
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preparation phases, i.e. repeating the process of retrieving, exploring and sanitising the data.
P2 adds that in a start-up, validating all interfaces, data sources, etc. might not be needed

since everything needed for the model usually is easily accessible as well as stored and struc-
tured in the same way. However in larger corporations, especially company groups, validating
the desired flow of data might be needed to make sure everything is taken into account when
moving on to the data preparation phase.

Identified Codes Data Sanitization, Data validation

P3 P3 states that he does not have that much experience working with actual data prepa-
ration, as they have a team designated for the task. He does however state the importance
of ensuring that the data understanding is adequately performed and that the desired data
structure and format is verified with relevant stakeholders as soon as possible. He states that
in larger projects, extraction of data can often be a demanding task as it is dependent on
external interfaces for data retrieval.

Identified Codes Identifying interfaces

P4 According to P4, the data preparation needed may vary depending on the findings
from the data understanding phase. But in most cases you have identified some problems
with the data which you will have to solve. In the case of smaller data sets, it might be possible
to sanitize the data manually, but in most cases automated sanitization is needed. He adds
“[. . .] especially in the case of machine learning, the idea is to scale the product using a continuous
flow of new data. It is usually not possible to have employees manually sanitizing the data when the
model is deployed.”, emphasising the importance of automated sanitization scripts. Automated
sanitization scripts may according to P4 include functionalities such as reformatting data and
data filtering.

In the case of data-driven applications, some sort of labeling or encoding of the data is
also needed. P4 says “In some cases, it is possible to automate this process as well but in many cases
human interaction is needed in order to at least verify the labeling.”.

The last to consider is the final format of the data, P4 says. The model will have some
sort of input, and it is essential that the data is formatted and structured in the correct way
prior to moving on to the modelling phase.

Identified Codes Data Sanitization, Data Categorization and Encoding, Sanitization Scripts

P5 P5 emphasises the importance of an iterative workflow between data understanding
and exploration, and data preparation. When preparing the data you might find the specific
data set to be too small for the purpose of the model, or of too bad quality. This means that
you will have to reverse the process and find alternative solution paths. Additionally, data
exploration, which is the most important part of data understanding, is not possible without
first collecting the needed data. Data preparation also includes actions such as categorization,
encoding and sanitization of the data. The amount of work needed for each of these actions
is highly dependant on the data and what modelling technique will be used.

During data preparations, it is also important to investigate the sensitivity of the data. Es-
pecially within the domain of financial technology, the data is retrieved from a large amount
of data warehouses. P5 adds “To study the sensitivity of data sources and data sets is important. It
might be investigating whether it will be di�cult to obtain a real-time data flow in the future.”. P5
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also stresses the fact that in many cases within the financial industry, data owners are not
willing to mediate data due to regulations such as GDPR, or other factors.

Depending on what type of data is used and the origin of the data, it might be feasible to
create a final data warehouse when finalizing the data preparation phase. However, in some
cases due to the data owner issues stated above, it might not be possible to collect and store
all the data in-house.

Identified Codes Data Exploration, Data Sanitization, Data Categorization and Encoding, Data
Warehouse, Data Quality, Data Relations & Format

5.2.4 Modelling
In this section we will present the key takeaways of the interviewees’ approaches when work-
ing with modelling, i.e. the answers to question Q6.

P1 P1 states that in his experience, selection of modelling techniques can often involve
multiple stakeholders. The reason for this being that the data team often has a good under-
standing of what techniques can lead to what results, and the business team that requested
the model has a good understanding of their requirements. When the previous phases of the
process model have been completed, there can however still be some decisions left to make.
He states that his team sometimes can gain valuable understanding during the data collection
and understanding process that can lead to them making suggestions for other models than
were initially required, if they believe that it might be of more value to the team.

Identified Codes Selecting Modelling Technique, Multiple Models

P2 According to P2, many of the problems in the modelling phase are created due to a
lack of understanding of the causality of the data. By not including causality, the model will
often only work when using the exact same data as during the learning phase. P2 adds “It’s
important to understand the data generation process, and what causal relationship have caused the
data.”. The causal relationship can either be included in the model, or be used merely to
evaluate and better understand the model’s output.

P2 points out that the process of identifying causal relationships can sometimes be rela-
tively easy when studying mathematical or physical events. However, when building models
within the domain of healthcare or financial services, it may be very di�cult. He says “Models
often fail, and even so when taking causality into account. However, if you do not take causality into
account, it is almost certain it will fail at some point of time.”.

Identified Codes Data Causality, Selecting Modelling Technique

P3 According to P3, one of the most di�cult parts of modelling is understanding when
the model is good enough for use. To handle this, he tries to set clear target goals before
beginning to work. He states that an important factor to consider is that there always exist
ways of improving the model. However, you need to realize when you have done a good
enough job and could rather be spending your time on tasks with greater return regarding
the end users satisfaction with the system.

Identified Codes Define target metrics, 80/20
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P4 According to P4, the first thing to do when starting the modelling phase is to research
what type of modelling techniques have been utilized successfully in the same domain with
similar data. By doing so, you may drastically reduce the time spent in the modelling phase.
P4 adds “It might be useful to investigate the e�ectiveness of multiple modelling techniques, but by
investigating similar projects in the domain you might at least get some idea of what should work and
rule out some others.”.

Identified Codes Selecting Modelling Technique, Multiple Models, Previous Models

P5 According to P5, it might be needed to further specify correlations and causality of the
data when working on the model. However, most of these investigations should be conducted
prior to the modelling phase.

Prior to starting the model building, P5 suggests dividing the total data set into three
sub sets, namely (1) Training data set (2) Evaluation data set, and (3) Testing data set. The
idea of splitting the data into three sets is to train and evaluate the models on the same basis
utilizing data sets 1 and 2, and lastly conducting a final testing of the best performing model
utilizing the third data set. We note that this approach to splitting the data set is in line with
established best practices in data science.

During the modelling phase, it should be decided what top level features should be im-
plemented during this iteration. As the features are decided, it is time to investigate what
algorithms and modelling techniques could be used in order to create them. A good practice
is to build and later evaluate multiple algorithms and modelling techniques in order to asses
which are the best suited in this case.

P5 adds “The work when developing data-driven applications is truly iterative. However, it is at
this phase the work turns more straight forward. Here, you have to decide what features to include
and what models to build and test.”.

Identified Codes Data Causality, Selecting modelling technique, Data Subsets, Multiple Models

5.2.5 Evaluation
In this section we will present the key takeaways of the interviewees’ approaches when work-
ing with evaluation, i.e. the answers to question Q7.

P1 Interviewee P1 stated that one shortcoming of the original CRISP-DM model is that
it emphasizes validation as a step to be conducted after the modeling phase. The interviewee
on the contrary pointed to the need for continuous validation through all steps of the process
model. The interviewee also stated that an important aspect to consider when validating the
system model is that feedback can originate from multiple di�erent instances. One example
of this is that the use case of the development can make feedback from one stakeholder more
important than feedback from another. It is therefore important to consider this when eval-
uating the system model. The interviewee therefore suggests that evaluation can be a part of
all steps of the CRISP-DM model, instead of a separated entity.

The interviewee also states that evaluation can have multiple di�erent goals depending
on the context. It is therefore important to clearly state what the goal of the evaluation is
before it is conducted. This is also an aspect that can be improved by conducting validation
after each step in the CRISP-DM model, e.g. evaluating the business understanding after it
is conducted to ensure that it was adequately performed.
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Identified Codes Continuous validation, Validation & Verification, Model Metrics

P2 According to interviewee P2, the evaluation phase of CRISP-DM can be divided into
two di�erent types of evaluation, i.e. evaluation of the business requirements and evalua-
tion of the model itself. This however, di�ers from the standardized view on evaluation in
the CRISP-DM model, where evaluation refers to mere evaluation of the model and process
themselves [19, 46].

Regarding evaluation of business requirements, P2 says “It’s important to conduct validation
in order to conclude whether the model is good enough to create the business values which initially
started the project”. Thus, it is important to closely relate all the evaluation activities to the
domain knowledge previously obtained during the business understanding phase, and assur-
ing that knowledge is correct. The iterative movement between interviewing stakeholders
and e.g. understanding the data and building the model is usually due to the assurance of the
domain knowledge.

With evaluation of the model, P2 refers to model metrics such as accuracy and ROC
curves3. Some of these metrics should be based on the business requirements and be the
final decision whether the model performs well enough to be deployed, and some may be
mere technical metrics such as response time. However, creating business related metrics
without previous validations and assurance of business requirements may lead to misleading
evaluations of the model.

P2 also stresses the di�culty of determining when the model performs well enough and
how it will perform in the future. He says “It is hard to know how well the model will perform in
real-time environments. [. . .] Especially since the characteristics of data changes over time, and this is
especially true for the financial market.”. Thus, before moving on to deployment, he recommends
determining which model metrics and thresholds should be monitored when the model is in
operation. The thresholds can be used to decide if and when it should be taken out of use
and they should therefore be closely related to the business requirements.

Identified Codes Model metrics, Future Acceptance Criteria, Validation & Verification, Con-
tinuous Validation, Monitor Acceptance Criteria

P3 Interviewee P3 states that evaluation of the development process is something that he
often does along with the other phases of the CRISP-DM model. In his experience, it is often
useful to validate the findings of each step with stakeholders as soon as possible, as it both
gives the stakeholders more insights into the development process, as well as minimizing the
risk of development being headed in the wrong direction.

Identified Codes Continuous Validation

P4 Regarding evaluation, P4 states that “The best type of evaluation is some sort of model
metrics” and adds that such metrics should be closely related to the business problems defined
in the business understanding phase. However, when testing the model it is important to
keep in mind what data is used. For example, is it a fraction of the data sets which will be
used in production, is it the complete data set or just a data set generated for the purpose
of testing. P4 states that any data set may be used while evaluating the model as long as it

3A ROC curve is a plot which illustrates the diagnostic ability of a binary classifier dependant on varied
discrimination. The ROC curve is created by plotting the true positive rate against the false positive rate at
various threshold settings.
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is representative of the data used in production. By using a non-representative data set, the
model metrics will be misleading and fail to reach the needs of the stakeholders.

Other performance metrics may also be of interest in order to assure that the business
requirements are met. For example, some larger models may not be feasible when deployed.
According to P4, such limits may be due to the amount of data which needs to be processed in
a specific time frame. In order to create correct performance metrics, it is therefore important
to understand the current procedures of the business which will use the model.

Before moving on to the deployment of the model, P4 stresses the importance of creating
“[. . .] good enough criteria for the model”. P4 means that it is di�cult to create a fully represen-
tative data set when studying the model metrics. Hence, the true testing of the product will
happen as it is deployed. Thus, creating some sort of acceptance criteria for the model in
production is good practice.

Identified Codes Model metrics, Future Acceptance Criteria, Representative Data, 80/20, Veri-
fication & Validation

P5 According to P5, evaluation shall be split into evaluation and testing. The di�erence
is that all models are evaluated using the evaluation data set, and the best performing model
is thereafter tested using the test data set. When testing the best performing model, it is
important to assure that the test data set fairly represents the total data population in pro-
duction.

Regarding both evaluation and testing, P5 recommends defining model metrics closely
related to the value creating process of the model. What metrics are best suited in the case
of a specific model may depend on the data, modelling technique, and much more.

Identified Codes Model metrics, Validation & Verification, Data subsets, Representative Data

5.2.6 Deployment
Deployment refers to the process of constructing a strategy and plan for the deployment of
the final product [20]. The deployment strategy should include a plan for monitoring and
maintenance of the data and the model. A poorly developed plan for deployment can lead to
issues with periods of incorrect usage of data, as the product user might not fully understand
its use. A final report of the development process can be included in the deployment process,
as it provides useful insights in the system model for its users.

When prototyping, a plan for deployment might not always be necessary. It can however
be useful to prototype with deployment in mind, to facilitate reuse of the prototype in an
eventual final product. Making a report of a prototyping iteration can also be useful, as it
can serve as documentation in future work. A final report of a prototyping iteration does
not however need to be as comprehensive as a final report of a data mining process due to
the often short time period being spent on a prototyping iteration.

P1 As the models developed by P1 often are created by request of other departments
within the company, metrics for use after deployment are sometimes not of the utmost im-
portance. Instead, they often rely on user feedback to complement their own evaluation of
the model.

P1 also states the importance of understanding that deployment rarely is the last step of
the development of data-driven applications. In his work, he often deploys a model once he
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feels that it has reached a “good-enough” state, and often returns to it in the future to both
make improvements and to often reuse parts of the model in new applications.

Identified Codes Plan for Reassessment of Model, User feedback

P2 In Section 5.2.5 Evaluation, P2 mentions that the characteristics of data changes over
time. Thus, it is important to evaluate the model, using model metrics and decided thresh-
olds, when it has been deployed. These thresholds can be used to determine whether the
model should be modified or taken out of use. Creating automatic warnings which can be
sent to the responsible parties may be useful when monitoring such thresholds, he adds.

Identified Codes Plan for Reassessment of Model, Monitor Data Characteristics, Monitor Ac-
ceptance Criteria

P3 When deploying a model, P3 states that it is important to not consider it the end of
development. In his experience, a plan for follow-up of the system is very valuable, as it
ensures that responsibility is assigned to a stakeholder to ensure the future use of the system.
P3 also stresses the importance of considering the context in which the system will reside,
and have a plan for issues such as “if an interface is to be upgraded or changed, what impact
will that have on the system model?”.

Identified Codes Plan for Reassessment of Model, System Context

P4 P4 does not have much experience in deploying data-driven applications. However,
he recommends to keep in mind the same things as when deploying any software. He finds
that there are no major di�erences in deployment of various types software. Things such as
certificates, servers and of course a working versions of the software should be in place prior
to moving on to the deployment phase.

In the case of data-driven applications, P4 says “Someone should also be in charge of moni-
toring the set up good-enough criteria.”. Failure to meet the defined needs of the customer while
in production might not be as easily identified as with conventional software.

Identified Codes Monitor Acceptance Criteria

P5 P5 stresses the fact of introducing a Service Level Agreement (SLA) prior to delivery
and deployment of the data-driven application. An SLA is a contract between the service
provider and the service user. Particular aspects of the service, e.g. quality, availability and
responsibilities, should be included in the SLA.

As the model is deployed, it is important to monitor its performance. The characteristics
of the data change over time, especially when working with financial data and for example
text data. In the case of text data, new words are created and the syntax of everyday sentences
might be changed. P5 adds “The most important thing to remember is that a model is never fully
finalized. Relearning is in almost all of the cases a must.”.

According to P5, it is also good practice to evaluate the collection and storage of real-time
data after the model has been deployed.

Identified Codes Plan for Reassessment of Model, Monitor Data Characteristics, Monitor Ac-
ceptance Criteria
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5.3 Domain Specific Challenges
In this section we will present key takeaways from the discussions regarding how the in-
terviewees would deal with the domain specific challenges identified in Section 4. These
discussions are based on question Q10. The challenges discussed were (1) Large number of
interfaces, (2) Uncertainty of data, and (3) Di�culty of defining main purpose.

P1 Large amount of interfaces: When dealing with multiple interfaces, the importance of
understanding the data increases. P1 states that he usually tries to be as flexible as possible
with regards to compatibility with interfaces required in the system context. His suggested
solution is therefore to ensure that the software can handle input in whatever format the
interface requires. This ensures that the data is not transformed in any way unknown to him
before entry into the data lake4, which otherwise might possibly be a source of error that can
be very di�cult for him to identify.

Uncertainty of data: To deal with the issue of data being unreliable as suggested by the
Unit A characterization of the problem domain, P1 suggests the creation of a data lake and
creation of a standard structure for data input. He also mentions an increased importance of
ensuring that all stakeholders are aligned as suggested by him earlier. The reason for this being
that data science and modelling in itself cannot provide a solution for data being unreliable,
and it is instead a problem best solved by discussion with domain experts to come up with a
strategy for how to deal with the issue.

Di�culty of defining main purpose: When discussing the problem of multiple definitions
of risk, and di�erent stakeholders wanting di�erent ways of quantifying it, interviewee P1
does not think the right approach is to o�er multiple di�erent ways of quantifying the data.
The reason for this being that it can be confusing for users of the system since the same data
then can give multiple di�erent outputs. Instead, he stresses the importance of aligning the
stakeholders during the initial business understanding. He states that there being multiple
“correct” outputs can lower the credibility of the model.

P2 Large amount of interfaces: When working with multiple data sources, P2 usually starts
by creating a so called “data lake”. The data stored in a data lake must not have a defined
purpose in the future model. Additionally, in the data lake all data is stored in its raw format.
Creating a data lake is always followed by the process of data quality assurance, i.e. data
sanitization. The end goal when working with multiple interfaces will always be to create a
single data warehouse 5, with the needed data structure and format.

Uncertainty of data: According to P2, it is hard to define a general approach for dealing
with uncertainty of data. In the case of FX risk exposure applications, where the uncertainty
of data originates from direct human interaction with the data, forecasts, etc., P2 says that
the best approach to ensuring data quality is do conduct a meticulous data sanitization.

P2 also advocates the idea of aligning the system environment in order to ease the process
of dealing with uncertainty of data and data sanitization. By aligning the enterprise’s view
on di�erent data sets, it would be easier to create “logical rules” to identify incorrect data
and thereby creating automated sanitization scripts.

4A site for collection of data in its raw format
5A site for storage of structured data
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Di�culty of defining main purpose: P2 had no direct idea of how to solve the problems
related to the di�culty of defining a main purpose.

P3 Large amount of interfaces: P3 has some experience working with large amounts of in-
terfaces. He says “In general, banks, ERP systems and other types of larger system providers usually
o�er some kind of sandbox environment in which you can explore the data collection process.”. Thus,
he recommends to get familiar with the individual data responses and formats prior to con-
struction of any in-house storage.

Gathering all needed data in its raw format, in a common data lake, prior to sanitization
and reformatting is a good practice. By doing so, you avoid losing important metadata. Ex-
ploring the data in its raw format is also a good practice, since it brings a better understanding
of the origin and what process generates the data.

Uncertainty of data: If uncertainty of data exists, you should according to P3 try to identify
what causes the uncertainty and ideally solve it. However, that might not always be possible.
For example, if the uncertainty of the data is related to forecasts and predictions of future
sales, as the case with an FX risk exposure application, the decision whether or not to include
such data in the model should be taken by the stakeholders. When working in the domain of
financial technology, uncertainty of data is the root cause of many problems. Nobody knows
how the future will play out, and its up to the stakeholders if the model should take such
predictions into account or not.

Di�culty of defining main purpose: When asked about the problem of there being multiple
conflicting business goals identified during the business understanding phase, P3 suggests
the need for compromises that sometimes arise during development with multiple di�erent
stakeholders. When facing similar problems in his work, he tries to make all stakeholders
agree on a common goal that can be used during development.

P4 Large amount of interfaces: P4 has experience working with a large amount of inter-
faces, and especially in the domain of financial tools. He says “At my previous employer we
used Apache Kafka for this purpose. It is a system built to help developers solve problems related to a
large amount of interfaces.”. He recommends people working with financial services to utilize
software solutions like Apache Kafka6.

Uncertainty of data: Regarding uncertainty of data, P4 emphasises the importance of un-
derstanding the origin of the data. By doing so he says, the process of understanding if and
how it may be used will be easier. Adequate data sanitization is also needed, and as he pointed
out in Section 5.2.3, automated data sanitization is preferred.

Di�culty of defining main purpose: According to P4, when trying to define complex prob-
lems to be solved by software a good idea is to partition the problem into sub-problems and
discuss how they might be solved individually. P4 adds, if one still finds it hard to solve the
sub-problem it might be suitable to investigate alternative solutions to a data-driven appli-
cation. He says “It is essential to be able to validate the result of a data-driven application. Without
understanding the problem, you cannot decide whether the model functions as desired or not.”.

P5 Large amount of interfaces: With P5’s experience in working with data-driven applica-
tions in the domain of financial services, she agrees on the issues related to the large amount

6https://kafka.apache.org/
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of interfaces. She also adds “Many financial service providers are aware of these issues and are
currently working on solutions. They’re creating data catalogs, data dictionaries, etc. However, it will
probably take a long time until these issues are fully solved.”. Prior to initializing the work of inte-
grating multiple interfaces, P5 recommends gathering all available documentation provided
by the data owner.

Unfortunately, there exists no shortcut when working with multiple interfaces. She adds
“If the data is located in an old mainframe computer, the only way of obtaining the needed data is to
gather it somehow.”.

Uncertainty of data: With adequate data sanitization, bad quality data should be removed
from all of the data sets used when building and evaluating the model. It might also be
preferable to discuss how similar issues should be handled in the real-time data flow when
deployed.

Di�culty of defining main purpose: In general, P5 does not work closely with defining the
business cases and requirements. As mentioned in Section 5.2.1, in her context, the business
case of the model is often provided by the customer prior to the project start. However,
partitioning problems into sub-problems can usually be a good practice when working with
complex tasks.

5.4 Effects of Prototyping
In this section we will present the key takeaways regarding how the interviewees would adapt
their process when prototyping models.

P1 P1 states that in his experience, his workflow is not really impacted by whether he is
prototyping a model or not. He states that the process of developing data-driven models is
already agile, and therefore is very similar to that of prototyping whether the purpose is to
develop a prototype or not.

P2 P2 says that depending on what kind of prototype is meant to be developed, the ap-
proach in CRISP-DM might be altered somewhat. For example, if the purpose of a prototype
is to investigate whether a model idea would create customer value or not, it might be good
enough to create a simple mockup. However, when prototyping data-driven applications and
models the most common type of prototype is a PoC, meaning that all of the phases have to
be conducted.

When asked why the approach does not di�er when prototyping, P2 emphasises that the
nature of data science is very similar to prototyping. Development of data-driven applica-
tions is about understanding a business problem, investigating whether there exist data to
support some kind of solution and how that solution may be implemented. He adds, “The
nature of data science is exploratory, which in many cases is the main purpose as when prototyping a
product”.

Depending on the complexity of the system and the time frame, it might be suitable to
prototype a part of the system addressing a sub-problem instead of the full system at once.

P3 P3 states that he does not have that much experience working with prototyping specif-
ically, and that it instead is something they use as a tool for validation during software devel-
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opment. His opinion is that it should not a�ect his development process much, as he believes
that development of a prototype can be seen as the first iterations of an agile workflow, where
an MVP often is created during the early phases.

P4 According to P4, the main goal of prototyping in the domain of data-driven appli-
cations is usually to check the feasibility of a solution or to explore alternatives. The least
wanted outcome when prototyping is to realise the impracticability of a solution you have
invested a great amount of time into.

P5 According to P5, when prototyping data-driven applications, the approach is quite
standardized in terms of three phases. In first phase, a PoC has to be built. In terms of
data use and functionality, the PoC is quite limited. Usually when developing a PoC, a small
sub set of the total data population can be used. For example, when building a PoC-model it
might be preferable to apply the model on a single product instead of the whole assortment of
products. In general, the approach specified in the CRISP-DM process will not be modified
to suite development of a prototype. However, the last phase, i.e. deployment, will only be
conducted if the prototype is found to be good enough to be used by the customer. If the PoC
is successful and su�ciently predictive signals can be identified, then the next phase will be
to develop an MVP.

When developing an MVP, it is important to include a larger set of data compared to the
data used in the PoC-model. Usually, during this phase of prototyping the first usable GUI is
developed accompanied by adequate back-end functionalities. As the name states, an MVP
could be used by the customer in order to obtain feedback and to validate the product as a
whole.

The final phase will include monitoring the model’s performance in production, adding
desired functionalities and expanding the data sets.

5.5 Synthesis
This section describes the results from the content analysis. First, we describe all 40 identified
codes identified in the interviews. Second, Table 5.2 maps interviewees to the codes. Finally,
we discuss patterns in where the codes were identified, e.g. contextual factors that might
have an impact.

Stakeholder analysis Investigating and mapping stakeholders of the system.

Define Purpose Defining and stating the purpose of the system.

Align Environment Ensuring that all parties are in agreement over the meaning of terms
and data relevant to the project.

Domain Specific Problems Discussing and stating domain specific challenges posed by the
problem domain in which the system resides.

Business Requirements Analysis Summarizing and prioritizing the stakeholders’ expecta-
tions on the system.
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Consult Domain Experts Consulting domain experts to gain deeper knowledge of the do-
main in which the system resides.

High Level Design Prototype A prototype of the system showcasing the desired use and
functionality of the system, e.g. design sketch, mockups, use cases etc..

Legacy Systems A system considered outdated in relation to the system model.

Data Dictionary Creation of a dictionary mapping data to its attributes and description.

Current Procedures Investigating and specifying current procedures used to fulfill the busi-
ness purpose of the system.

Data Exploration The process of exploring the data set to gain a deeper understanding of its
characteristics.

Exploration Scripts Scripts used to automate parts of the exploration process.

Data Requirements Condensing the business requirements into data requirements.

Data Workshop A workshop with the specific purpose of investigating available data.

Identifying Interfaces Identifying available and necessary interfaces that the system will in-
teract with.

Data Relations & Format Investigating the relations among data as well as its format.

Data Causality Investigating causality relevant to the data set.

Proof-of-concept A low level design prototype used to showcase the feasibility of the ap-
proach.

Data Warehouse Creation of a structured database that contains all data required by the
system

Data Sanitization Cleaning and formatting of an unstructured data set.

Data Validation The process of validating data.

Data Categorization & Encoding The process of labeling data.

Sanitization Scripts Scripts used to automate parts of the sanitization process.

Data Quality Investigating data with regards to quality requirements, such as the ESS stan-
dard.

Selecting Modelling Technique The process of selecting modelling techniques to use in the
modelling phase.

Multiple Models Creation of multiple models rather than a single one.

Define Target Metrics Stating the threshhold values that the model’s evaluation metrics need
to reach.
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80/20 A theory stating that 80% of the work requires 20% of the total e�ort, and the remain-
ing 20% of the work requires 80% of the total e�ort.

Previous Models The usage of experience gained in previously developed models.

Data Subsets Dividing the data set into smaller subsets.

Continuous Validation To conduct validation in smaller sub steps rather than validating as
a separate phase.

Validation & Verification The di�erence between evaluating the usability of the system (Val-
idation) and the functionality of the system (Verification).

Model Metrics The metrics used to measure the success of the model.

Future Acceptance Criteria Treshhold values used to ensure that the model does not de-
grade to the point where it is no longer useful.

Monitor Acceptance Criteria The process of evaluating the acceptance criteria according to
future events that might impact the models usage.

Representative Data The process of ensuring that a collected data sample is representative
of the entire population.

Plan For Reassessment of Model Creation of a plan for when the model needs to be re-
assessed and possibly retrained.

User Feedback Usage of user feedback to evaluate the model.

Monitor Data Characteristics The process of monitoring the data characteristics and eval-
uate events that might impact its characteristics.

System Context The contexts in which the system resides, e.g. depicted as a context diagram.

Table 5.2 illustrates the mapping between interviewees and the codes identified in Section
5.

During the validation of previous interviewees’ suggestions, our interviewees had no in-
put that would discredit the previous suggestions. This suggests that the identified codes are
all relevant in the context of prototyping data-driven financial decision support tools. This
also suggests that the identified codes are not contradictory to one another, meaning that they
can coexist in a development methodology. Our suggested concretization of CRISP-DM has
therefore included as many of the identified codes as possible.

The spread of codes identified among interviewees might also suggest that there exist
multiple ways of achieving the same end goal in regards to prototyping data-driven financial
decision support tools. Another reason for this might be that it is di�cult for the intervie-
wees to generalize their methodology, as it might be very dependent on the specific context.
Data exploration for example might require very di�erent sub-activities depending on the
data at hand and the business context.
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Table 5.2: Mapping interviewees answers to identified codes. An X
in the table represents that the interviewee has discussed the subject.

P1 P2 P3 P4 P5
Stakeholder analysis X X X X
Define Purpose X X X X X
Domain Specific Problems X X X
Business Requirements Analysis X X X X X
Align Environment X
Consult Domain Experts X
High Level Design Prototype X X
Legacy Systems X
Data Dictionary X
Current Procedures X
Data Exploration X X X X X
Exploration Scripts X X
Data Requirements X
Data Workshop X
Identifying Interfaces X X X
Data Relations & Format X X
Data Causality X X X
Proof-of-concept X
Data Warehouse X X
Data Sanitization X X X
Data Validation X
Data Categorization & Encoding X X
Sanitization Scripts X
Data Quality X
Selecting Modelling Technique X X X X
Multiple Models X X X
Define Target Metrics X
80/20 X X
Previous Models X
Data Subsets X
Continuous Validation X X X
Validation & Verification X X X X
Model Metrics X X X X
Future Acceptance Criteria X
Monitor Acceptance Criteria X X X
Representative Data X X
Plan for Reassessment of Model X X X X
User Feedback X
Monitor Data Characteristics X X
System Context X
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Chapter 6

Detailed CRISP-DM (RQ2)

In this section we answer RQ2: “How can CRISP-DM be applied when prototyping a data driven
FX risk exposure application?”. This was done by creating a detailed CRISP-DM process model
for prototyping in the domain of data-driven financial decision support tools, based on the
findings in Chapter 5. An overview of the detailed CRISP-DM is presented in Figure 6.1. An
obvious di�erence compared to the original CRISP-DM presented in Figure 1.1 is that we
depict the six main steps without any arrows – instead we emphasize that development can
move between the steps in any order during prototyping.

To summarize RQ2, we have created a detailed CRISP-DM with 32 recommended process
methods. It is important, as mentioned by almost all interviewees, to stress the fact that de-
velopment of data-driven applications and data science in itself is characterized by an agile
workflow. The detailed CRISP-DM process phases do not have to be conducted in a spe-
cific order, which is why we have chosen not to draw workflow arrows in Figure 6.1. In
relation to previous work on creating detailed CRISP-DM [59, 57], the goals of each phase
seems to be the same. However, recommended process methods di�er to some extent due to
the goal of detailing the CRISP-DM process model. For example in the article published by
Schäfer et al., the process model was detailed on the basis of including quality assurance prac-
tices. Thus, the “Quality Management”-CRISP-DM includes several activities for assessing
the need of tools, documentation, and testing. In general, the detailed CRISP-DM provided
in this thesis has more in common with the Generalized-CRISP-DM published by Shailesh et
al. [59] in 2021. However, the GCRISP-DM does not include recommended process methods
for the Business and Data Understanding phases, which we have provided with a focus on
requirements engineering.
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Figure 6.1: An overview of our detailed CRISP-DM model. White
boxes refer to activities further described below, I.e. our main con-
tribution to the detailing of CRISP-DM. The light blue box refers
to the concept of continuous validation further described in Section
6.5.

6.1 Business Understanding
The process of identifying stakeholders of the system can often be di�cult, as not all stake-
holders necessarily have an equal interest in the system. Authorities were identified as a
stakeholder of the system, however, they have no interest in the actual design of the system
as long as it meets their legal requirements. Comparing authorities to for example the sys-
tem owner on an equal basis may therefore be considered misleading from the perspective
of prototyping. Assuming that the purpose of the system is to remain legal, authorities may
therefore always be considered a stakeholder in all systems as the alternative is a software
which is in some way illegal.

To ensure that we had accurately identified the stakeholders of the system, we continu-
ally validated the findings during interviews with the system owner as well as the companies
from the case study. This was successful as their lack of additions to the stakeholder analysis
indicated that all major stakeholders were already identified, i.e. we observed a form of qual-
itative saturation [56]. Stakeholders that may have been missed can therefore be assumed to
have such a low stake in the system that they may as well be disregarded.
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6.1 Business Understanding

In total, we propose seven additional substeps in the Business Understanding phase of
detailed CRISP-DM.

Analyze Stakeholders The findings from our stakeholder analysis suggest the prob-
lem domain is shaped by the di�erent needs of di�erent users of the platform. The treasury is
often tasked with oversight of the more operative parts of the organization’s business, while
the board, as well as the CFO, are mainly concerned with the results of the operational work
as they are reflected in the company’s financial reports and statements. In the domain of
FX risk exposure quantification this was reflected in that the treasuries were more interested
in features that can break down their FX risk exposure, and identify the root causes of their
exposure. The board members and CFOs were however more interested in features that facil-
itate summation of the companies’ total exposures. As sharing of financial data in companies
can be sensitive in some organizations, it can therefore be advisable to design systems with
di�erent access levels depending on the user’s position within the organization, in line with
common cybersecurity practice [17]. This enables the use of a shared database for all data no
matter the organization’s policy regarding sharing of financial information.

Assign Roles When developing data-driven applications certain expertise can be as-
signed to roles according to Figure 4.2. This allows associated stakeholders to focus on one
aspect of the development methodology instead of requiring that all stakeholders are equally
invested in all di�erent parts of the development.

Our suggested roleset that should be assigned at the start of the project are as proposed
by Hesenius et al. [35]:

• Domain Expert

• Data Scientist

• Data Domain Expert

• Software Engineer

Defining roles and delegating responsibilities for the di�erent parts of the model ensures
that the steps of the detailed CRISP-DM model are conducted in a way that is both feasible
from a data perspective, as well as fulfils the needs posed by the problem domain at hand.

Define Purpose We suggest the activity of defining the business purpose of the system
model when developing using our detailed CRISP-DM model. As suggested by all intervie-
wees (P1 to P5), this is incredibly useful as it ensures that the business goal is clearly stated,
and it can give valuable insights into the business needs that will form the basis of the model
requirements and model metrics.

Align Environment Alignment was not anything we identified as a particular chal-
lenge during analysis of Unit A, but instead something which was suggested to be added to
the Business Understanding phase by P1 in Unit B. Here we define alignment as the activity
of aligning the company’s view of individual data categories, and other qualitative and quantitative
metrics regarding the system. The purpose of alignment is to give the parties participating in
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the elicitation process a common ground to discuss system requirements, in which they all
understand what specific terms mean, and to make it easier for the data scientists to under-
stand, categorize and clean the data.

State Domain Specific Problems A useful activity during the Business Under-
standing phase can be to identify and state the domain specific challenges that will need to
be managed during the development project. The reason why we identified this as a separate
activity is that the domain specific challenges can seem minor from an outside perspective,
while having a great impact on the resulting development process according to the inter-
viewees. Stating the domain specific challenges also serves to validate an accurate business
understanding, as the challenges will be heavily related to the specific business domain.

Specify Current Procedures One way of eliciting aspects of the required func-
tionality of the software solution is by investigating the current procedures for fulfilling the
business function the software seeks to replace. This is an e�ective way of both gaining
knowledge of the specific use case of the system, as well as the target metrics required for the
model to be viable. The current procedures can then serve as a comparison when evaluating
the model from the perspectives of both costs and accuracy. As all interviewed data scientists
stated, it can sometimes be di�cult to analyze the viability of a model without some con-
crete process that can serve as a comparison. Our suggestion is therefore that when possible,
current procedures for fulfilling the business functionality should be investigated and stated
as well as quantified regarding viability.

Depending on the specific use of the model, there might not always exist current pro-
cedures that mirror the use case of the model. If so, an alternative is to aggregate multiple
di�erent business functions that collectively reflect the functionality fulfilled by the model.
This method can be more time consuming, as it might be di�cult to quantify the function-
ality of a collection of di�erent business functions. Our suggestion is however to whenever
possible consider alternate business functions that fulfill the same purpose as that of the sys-
tem, as it would provide valuable insights into the alternatives of the system and can therefore
function as complementary frames of reference.

Analyze Business Requirements As the final substep in the Business Under-
standing phase, we propose business requirements analysis. The aim of this activity is to
concretize the requirements of the business domain into target requirements for use in the
modeling phase. This activity should involve appropriate stakeholders and business domain
experts, to also serve as validation of the business understanding phase.

6.2 Data Understanding
As stated in Section 4.3.2 Available data, the interfaces available for data extraction are very
dependent on the specific information systems in use at an individual organization. It is
therefore very di�cult to generalize the findings into a software solution suitable for all
potential customers. We therefore had to consult the system owner as well as generalize
based on available information.
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We propose five new substeps in the Data Understanding phase of the detailed CRISP-
DM model.

Analyze Data Requirements When developing data-driven applications, a cru-
cial step is to identify the data necessary for the system. An adequately performed business
understanding should provide clear business problems that can be transformed into software
requirements. These requirements should then be analyzed from the perspective of the data
required to fulfill the software requirements. The aim of the analysis is to clearly state the
data requirements necessary for successful modeling according to the business goals stated
in the Business Understanding phase. The data requirements analysis should include data
requirements, data format requirements, and data quality requirements if applicable.

As stated by some of the interviewees, “[. . .] the data is what the data is, and that it is up
to the data scientist to make the most out of it”. This view on data is also observed by Borg and
Vogelsang [65]. In their article, they discussed regarding the use of the data requirement
standards ISO 25012 and 25010, but found data scientist to not be fond of them. They add
that one data scientist said “You could try, but it won’t help”, suggesting that defining concrete
data requirements may not be the ideal path to take in the domain of data-driven application.

However, as mention in Section 2.3, the Bank of England uses the ESS definition of data
quality, suggesting that some data characteristics are desired in the domain of financial ser-
vices. Hence, we suggest taking these characteristics into account when conducting the Data
Understanding phase.

More regarding the ESS characteristics and how the may be taken into account through-
out the whole detailed CRISP-DM process will be discussed in Section 7.4 Data Quality.

Define System Context The system context is the context in which the system
resides. This environment should be specified to ensure an accurate understanding of the
interfaces interacting with the system model. This system context should include possible
interfaces that the system will interact with, and state their nature and defining characteris-
tics.

Analyze Interfaces As suggested in our results, analyzing available interfaces for
data extraction as well as their defining characteristics is a necessary step in all data-driven
software. Di�erent interfaces commonly provide di�erent ways of data extraction. The sys-
tem context, as described above, can be used in order to ensure that all interfaces are taken
into account during this process.

Identify Data Relations and Format As P1 stated, one of the main tasks of
the data understanding phase is to identify the origin, relations and formats of data. The
purpose of this task is to gain an understanding of how changes in one sort of data can a�ect
others, i.e. causal relations as stressed by interviewees P2, P4 and P5.

Perform Data Exploration As interviewee P2 stated, there is no universal way of
analyzing available data. Data exploration is therefore necessary to gain an understanding of
available data and its properties. A suggested way of exploring available data is by construct-
ing multiple data plots with di�ering inputs, as well as calculating some standard metrics
such as variance, mean, and median. The interviewed data scientists stated that plotting the
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data in multiple di�erent ways and comparing its key metrics to their expectations based on
their preunderstanding of the data is an e�ective approach to data exploration.

6.3 Data Preparation
As large numbers of interfaces and the need of extensive integrations have been suggested
as a major reason why corporations lack data-driven financial software today according to
the interviewed companies, data preparations must be seen as a phase of great importance
in this domain according to P2, P4 and P5. Data will have to be extracted from various ERP
systems, banks, treasury systems and other financial services in order to asses a corporation’s
financial situation.

During our interviews in Unit B, we focused on the issue of the large number of interfaces
when discussing question Q4 and Q10. It seems as the majority of all the interviewees had
experience working with this issue, and IT Consultant P2 even mentioned that they have
individual teams in each project working solely on these types of integrations.

In this section of the detailed CRISP-DM, we will present the key actions which the
interviewees found to be essential when handling multiple data storages and interfaces in
the development of data-driven applications. The key actions, or data phases, are visually
represented in Figure 6.2. We propose four novel substeps in the Data Preparation phase of
the detailed CRISP-DM.

Figure 6.2: The process of data preparation for financial decision
support tools. Each of the data stages or processes are described in
an individual paragraph below.

Create Data Lake As mentioned by P2, data lakes are an increasingly popular con-
cept in data science to store large amounts of data in its raw format. Contrary to a data
warehouse, the reason of storing data must not be defined in a data lake. According to data
scientists P1, P2 and P5, creating a data lake is a good way of exploring and understanding
the data which is later to be used in the model.

For the reason mentioned above, creating a data lake with all the data to be used in
the model should be the first step when conducting data preparation. This allows the data
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scientists to explore the data by for example plotting it in various formats, which according to
P2 is the best way of truly understanding it in the way needed for the upcoming sanitization.

Sanitize Data Data sanitization is the process of irreversibly removing or destroying
stored data. It is important to use the proper technique to ensure that all data is purged.
Data lineage1 should be considered when sanitizing data, to minimize the risk of error during
future use of data [39]. Data may be sanitized due to multiple reasons. It might for example
be that the data is obsolete, redundant, trivial or incorrect.

During the interviews, interviewee P5 pointed out there are data sanitization approaches
such as heuristic and meta-heuristic data-sanitization which are useful in order to, for exam-
ple, remove sensitive data. However, there are no current algorithms or concrete approaches
to solve the identified problem of uncertainty of data, mentioned in Unit A. According to P1,
P4, P5, the best way of solving such issues in an adequate way is to acquaint yourself with the
data by plotting it in various ways. By doing so, with the business understanding obtained in
the first phase, you should be able to identify incorrect outliers in the data.

Interviewee P1 also suggests exploring and sanitizing the data using a top-down approach.
This means acquainting yourself with the data in a larger perspective and gradually focusing
on smaller and smaller subsets. Doing so supports the task of finding incorrect data.

Categorize and Encode Data As the data is sanitized, it will thereafter be cat-
egorized and encoded according to its use, origin, or in what categories are useful for the
particular application under development. Encoding is the process of assigning each cate-
gory a numerical value for the model to recognize its origin. In this stage, the alignment
made regarding the system’s environment and the domain might be useful in order to ob-
tain the needed data categories. This substep is a fundamental activity for any subsequent
supervised machine learning.

Create Data Warehouse The data warehouse is the storage for the finalized data
to be used in the model. The data stored in the data warehouse has a defined purpose, is
encoded, structured in a relevant way and ready to be queried and used in the model. Usage
of a data warehouse ensures that data scientists have readily access to all relevant data needed
for successful modeling. The data warehouse also serves as a bridge between the data lake and
usage of data in the system model. This minimizes the risk of incorrect or inaccurate data
entering the model due to the previous processing steps taken to sanitize, categorize and
encode data.

6.4 Modeling
In this section we propose five substeps in the Modeling phase of detailed CRISP-DM.

Consider Data Causality The interviewed data scientist P2 suggested that causal-
ity is a very important factor to consider when modeling. Thorough analysis of data relations
and consideration of the causality between them is vital to ensure that the model does not

1The chain of transformation that the data has followed during its lifetime
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give false outputs based on relations that are not accurate representations of reality on which
they are based. This is in line with the literature on causal modeling in the financial domain
[32].

P2 also stated that the data in itself does not provide any information of the internal
causal relationships. Analysis of causality is therefore heavily related to the business under-
standing and a deep understanding of the business problem the model seeks to solve. Analysis
of causality can therefore with merit involve domain experts to ensure that correct conclu-
sions are drawn.

A possible pitfall of statistical modeling emphasized by the interviewed data scientists is
that correlation of data is presented as causality between data. Correlation among data can
be proven using statistical methodology, causality on the other hand can not – unless leaving
frequentist statistics to instead perform Bayesian causal analysis [34], which we consider out
of the scope of this thesis.

Define Target Metrics During the modeling phase the data scientists suggested
that target metrics for determining the viability of the model needs to be stated. When de-
ciding target metrics, current procedures for accomplishing the task can be considered and
used as comparison, if available. If no current procedures can be used for comparison, it
can sometimes be di�cult to decide target metrics as there are no universal values for de-
termining the success of a model apart from comparison with existing solutions. Depending
on the application, a model with an accuracy better than a random walk (making choices by
random chance) can be extremely valuable, while other applications may require a close to
perfect accuracy to be considered successful.

The target metrics should therefore be closely related to the overarching business goals
and decided in collaboration with the domain experts as well as the stakeholders of the sys-
tem. A plan for reassessment of the target metrics and viability of the model should also be
constructed. This is important, as the model might behave di�erently in the future due to
changing data and changing relations between it – a phenomenon known as drift in machine
learning [63].

Select Modeling Techniques The interviewed data scientists suggested selection
of modeling techniques to be one of the most crucial steps in the modeling phase of the
development process. When selecting modeling techniques to use, deciding factors include
the nature as well as properties of the input data. Successful business understanding, data
understanding and data preparation should however facilitate the process of selection as it
provides fundamental knowledge of the requirements of the modeling technique.

Build the Model The building of the model is very dependent on the specific situ-
ation at hand. However, as suggested by P5, it can be useful to build multiple models. This
allows for selection of the best performing model for use in the final system. We therefore
suggest building multiple models when developing, as it can be di�cult to predict the per-
formance of a specific model beforehand. The activity of selecting the best performing model
among several candidates is referred to as model selection in data science.

Consider 80/20 As suggested by interviewee P1 as well as supported by P2 and P3,
consideration for diminishing returns when modeling is a valuable thought. The 80/20 rule
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can be used as a mental guideline to consider when the model might be good enough for use,
and further work spent on it might be time better utilized on other tasks. As the interviewees
also stated, it can be di�cult to approximate when the model is good enough, but as they
stress, the 80/20 rule is useful in that it can serve as a guideline for consideration when final-
izing the modeling phase. The 80/20 rule is commonly used in the finance industry, where it
is known as the Pareto principle [25].

6.5 Evaluation
As mentioned by P2, the evaluations performed throughout the CRISP-DM process model
can be divided into either validation of business requirements or verification of technical
requirements. This di�ers from the original definition of evaluation in the CRISP-DM pro-
cess model, in which evaluation only refers to the evaluation of the model itself. The most
important concept mentioned by the interviewees regarding validation and verification is
that it is a continuous process, which is visualized in Figure 6.3. The need of validation in the
development process of data-driven applications is also stressed by Borg and Vogelsang [65]
in their article about requirement engineering of data-driven applications.

There exists a lot of di�erent validation and verification methods, and in this section we
will present the ones found to be suitable to validate and verify the recommended process
substeps in this detailed CRISP-DM. In total, we present six additional substeps in this phase.

Figure 6.3: An overview of our suggested methodology for continu-
ous validation.

Continuous Validation The idea of continuous validation is to minimize e�ort
spent on tasks which will not provide actual business value after deployment of the system
model [60]. If validation is conducted at distinct intervals, time spent developing between
the validation steps might be obsolete as they rely on a previous understanding of the business
or data requirements.

The concept of continuous validation was also supported by the interviewees. This strength-
ens our notion of it being a successful way to further extend the detailed CRISP-DM model.
The concept of continuous validation is in line with general best practices in software engi-
neering, i.e. continuous engineering [28].
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High-level Design Prototyping Our method of validating the business under-
standing phase by constructing a high-level prototype, a GUI mockup, was considered very
successful. As there is a very di�ering level of technical knowledge between the di�erent
stakeholders, utilizing a low-level prototype showcasing the use of the system is valuable.
A more feature-complete prototype can then be used to complement the GUI mockup, to
showcase the logic and more technical aspects of the system. This ensures that the system
fulfills both the requirements regarding usability, as well as the technical functionality.

Presenting GUI mockups are useful when validating business requirements without going
into detailed technical requirements. This kind of validation is also approved by all of the
interviewees in the early phases of the development process. Thus, we recommend to create
one or more high-level prototypes directly after the Business Understanding phase in order
to validate results prior to moving on to the Data Understanding phase.

System Context As stated in Section 4, the large amount of interfaces and inte-
gration needed in the financial domain is a common issue. Context diagrams are useful to
validate the findings regarding interfaces of the system under development. Thus, we rec-
ommend creating a context diagram directly after the Data Understanding phase in order to
make sure all interfaces are taken into account prior to moving on to the Data Preparation
phase.

Data Structure and Format The end goal of Data Preparation is to create a data
warehouse with all the data needed to build the model. To make sure the data is structured
and formatted in the desired way prior to the modeling phase, some kind of data structure
and format validation is recommended. This can for example be done by drawing an E/R-
model (Entity relationship diagram).

Model Metrics Model metrics refer to metric evaluation of the performance of the
model itself. Depending on the characteristics of the model, various metrics may be utilized
to verify its performance.

In case of binary classifiers, it might be suited to describe the models performance by
plotting a ROC curve, or by creating an accuracy measurement. However, in the case of
more “fuzzy logic”-like results it might be harder to define evaluation metrics.

In the case of Time Series Forecasting, which is often used in the domain, commonly used
model metric are Root Mean Square Error (RMSE) and Mean Absolute Percentage Error
(MAPE) [23].

Future Acceptance Criteria To ensure the future viability of the model, we pro-
pose that future acceptance criteria should be stated. As the specific criteria suitable for
evaluating the model might di�er depending on the specific model, it is important to con-
sider the metrics used to evaluate the model when deciding. One key metric suitable for use
can be the model lift, which describes how much better the model predicts values compared
to random chance while considering the populations2 distribution [65]. As suggested by P4,
other metrics not directly related to the prediction outcome of the model can also be use-

2The entire data set
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ful, such as performance metrics. Useful performance metrics can include the time frame
required for predictions, as well as the amount of data necessary.

6.6 Deployment
As the process of deployment refers to the process of ensuring the future use of the data
mining application in the initial CRISP-DM model, our way of adapting the deployment
process is a significant alteration compared to the initial process model. A point can be made
that the deployment stage may be skipped during development of prototypes using CRISP-
DM as the steps from our extended framework may be integrated in the modeling step of
the detailed CRISP-DM process model. We however feel that it is best to keep the phase, as
removal of the phase may downplay its importance during development. As the main goal of
any prototype likely is to in the future actually utilize either the information gained during
prototyping, or the actual prototype, to facilitate development of a final product meeting
the requirements posed by the domain as well as the stakeholders.

The process of prototyping does in itself not provide any value to the deployment phase
other than in a less time consuming way explore the use of the imagined final product. We
therefore believe that the future use of a prototype always needs to be considered when pro-
totyping to minimize extra workload in the future, i.e., wasted e�ort. The research literature
clearly shows that a substantial part of technical debt in data-driven applications reside in
the operations of deployed models [58].

In the remainder of this section we present three additional substeps in our detailed
CRISP-DM.

Monitor Data Characteristics and Relations As the interviewed data sci-
entists stated, relations and characteristics among data are not necessarily constant during
the entire lifetime of the models. It is therefore important to consider and monitor the input
data to identify any changing relationships. This can be di�cult to do from just analysing
input data, and it therefore requires a good business understanding. Changes in relations
among data can therefore be identified by analysing the overarching business functions that
serve as the data origin. For example, if an interface intertwined with the system model was
to change, the resulting data might change format if this is not considered. Automated data
validation tools such as Great Expectations3 can play an important role.

Monitor Acceptance Criteria According to the interviewed data scientists, a
data-driven model’s performance is heavily reliant on the input data. It is therefore important
to have a plan for monitoring the decided acceptance criteria to ensure that the model is
accurate enough for use. This plan should include concrete steps for how the model will
be supported and maintained to ensure its future use. The plan should preferably include
assigned stakeholders responsible for ensuring its execution if required.

Plan for Reassessment of Model As suggested by P1, P2, P3 and P5, creation
of a plan for reassessment of the model is a very valuable activity to ensure the future use of

3https://greatexpectations.io/
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the model. As the model’s performance may be a�ected by factors such as drift and changes
of relations among input data, we suggest this activity to be conducted during development
using our detailed CRISP-DM model.
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Chapter 7

Discussion

In this master thesis project we have investigated the problem domain of data-driven finan-
cial decision support tools (RQ1), as well as concretized CRISP-DM with regards to proto-
typing within the domain (RQ2).

7.1 RQ1: The Problem Domain
To summarize RQ1, we have identified three main challenges posed by the problem domain
of financial decision support tools. These are Di�culty of defining main purpose, Large num-
ber of interfaces, and Uncertainty of data. The two first challenges can also be found in the
article written by Nilsson et al. [49] in their challenges A3, D2, F1, and F2. The challenges
presented by Dixon and Halperin [24] are more focused on the individuals working in the
financial industry rather than specific technical or organizational challenges. Thus, we did
not identify any direct connections with their challenges in relation to the ones we identified.

This section will answer RQ1: “What characterizes the problem domain for data-driven finan-
cial decision support applications?” by discussing the identified characterizing challenges posed
by the problem domain.

Difficulty of Defining Main Purpose One of the most defining challenges
posed by the problem domain is that of how FX risk is to be defined. This is not something
stressed by the interviewed companies, but rather a conclusion from the analysis of the in-
terview transcripts. The interviewed companies all had very di�ering views on where and
how FX risk exposure arises. This can be problematic during development of software in the
problem domain as it leaves two “philosophical” choices when designing the solution. The
first option is to give the users of the system multiple ways of choosing how risk is calcu-
lated. This would ideally let each user select how they want to define risk and then use the
software normally with all values being adjusted according to their preferred risk calculation.
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The downside of using this approach is that it can be confusing for the system users as in-
formation gathered from the system might di�er based on the choice of calculation method.
Two users in the same company might therefore get contrasting views of the company’s risk
exposure, even though they are using the same software and the same data.

The other approach is to develop the software using a pre-determined way of calculating
risk. The problem with this approach is that the system might not be viewed as useful by
companies that currently calculate their FX risk with a di�erent approach. This would how-
ever ensure that information retrieved from the system always is dependent on nothing more
than the underlying data, thus mitigating the risk of confusion stemming from the software.

This challenge is also identified by Nilsson et al. [49], with their challenges named A3:
´´Di�cult to create a shared vision and align the entire organization around common goals” and D2:
Di�cult to break down requirements.

Large Number of Interfaces As stated in Section 4, the problem domain is char-
acterized by the use of multiple di�erent information systems for storage of data (Company
1, 2, 3, 4 & 5). Development of software in the problem domain therefore relies on support for
multiple di�erent interfaces for data retrieval. This might not be a unique factor characteriz-
ing only the problem domain of financial decision support tools, but it poses a clear challenge
for the development. Both multiple interviewed companies (Company 2, 4, 5) and P5 also
stated that some interfaces such as accounting systems and banks can be notoriously di�cult
to extract information from, and we therefore consider this a considerable challenge in the
problem domain. This finding is in line with previously reported challenges in the banking
domain [61].

The di�culty of working agile, as the nature of prototyping and CRISP-DM is also iden-
tified by Nilsson et al. [49]. In their report they present two challenges associated with legacy
system, namely F1: “Legacy systems are not easily adopted to agile ways of working” and F2: “Com-
plexity and interdependencies between legacy systems are hard to deal with”

Uncertainty of Data Another defining problem of the domain is that some data is
not absolute (Company 1, 3 & 5), in the sense that it can be subject to change due to outside
factors at a future time. The financial industry commonly uses forecasts and accounted val-
ues which due to their nature contain considerable uncertainty. A receivable1 for example,
does not guarantee actual payment of its full amount, as a customer might not ultimately pay
for the goods. Due to this, software solutions used in the domain need to be able to adjust
accordingly.

1A claim for payment held by the business for goods/services ordered but not yet paid for by a customer
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7.2 RQ2A: Requirement Engineering in CRISP-
DM

To summarize RQ2A, traditional requirements engineering practices fit well into the Busi-
ness Understanding step of the CRISP-DM process model. However, practices can also be
added to all of the other phases as well. By redefining evaluations to include both validation
and verification, instead of mere evaluation of the model itself, requirements engineering be-
comes a continuous process throughout the whole process model, i.e. integrated requirements
engineering [12]. Due to changes in data characteristics over time, so called drift, require-
ments engineering also becomes an important process when monitoring future acceptance
criteria as the model is deployed.

In this section we will answer RQ2A How can CRISP-DM be detailed with methods from
RE?. This will be done by discussing the requirements engineering activities presented in the
detailed CRISP-DM in Section 6 above.

The detailed CRISP-DM has been concretized on the basis of prototyping an FX risk
exposure application, which is a requirements engineering activity per se. More on how the
practice of prototyping is a�ected when prototyping a data-driven application is discussed
in Section 7.5.

In the detailed CRISP-DM, traditional requirements engineering activities are generally
assigned to the Business Understanding phase. These include activities such as stakeholder
analysis, elicitation, and business requirements analysis. However, some activities have been
added in order to fit prototyping of data-driven applications and the problem domain. For
our detailed CRISP-DM, customized for prototyping of data-driven applications in the fi-
nancial domain, we have added assignment of roles based on the needed requirement engi-
neering roles identified by Hesenius et al. [35]. This in order to assure the project partici-
pants’ needed expertise for it to succeed. To suit the problem domain, with the di�culty of
defining a common purpose of a data-driven components, we have added alignment prior to
the elicitation of purpose. This in order to give the participating stakeholders in the elicita-
tion process common definitions of terms used when discussing the system and the potential
customers’ current practices.

Regarding evaluation, we have redefined it to suit the practice of requirements engineer-
ing and the participants in Unit B’s recommended workflow. Instead of evaluation referring
to only the model itself, it might also be seen as two di�erent types of evaluation, namely
verification and validation. With this definition, verification would refer to the traditional
definition of evaluation in the CRISP-DM process model, i.e. evaluation of the model, while
validation would be a continuous process throughout the whole project, as discussed in Sec-
tion 6.5. In Section 6.5 we also present four validation and verification activities tailored for
the problem domain discussed in Section 7.1.

Data requirements are also part of traditional requirements engineering practices [41].
However, this was not something any of the interviewees worked with. As mentioned by one
of the interviewees “The data is what the data is, and it’s up to the data scientist to make the most
out of it”, which is also a view on data requirements identified by Borg and Vogelsang in their
study on requirements engineering for machine learning [65]. More on how to assure data
quality when developing data-driven applications in this domain is discussed in Section 7.4.

Traditional requirements engineering activities are also needed during the modeling step
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and even as the product is deployed. In these steps, evaluation metrics and future acceptance
criteria of the system have to be created, which should be closely related to the identified
business goals. Creating good metrics and acceptance criteria might be di�cult, but adequate
requirements elicitation and analysis should ease the process according to the interviewees in
Unit B. As mentioned by the interviewees, characteristics of data changes over time, hence
creating a need of monitoring the model’s performance when receiving real-time data during
operations. Monitoring the model’s performance and reevaluating the acceptance criteria
become a important parts of the continuous validation process.

7.3 RQ2B: Benefits and Challenges
To summarize RQ2B, the CRISP-DM model’s strength in that it is very general, can also be
considered its weakness as it will inevitably need refinement based on the specific project at
hand. We therefore consider the original model a useful framework for determining a general
approach for development of data-driven software. Our detailed CRISP-DM, showcases how
the original process model can be customized for a specific application context.

This section will answer RQ2B: What would be the benefits and challenges of using the detailed
CRISP-DM? based on an assessment of the original CRISP-DM and our proposed extensions
provided in Section 6.

One strength of the CRISP-DM model is that it is very general and can as some intervie-
wees stated be related to “common sense” during development of data-driven software. Part
of CRISP-DM’s value therefore stems from its ease of implementation in an already exist-
ing workflow. As P1, P2 and P5 stated, CRISP-DM very closely represented their existing
workflow even though they had no knowledge of the process model beforehand. They there-
fore considered CRISP-DM useful, as it clearly defined processes they were already familiar
with in a way that gave further inspiration for improvements to their respective development
methodologies.

On the contrary, multiple interviewees also viewed this as a weakness of the model, as it
does not provide concrete steps to ensure successful completion of the di�erent phases. They
therefore considered it to be lacking substance if it was to be used in a real working scenario.

This is also related to CRISP-DM’s emphasis on a highly generalized workflow, and that
the phases may need to be iterated in di�erent order depending on the concrete application.
Some interviewees considered this positive as many real scenarios provide unique challenges,
requiring a somewhat customized workflow. Others considered this to be detrimental to the
value of CRISP-DM, as it further generalizes the process model in a way so that it may be
di�cult to actually use further than as a high-level conceptual model.

7.4 RQ2C: Data Quality
To summarize RQ2C, multiple method recommendations have been added to the detailed
CRISP-DM in order to ensure data quality. The relevance of the data is ensured by iterative
work between business understanding, data understanding and data preparation. This work
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consists of data identification, data collection and data sanitization. The accuracy of the
data, and thereby the model, is assessed using model metrics. To e�ciently compare model-
ing techniques, it is important to create three subsets of the data, namely a (1) Training set,
a (2) Validation set, and a (3) Testing set. The timeliness of the data vary depending on the
purpose of the model. If the model is evaluating historical risk exposures, high quality data
can be ensured, while utilization of forecasts adds uncertainty that contributes to lower data
quality. The accessibility of data in the financial domain is currently bad, but at the time of
writing also improving. Unfortunately, there exists no shortcut to collecting financial data
and therefore no method recommendations have been added in order to solve this problem.
Comparability of data is in general possible in the domain of financial services. However, it
is important to analyze changes in the characteristics of the data and the performance of the
model. In order to do so, creation of future acceptance criteria and monitoring have been
added as recommended methods in the detailed CRISP-DM. No methods have been added
to analyze or improve coherence of data in the detailed CRISP-DM.

In this section we answer research question RQ2C: How do aspects related to data, e.g. qual-
ity, a�ect the detailed CRISP-DM?. The answers are based on the problems discussed in Section
7.1, and answered with the information collected from the interviews conducted in Unit B:
CRISP-DM. Furthermore, we complement our discussion with findings from previous aca-
demic publications on the topic.

To answer RQ2C, we will make use of the European Statistical System’s (ESS) definition
of data quality [27], used by e.g. the Bank of England to define quality of financial data [50].
ESS defines six data quality dimensions to asses the quality of data, namely (1) Relevance,
(2) Accuracy, (3) Timeliness and Punctuality, (4) Accessibility and Clarity, (5) Comparabil-
ity, and (6) Coherence [27]. The definitions of the data quality dimension are presented in
Chapter 2 Background and Related works, Section 2.3.

7.4.1 Relevance
Relevance refers to the degree of which statistics meets current and potential users’ needs.
As mentioned in Section 2.3, relevance may also be extended beyond the scope of statistics
to encompass also data, i.e. to refer to the degree of which data meets the users’ needs [50].
The relevance of the data is ensured during the business understanding, data understanding
and data preparation phases as needed data is identified, collected and sanitized.

7.4.2 Accuracy
The accuracy refers to the closeness of estimates and computations to the exact or true val-
ues. In development of data-driven applications this is tested and validated in the evaluation
phase of the detailed CRISP-DM process model. As mentioned by multiple interviewees, it
is important to define evaluation metrics closely related to the business requirements set up
during the business understanding phase in order to assess the model adequately. As men-
tioned by interviewee P5, in line with established data science practices, it is also important
to create three subsets of data used during development and evaluation of the models, namely
a training data set, a validation data set, and a testing data set, in order to be able to compare
di�erent modeling technique appropriately.
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Due to changing characteristics of data, it is also important to assess the model’s per-
formance and accuracy after deployment. This quality assurance is taken into account in
our detailed CRISP-DM model as defining future acceptance criteria and monitoring such
criteria are defined as corresponding substeps in the evaluation and deployment phases.

7.4.3 Timeliness & Punctuality
The timeliness of the data refers to the time between the availability of the data and the
phenomenon they describe. Depending on what type of data will be used in the learning
and utilization of the model, the timeliness may vary. For example in the case of the FX
risk exposure application, if long-term forecasts are used in the assessment of a corporation’s
financial condition, the data will have an inferior timeliness and thereby a low quality. This
in turn will probably result in lower accuracy in the model’s predictions. However, when
assessing historical rather than future FX risk exposure, the exact time of transactions and
currency fluctuations may be utilized. Thus resulting in higher quality data. In terms of
third party data the timeliness might be time-critical, as with the case of FX rates. However,
what level of timeliness is needed is dependent of the users’ time interval of FX exposure
assessment.

To conclude, the timeliness of the data in the financial domain will be highly dependant
on what type of financial records will be used in the model. Forecasts, and especially long-
term forecasts, will result in inferior timeliness and hence low quality data. When assessing
previous risk exposures, the exact time of transactions and other data points may be utilized
and thereby resulting in good timelines and high quality data.

7.4.4 Accessibility & Clarity
Accessibility refers to the conditions in which users can obtain data. As motioned by e.g.
interviewee P5 who has experience in working within the financial domain, the accessibility
of financial data is low. Sometimes it may take up to months to collect the data needed
in order to prototype a proof-of-concept or to develop a model. However, P5 also added
that there exists no alternative to obtaining data, it just has to be done. Thus, no method
recommendation has been added to the detailed CRISP-DM in order to solve this data quality
assurance.

As mentioned when studying Unit B, financial institutions and companies are aware of
the problems associated with the bad accessibility and working on improving it.

7.4.5 Comparability
Comparability refers to which degree data may be compared over time and/or across do-
mains. In the case of the FX risk exposure application, data may in general be compared over
time such as the data regarding sales forecasts, financial transactions, and FX rates. However,
as mentioned by multiple interviewees it is important to analyze the change of the charac-
teristics of the data over time. This is due to the changes a�ecting the model’s accuracy and
may thereby be a reason for relearning the model. If and when the characteristics of the data
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have changed significantly, the model will probably not perform according to the “future ac-
ceptance criteria” set up prior to deployment, as mentioned in the detailed CRISP-DM. It is
therefore of great importance to introduce and monitor such criteria.

7.4.6 Coherence
Coherence relates to the degree to which data derived from di�erent sources or methods but
concerning the same phenomenon are consistent with each other. No method recommenda-
tion has been added to the detailed CRISP-DM in order to asses this dimension as we did
not find it to be relevant in this particular case.

7.5 RQ2D: Prototyping Practice for Data-
Driven Applications

Figure 7.1: The process of prototyping a proof- of-concept, a min-
imum viable product, and finally a full application is a process of
one gradually evolving product. The gradually evolving product is
represented by bubbles using two dimensions, namely (1) Time in
development and (2) Scope of the prototype in term of breadth and
depth of the prototype’s functionalities.

To summarize RQ2D, our research suggests that the general approach of prototyping
data-driven application includes three distinct phases, namely (1) prototyping a PoC, (2)
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prototyping an MVP, and (3) iteratively expanding the MVP until it is a full application
(preferably guided by the 80/20 rule). The PAM has been applied when analyzing the proto-
typing practice in the domain of data-driven applications. Regarding prototype scope, our
findings suggest that prototyping in the data-driven domain is characterized by a gradually
expanding width of the functionalities while continuously keeping a great depth. It also
suggest that the prototyping practice is characterized by a combination of a parallel and op-
timization exploratory strategy.

When studying Unit B, the interviewees were asked if and how their approach utilizing the
detailed CRISP-DM would change when prototyping instead of developing a data-driven
application. In this section, we will present and discuss the findings related to prototyping
of data-driven applications, and thereby answer RQ2D: How is the practice of prototyping af-
fected when developing data-driven applications?. This will be done by relating the answers of the
interviewees to the Prototyping Aspects Model (PAM) [13].

7.5.1 The General CRISP-DM Approach
When discussing prototyping of data-driven applications, most interviewees stated that their
approach would not change compared to development of a data-driven application. In gen-
eral, the first thing data scientists need to conclude when developing and prototyping data-
driven applications is whether or not there exist enough predictive signals to make develop-
ment of the application possible. This is generally done by prototyping a Proof of Concept
(PoC). The interviewees in Unit B suggest that the general approach of prototyping a data-
driven application is to first develop a PoC, thereafter a minimum viable product (MVP)
adding a GUI and back-end functionalities and thereafter the full product.

The reason why the method recommendations in the detailed CRISP-DM do not change
when prototyping, is due to the need of all of the phases when prototyping an MVP. Proto-
typing a PoC also needs all of the phases in the detailed CRISP-DM process model, except
from deployment, to be conducted. However, when taking the aspects of PAM into con-
sideration, we can analyze the practice further than only through the actions taken in the
individual phases.

The general approach of prototyping data-driven applications is visualized in Figure 7.1
using the maturity of the project as the x-axis and the prototype scope as the y-axis. The
prototyping scope is discussed in Section 7.5.4, the exploration strategies used when moving
between the prototypes is discussed in Section 7.5.5, and the 80/20 rule symbolized by arrows
surround the “Full Product” bubble is discussed in Section 7.5.6.

7.5.2 Prototype Purpose
Our research suggest that there exist two general purpose of prototyping data-driven appli-
cations, namely (1) to validate the implementability of an application, and (2) to find the
most e�ective modeling technique and thereby the “golden model” to base the final product
on.

Let us divide the prototyping practice of data-driven applications into two phases, namely
development of a PoC and thereafter a MVP, as mentioned in Section 7.5.1. By doing so, we
may define the purpose of prototyping better, as our research suggest that it varies depending
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on the type of prototype. When developing a PoC, the main purpose seems to be to obtain
a relatively quick understanding of whether the final product is implementable and if there
exist data describing the phenomenon well enough to create a model.

However, as the team finds the implementability and data to be good enough, there is no
further need of focusing primarily on these aspects. Instead, the focus shifts to finding the
“best candidate” modeling technique with can be used in the final product, when developing
a MVP.

7.5.3 Prototype Use
The use of prototypes in the case of data-driven application is closely related to it’s purpose,
namely testing implementability and data, and evaluating modeling techniques. As men-
tioned my many interviewees, early stage models such are those included in the prototypes
are frequently evaluated using evaluation metric. Thus, our research suggest that prototypes
main use, in the case of data-driven applications, is to be evaluated in order to investigate
the stated areas of interest mentioned in Prototype Purpose, Section 7.5.1.

7.5.4 Prototype Scope
On of the aspects in PAM is the scope of the prototype, i.e. the breadth and depth of the pro-
totype’s functionalities, as well as the prototypes visualization, interactivity and data realiza-
tion. As stated in the previous sections, the common practice of prototyping a data-driven
application is to first prototype a PoC, thereafter a MVP, and finally a full product.

As stated by e.g. P5, the PoC can be a very limited application in term of functionalities.
Additionally, the sets of data used when developing a PoC may also be limited compared to
the real-time data sets meant to be used in production. However, in order to asses the appli-
cation’s feasibility by evaluating its performance of a single functionality, the functionality
itself has to be developed fully. As the project precedes and the prototyping shift from a PoC
to a MVP, the use of data-driven functionalities, GUI & back-end utilities, etc., gradually
expand.

Due to the reasons stated above, our research suggest that a preferred prototyping practice
of data-driven application is to gradually expand the width of the prototyping scope while
keeping a continuous great depth. The prototypes visualization and interactivity seems to be
rather low prioritized aspects in the early stages of development process by the interviewees,
and something which is added if the PoC proves the application’s feasibility. However, data
realization is stressed by many interviewees as a critical aspect of prototyping data-driven
application. Without the use of realistic data, it is di�cult if not impossible to determine
the accuracy, feasibility and implementability of the application, which tends to be the main
purpose of prototyping data-driven applications according to our research.

7.5.5 Exploration Strategy
Another aspect in PAM is the exploration strategy, i.e. the aspect related to the idea of how
to traverse the solution space of the application. In their article, Bjarnarson et al. present
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four exploration strategies used when prototyping, namely point-based, parallel, optimization
and flexible exploration. These exploration strategies are described in Section 2.1.3.

In general, in the early stages in the development of data-driven applications, multiple
models are developed and evaluated parallel, suggesting that a parallel exploration strategy
is used. This practice is used until the development of the final product for which the best
performing modeling technique has to be decided, suggesting a optimization strategy is used.

Using the above stated reasons, our research suggests that a combination of parallel and
optimization strategy is generally used when prototyping data-driven applications. As the
prototyping proceeds, the worst performing models may be removed, but it is only when
developing the final product a best performing model has to be decided.

7.5.6 The 80/20 rule
The 80/20 rule, as interviewee P1 stated, is a rule based on the idea that 80% of a model’s
value is accomplished in 20% of total e�ort spent. On the contrary, the remaining 20% of the
model’s value is accomplished in the remaining 80% e�ort.

As interviewee P1 stated, one important aspect to consider when prototyping data-driven
applications is that e�ort put in optimizing the model has a diminishing return. Using the
80/20 rule when considering whether to move onto the next step is therefore our suggestion
when working with prototyping data-driven applications. This is further complemented
with the suggestion of using an agile workflow and completing the steps of the detailed
CRISP-DM model in iterations. The use of the 80/20 rule is further strengthened by the
nature of data-driven applications, as multiple interviewees stated that the model will never
be fully developed and finalized due to the need of evaluating the real-time data and retrain-
ing of the model.

A di�culty with the 80/20 rule, originating from the same issue that provides its value,
is that it is di�cult to estimate the maximum potential of the model. It can therefore be
di�cult to estimate when the 80% threshold has been reached. For that reason, the 80/20
rule should function more as a guiding thought to be considered when modeling, implying
that progress to the next step of the model should be considered once the improvement in
results give considerably diminishing returns. The 80/20 rule is represented in Figure 7.1 us-
ing circulating arrows surrounding the “Full Products” bubble.

7.6 RQ2E: The Problem Domain’s Effects
on Prototyping

To summarize RQ2E, we find that the problem domain only has a minor impact on the
practice of prototyping. All three identified challenges a�ect the process of prototyping neg-
atively, however both uncertainty of data and di�culty of defining main purpose are chal-
lenges in which a low-cost prototype is better suited than a full-scale system development,
as it allows for failure and adjustments at a lower cost. This appears to be a wise option, as
data science projects are repeatedly reported as intrinsically agile [16].
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In this section we will answer RQ2E: How is the practice of prototyping a�ected by the prob-
lem domain? based on the challenges in the problem domain identified in Section 7.1. The
three identified challenges in the problem domain are (1) The large number of interfaces, (2)
Uncertainty of data, and (3) Di�culty of defining main purpose.

7.6.1 Large number of interfaces
The large number of interfaces will a�ect the possibility of time e�ciently prototyping a
data-driven application within the domain of financial decision support tools. In general, it
is preferred to utilize a sub set of data adequately representing the real-time data used in the
system during learning, evaluation and testing of a model, as stated by interviewee P5.

7.6.2 Uncertainty of Data
One factor identified regarding the problem domain is that of the need for uncertainties to
be clearly communicated to the end user. In the domain it is very common with values to be
associated with some type of risk, but in some applications it is crucial that values are ab-
solutely correct. An application utilizing machine learning such as regression to extrapolate
information therefore needs to be able to provide the user with information regarding what
data is extrapolated and might be associated with risks stemming from the accuracy of the
software model.

As interviewees stated, many decisions however end in informed decisions without per-
fect information, and the risks associated with software models can therefore probably be
mitigated as long as the user understands its limitations.

7.6.3 Difficulty of Defining Main Purpose
To handle the challenge of defining the main purpose of the software, as suggested by multiple
interviewees, we stress that aligning the stakeholders is a crucial step. A successful alignment
should ensure that the software fulfills the needs of the stakeholders even though they might
have had di�ering views of the needs of the system beforehand.

In the scope of prototyping, this challenge might also be easier to overcome in that a pro-
totype can serve as a tool for ensuring alignment between the stakeholders. As a prototype
requires less e�ort for implementation, the prototype can be used to evaluate the alignment
of the stakeholders before development of the final product. The use of prototypes for align-
ment purposes has been reported as an industry practice also in previous research [14].

7.7 Thesis Work Validation
This section discusses identified threats to the validity of this thesis. We focus our discussion
on external validity and reliability [53], i.e. the generalizability of our conclusions and to
what extent other researchers would reach the same conclusions if replicating our case study.

85



7. Discussion

7.7.1 Interviews
Before conducting the initial interviews we constructed an interview guide with closed ques-
tions. This guide was used during the first interviews, but soon showed to be more con-
straining then useful for extracting the most amount of information from the interviewees.
An indicator of this was that many interviewees stated new important information during
informal conversation after the interview was over, and we therefore decided to evolve the
guide into more open questions using a semi-structured approach (see Table 3.1 and 3.3). The
benefit of using a semi-structured approach was that we could better adapt the interview
based on the corporate position, knowledge, and experience of the interviewee. As some
interviewees had more knowledge of their respective organization relative to others, this ap-
proach generally extracted more useful information from each interviewee.

A disadvantage of using the less-structured approach was that it makes it more di�cult
to systematically compare the answers of the di�erent interviewees. More analytical e�ort is
therefore required to weigh and compare the interviewees’ answers to draw conclusions and
it is possible that another set of researchers would have interpreted the results di�erently.
This is also a possible threat to the validity of the stakeholder analysis, as our extrapolation
may not be an absolutely accurate depiction of individual interviewees’ true needs. Another
possible source of error is that the interviewees’ organizations may di�er compared to the
typical organizational structure depicted in Figure 4.1. As the interviewees all represented
di�erent companies, it is possible that the the interest of an interviewee with one corporate
position may not correspond to the interest of an interviewee with the same position at a
di�erent company. For example the CFO of a smaller company might be more involved in
execution of their financial strategies than in a typical organization, a responsibility typically
associated with treasury or corresponding departments, compared to a larger company with
more personnel in the financial departments.

To account for these threats, our approach when summarizing and drawing conclusions
from the interviews has been inclusive to preserve as much information as possible. Further-
more, we highlight that a future larger study covering additional organizations, as well ass
more roles per organization, would support the generalizability of our findings.

In the scope of prototyping, it is however always di�cult to weigh the true needs of
di�erent stakeholders against each other. We therefore consider our method of conducting
and analyzing the interviews to be good enough for the purpose of the thesis.

7.7.2 Detailed CRISP-DM
One possible threat to the external validity of the suggested concretization of CRISP-DM
(RQ2), is that it might be over-fitted to the needs in problem domain (RQ1). Generalization
of the model and use in other domains might therefore encounter problems unaccounted for
in the concretization. To minimize this risk, the interview guide was constructed so that
the problem domain of financial decision support tools was not mentioned until after the
CRISP-DM model had been discussed thoroughly. The process of recruiting interviewees
however required interaction with the interviewees in which the problem domain had to be
stated, and they might therefore be biased towards activities suitable for the problem domain.

The concrete activities suggested in our model are also created to serve the problem do-
main of financial decision support tools, and the stakeholders identified in the context. As
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the concrete stakeholders in every system have di�ering needs, it might be possible that other
activities might be better suited when developing in di�erent problem domains. Still, we be-
lieve that our detailed CRISP-DM can inspire development of data-driven decision support
beyond the financial domain but future studies will have to validate this hypothesis.

7.8 Thesis Work Validation
This section discusses identified threats to the validity of this thesis. We focus our discussion
on external validity and reliability [53], i.e. the generalizability of our conclusions and to
what extent other researchers would reach the same conclusions if replicating our case study.

7.8.1 Interviews
Before conducting the initial interviews we constructed an interview guide with closed ques-
tions. This guide was used during the first interviews, but soon showed to be more con-
straining then useful for extracting the most amount of information from the interviewees.
An indicator of this was that many interviewees stated new important information during
informal conversation after the interview was over, and we therefore decided to evolve the
guide into more open questions using a semi-structured approach (see Table 3.1 and 3.3). The
benefit of using a semi-structured approach was that we could better adapt the interview
based on the corporate position, knowledge, and experience of the interviewee. As some
interviewees had more knowledge of their respective organization relative to others, this ap-
proach generally extracted more useful information from each interviewee.

A disadvantage of using the less-structured approach was that it makes it more di�cult
to systematically compare the answers of the di�erent interviewees. More analytical e�ort is
therefore required to weigh and compare the interviewees’ answers to draw conclusions and
it is possible that another set of researchers would have interpreted the results di�erently.
This is also a possible threat to the validity of the stakeholder analysis, as our extrapolation
may not be an absolutely accurate depiction of individual interviewees’ true needs. Another
possible source of error is that the interviewees’ organizations may di�er compared to the
typical organizational structure depicted in Figure 4.1. As the interviewees all represented
di�erent companies, it is possible that the the interest of an interviewee with one corporate
position may not correspond to the interest of an interviewee with the same position at a
di�erent company. For example the CFO of a smaller company might be more involved in
execution of their financial strategies than in a typical organization, a responsibility typically
associated with treasury or corresponding departments, compared to a larger company with
more personnel in the financial departments.

To account for these threats, our approach when summarizing and drawing conclusions
from the interviews has been inclusive to preserve as much information as possible. Further-
more, we highlight that a future larger study covering additional organizations, as well ass
more roles per organization, would support the generalizability of our findings.

In the scope of prototyping, it is however always di�cult to weigh the true needs of
di�erent stakeholders against each other. We therefore consider our method of conducting
and analyzing the interviews to be good enough for the purpose of the thesis.
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7.8.2 Detailed CRISP-DM
One possible threat to the external validity of the suggested concretization of CRISP-DM
(RQ2), is that it might be over-fitted to the needs in problem domain (RQ1). Generalization
of the model and use in other domains might therefore encounter problems unaccounted for
in the concretization. To minimize this risk, the interview guide was constructed so that
the problem domain of financial decision support tools was not mentioned until after the
CRISP-DM model had been discussed thoroughly. The process of recruiting interviewees
however required interaction with the interviewees in which the problem domain had to be
stated, and they might therefore be biased towards activities suitable for the problem domain.

The concrete activities suggested in our model are also created to serve the problem do-
main of financial decision support tools, and the stakeholders identified in the context. As
the concrete stakeholders in every system have di�ering needs, it might be possible that other
activities might be better suited when developing in di�erent problem domains. Still, we be-
lieve that our detailed CRISP-DM can inspire development of data-driven decision support
beyond the financial domain but future studies will have to validate this hypothesis.
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Chapter 8

Conclusion

We have studied the domain of data-driven financial decision support tools, how the CRISP-
DM process model can be used when prototyping in this domain, and how the practice of
prototyping is a�ected by it. In this chapter, we briefly present the context of our study, the
research, the contributions we set out to achieve, the research method and our conclusions.

Artificial Intelligence (AI) and Machine Learning (ML) have been researched topics for
many decades, but only in recent times have computing power become su�cient to make
these technologies available to the general public. To support development of applications
utilizing AI and/or ML, so called data-driven applications, development process models such
as CRISP-DM have been created. However, previous papers on the topic of CRISP-DM have
concluded that the model lack detailed method recommendations for its respective phases.
In this project, we aimed to contribute to this research by creating a detailed CRISP-DM for
the domain of data-driven financial decision support tools and study how the approach in
the model would be modified in order to support prototyping in the domain.

In order to create a detailed CRISP-DM for the specified domain, we first had to research
what characteristics it has. This study was covered by studying RQ1: What characterizes the
problem domain for data-driven financial decision support applications?. The detailed CRISP-DM
for the specified domain was developed when studying RQ2 How can CRISP-DM be applied
when prototyping a data-driven FX risk exposure application?, taking the aspects in the sub ques-
tions RQ2:A to RQ2:E into account.

The research method used in this master thesis is an improving case study, following the
guidelines provided by Runeson et al. [53]. The case study included two units of analysis called
Unit A and Unit B. Unit A was studied in order to obtain the characteristics of the problem
domain and involved identified potential customers for an FX risk exposure application.
Unit B was studied in order to create the detailed CRISP-DM and consisted of the potential
developers of an application in the domain.

By studying Unit A, three main issues when developing data-driven financial decision
support tools were identified. These were (1) a large amount of interfaces, (2) uncertainty of
data, and (3) di�culty in defining the main purpose of the data-driven modules included in

89



8. Conclusion

the applications. These identified main challenges were presented during discussions with
the interviewees of Unit B to explore how the detailed CRISP-DM model can be adapted to
suit the problem domain of data-driven financial decision support tools.

By studying Unit B, we created a detailed CRISP-DM process model for the purpose of
prototyping in the domain identified when studying Unit A. The detailed model is presented
in Chapter 7, Section 7.2. This model is based on the insights gathered during our study of
Unit B. The model consists of the same phases as the original CRISP-DM model, but also
recommends specific activities for each of them. We also investigated how the process model
need to be changed in order to fit the purpose of prototyping a data-driven application in
the financial domain. Our research suggests that the process of prototyping is very similar to
development of data-driven applications in general. The general approach when prototyping
data-driven applications consists of three product complexity phases, i.e. a proof-of-concept
(PoC), a minimum viable product (MVP), and lastly the final product, for which the PoC
and MVP serves as prototypes.

Our findings can be used by developers in the domain of financial decision support tools
as a concrete framework when developing data driven applications. For relatively inexperi-
enced practicioners this can be especially helpful, as our detailed CRISP-DM provides con-
crete acitivities to conduct to ensure the sucess of each of the six phases of development.

Based on our findings, we outline the following directions for future work. First, is it
possible to further detail the general approach of prototyping data-driven applications, pre-
sented in Section 7.5.1? Second, is the detailed CRISP-DM, presented in Section 6, applicable
in more industries than mere financial decision support tools? Third, what requirements en-
gineering methodologies may be used in order to e�ectively break down complex financial
problems?
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While most people are aware that the use of machine learning and artificial intelligence
is rapidly growing, few teams have a clearly defined methodology of prototyping and
implementing applications using these technologies. By utilizing this detailed process
model, teams might very well have a better success ratio in future projects.

Artificial Intelligence and Machine Learning are
topics which have been researched for many
decades, but only in recent times have com-
puting power become sufficient to make these
technologies available to the general public. The
majority of projects within the area of data-driven
applications, run by less practically experienced
developers, are usually done in an exploratory and
unstructured way. To support the development of
these types of applications, development process
models and frameworks such as Cross Industry
Standard Process for Data Mining (CRISP-DM)
have been created. With it’s six phases, it gives
a high-level structure of what the development
process should include. However, it does not
provide specific recommendations for each phase.
In this study, we’ve interview five developers/data
scientists active in the industry in order to create
a detailed and more helpful process model to
guide teams when implementing, but mostly
prototyping, data-driven applications. These
interviews are based on the problem domain of
financial decision support tools and the challenges
posed by the domain, namely (1) a large amount
of interfaces, (2) uncertainty of data, and (3)
difficulty in defining the main purpose of the
data-driven modules included in the applications.

Our findings resulted in a new detailed version of
CRISP-DM with concrete activities for use when
developing and prototyping data driven applica-
tions. This detailed process model provides both
experienced and inexperienced developers with
a rigid framework to use to ensure a successful
development cycle. The detailed process model
is based on the same six development phases as
the original CRISP-DM, however the evaluation
phase has been modified in order to encourage
continuous validation, resulting in more efficient
development.
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