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Background: Spare parts logistics is an area particularly concerned with challenges
related to inventory control. The parts are vital to secure the functionality of criti-
cal equipment and the management of its supply chain tends to be complex. This
thesis will focus around the inventory control of spare parts distribution within
the Volvo group. Currently, the case company is using a single-node optimization
approach in their inventory control process and the company is interested in im-
provements to their current process. Literature in the subject shows promising
results when using multi-echelon approaches in inventory control. Thus, this the-
sis will study the effects of using a multi-echelon approach in the inventory control
process at Volvo.

Purpose: The purpose of this thesis is to evaluate the use of a multi-echelon model
in comparison to the currently used single-echelon model at Volvo.
Methodology: The thesis follows an operations research framework where first
quantitative and qualitative data regarding the problem was gathered. Then, the
inventory system was modeled in a computer program using a multi-echelon ap-
proach. Lastly, the performance of the model was evaluated through a numerical
study using discrete-event simulation.

Conclusions: In this thesis, two sets of spare parts governed by two different single-
echelon based models are examined. For the first set, using the multi-echelon model
results in a reduction of average cost by 67 %. For the same set, the multi-echelon
model also outperforms the single-echelon model in terms of meeting target service
levels. For the other set, an average of 22 % cost reduction is achieved. For this set,
the single- and multi-echelon model perform equally satisfactory in terms of meet-
ing target service levels, however, the multi-echelon model provided reorder points
that results in a lower total amount of stock-on-hand. The model mainly managed
this by suggesting a set of reorder point allocating stock further downstream in the
supply chain. Thus, the system faced a slight increase in stock at the dealers while
experiencing a large reduction of stock at the RDC.

Keywords: Single-echelon, Multi-echelon, Spare parts, Inventory Control, Sup-
ply Chain Management
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Chapter 1

Introduction

Section 1.1 provides introductory background for the master thesis. In Section 1.2 - Sec-
tion 1.3 the case company and the distribution network studied is described. Lastly,
the problem formulation with research questions and its delimitation is defined in
Section 1.4 - Section L.s.

1.1 Background

The supply chain management area is recognized by most top management to be
crucial for a company’s success. The control of in- and outflow of goods are of
strategic importance for the company in order to achieve its purpose and further
customer satisfaction. The area of inventory control has evolved during the 20th
century as companies’ have recognized the area to hold the potential of significant
competitive advantage (Axsiter, 2006). Inventory managers are continuously con-
fronted with the trade-off between inventory holding costs and customer service.
On the one hand, a company should strive for minimizing the total tied up capital,
nevertheless, there are also costs associated with unsatisfied customers not receiv-
ing their orders in time (van Donselaar et al., 2021). Advances in technology and
progress in research during the past decades have enabled companies’ to deal with
this trade-off more efficiently. (Axsiter, 2006)

In recent years, an increasing number of companies have realized the value of ap-
proaching the trade-off between holding costs and customer service more holis-
tically. Several inventory control techniques have evolved from research with the
aim to reduce total inventory costs while reaching customer service targets for the
entire supply chain, as opposed to optimizing inventory control routines at each
warehouse one-by-one. One of the main difficulties to overcome in such an ap-
proach is to coordinate decisions at different warehouses within the supply chain
with a limited amount of information. (Andersson et al., 1998)

An industry area especially concerned with challenges related to inventory con-
trol is the distribution of spare parts. Spare parts are often of high importance in
the process of securing the functionality of critical equipment for many compa-
nies and, as a result, reliable supply of such goods is critical. Simultaneously, spare
parts networks can retain tens of thousands of different spare parts which increases



complexity of the inventory control process. Moreover, the distribution of spare
parts is particularly challenging due to its variable demand, which can be of both
slow-moving, lumpy and erratic character to name a few. (Turrini and Meissner,
2019)

This thesis will focus on inventory control of the distribution of spare parts at
Volvo Group. More specifically, how a holistic inventory control method, e.g. a
multi-echelon inventory control model, performs when used at the case company.
The department at Volvo concerned with the distribution of spare parts, have his-
torically used a single-node optimization method for their inventory control. As
the company is currently developing a new centralized platform for their inventory
control, there is an interest to understand to what extent a more holistic approach
to their control could benefit their operations. With global reach and an interna-
tional distribution network including many nodes and a wide range of customers,
the inventory control process, inevitably, becomes a challenge to manage.

1.2 Description of the case company

Volvo Group is a global manufacturer of trucks, buses, construction equipment
and marine industrial engines. The group has its headquarters located in Gothen-
burg, Sweden, and is divided into multiple divisions which are displayed in Figure
1.

Volvo group Executive
CEO assistent

Ccbo
Organization

Group
Finance

Group people
& culture

Group
communicati
on

Group legal &
compliance

Business
areas

numn
I

Group Trucks
Technology

Group Trucks
Operations

Group Trucks
Purchasing

Figure 1: Volvo Group Organization (Volvo, 2022a).



This thesis will focus on the logistics of spare parts for different divisions within
the Volvo Group, which is administered by the function called Service Market Lo-
gistics (SML) within Group Trucks Operations.

1.3 Current distribution network and inventory control
process

The distribution network managed by the SML team is of global reach, high com-
plexity, and handles about 700 000 articles." It can conceptually be described as a
set of separate 3-echelon networks. The first echelon is a single Central Distribu-
tion Center (CDC). The second echelon consists of Regional Distribution Cen-
ters, RDCs, and Supportive Distribution Centers, SDCs. The third, and final,
echelon consist of a number of dealers.* A conceptual description of the network
is illustrated in Figure 2.

Central
Distribution
Center

Day orders
Support
disfribution
Center, Dealer
Central Stock orders Customer
Distribution
Center | e
Truck
Supplier Sea
PP Regional Stock orders & &
distibution DY Or9eTS Alr
Center,

Courier

Figure 2: Volvo distribution network conceptual depiction. Figure included with the consent

of Volvo Group (Volvo, 2022b).

Volvo Group has a few CDCs across the world supplying spare parts for around
40 RDCs and SDCs. Furthermore, many dealers in Volvo’s network are indepen-
dent but for several of these Volvo controls the inventory through a VMI (Vendor

'Interviewee 1, Supply Chain and Analytics Expert, Volvo GTO SML Operational Planning,
interview February 24th 2022

*Interviewee 2, Supply Chain Data Modeling Expert, Volvo GTO SML Advanced Analytics,
interview February 14th 2022



managed inventory) agreement.?

The network handles three separate types of orders: stock orders, day orders and
Vehicle-Off-Road (VOR) orders. Stock orders refers to regular, planned orders,
driven by the demand forecast. Day orders refers to emergency orders placed when
stock is needed urgently, these orders are required to be shipped at the latest the
morning after it is ordered. Lastly, the VOR-orders are placed in cases of severe
emergency. If there is a SDC supplying the dealer, this warehouse handles the day-
and VOR-orders while the RDC handles the day orders. In some areas, dealers
are only supported by RDC:s, in those cases the RDC handles all three types of

orders.*

The current inventory control process at Volvo is described in Figure 3. The pro-
cess can be divided into the four steps: (i) segmentation, (ii) TSL-optimization, (iii)
Inventory modeling and, (iv) Real world order process. In step (i), all SKUs are di-
vided into segments, then in step (ii) each segment is provided a target service level
(TSL) by an optimization procedure aiming to minimize total holding- and back-
order costs of the system. In step (iii) the inventory management system at Volvo
(called MMI) mathematically models the distribution system in order to compute
appropriate control policies aiming to minimize costs. Lastly, in step (iv) orders are
requested from dealer to RDC and from RDC to CDC based on suggestions from
the MMI-system as well as experience of Volvo employees. A detailed description
of each step in the process is found in Section 2.

*Interviewee 2, Supply Chain Data Modeling Expert, Volvo GTO SML Advanced Analytics,
interview February 14th 2022.

#Interviewee 2, Supply Chain Data Modeling Expert, Volvo GTO SML Advanced Analytics,
interview February 14th 2022
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Figure 3: Volvo inventory control process.

1.4 Problem formulation

1.4.1 Inventory control process improvement areas

Volvo Group’s complex supply chain and inventory control process provides nu-
merous interesting areas to investigate. When defining the scope for this master
thesis, various improvement areas for the different steps in the inventory control
process as depicted in Figure 3 were considered.

Step (i), segmentation, offers a wide area of research. In literature, supply chain seg-
mentation is widely studied and multiple different segmentation criteria and tech-
niques have been suggested (see van Kampen et al. 2012, for an overview). There
are numerous articles suggesting different dimensions and approaches to use in
segmentation. Some examples include ABC-analysis (see e.g. Everette S. Gardner
1990; Flores and Clay Whybark 1986), FNS - analysis (see e.g. Cavalieri et al. 2008),
Genetic Algorithms (see e.g. Guvenir and Erel 1998), decision trees (see e.g. Boylan
et al. 2008) or neural networks (see e.g. Partovi and Anandarajan 2002).

In the TSL-optimization module (step ii) there are several potential areas of im-
provement to consider. First and foremost, when computing the optimal target
service level in MMLI, an optimization algorithm in order to find the most efficient
TSLs is used. The research in this area is vast and there are numerous optimization
algorithms available (see Béiers 2010 for an overview). Finding a more efficient al-
gorithm for this optimization is an interesting subject of investigation.



Another area to consider in the TSL optimization step is the cost function. As the
cost estimates act as inputs to the inventory modeling, it is of course important to
validate the estimated costs. If the costs are inaccurate, the suggested inventory poli-
cies might be sub-optimal. Determination of holding costs is discussed by Berling
(2008). However, no research describing a general way of determining backorder
cost was found. The determination of these would be especially interesting to in-
vestigate as some of its cost components are difficult to quantify, e.g. badwill and
future lost sales.

Another part of the process of interest is the demand forecast. The forecasting
module provide inputs to both step (ii) and step (iii). When finding the optimal
inventory parameters, the accuracy of the input data such as demand forecast is crit-
ical to obtain a reliable output (Basson etal., 2019). Thus, itis interesting to analyze
the current forecasting method. Recent developments in forecasting technology
have made good use of machine learning algorithms (see Feizabadi 2022).

Lastly, the inventory system modeling (step ii) is also an interesting area of research.
An issue with the current system modeling at Volvo, is that the estimated service
level for a set of inventory parameters often does not match the real situation ob-
served in the system. This in turn, indicates improvement potential of the cur-
rent model.5 © The current inventory management system modeling uses a typical
single-echelon method, such as in Axsiter (2006), to compute inventory param-
eters. Hence, the gap between model and reality could be a result of the single-
echelon modeling which, e.g., uses the assumption of constant lead times. In real-
ity at Volvo the lead times have been seen to have significant variation, sometimes
because of stockouts at the upper echelons.”

With this issue in mind, the area of multi-echelon modeling is interesting. A multi-
echelon model provides a holistic view of the inventory system, which would in-
clude the impact of delays caused by stockouts at the upper echelon. Thus, a multi-
echelon model could provide a more accurate estimate of the real service levels. It
is documented that for many use cases, a multi-echelon approach can produce in-
ventory parameters that more often reach the targeted service level, or can do so at
alower cost (see e.g. Cattani et al. 2011).

Using an exact analytical multi-echelon model, like the one suggested in Axsiter

SInterviewee 4, Supply Chain and Analytics Expert, Volvo GTO SML Advanced Analytics,
interview February 15th 2022

®Interviewee 3, Excellence Expert, Volvo GTO SML Advanced Analytics, interview February
23rd 2022

7Interviewee 3, Excellence Expert, Volvo GTO SML Advanced Analytics, interview February
23rd 2022



(2006) is not viable for a large network as the time requirements for the inventory
parameter optimization would be unmanageable. Thus, approximative models are
required and there are plenty of research articles describing suitable models for dif-
ferent network configurations (see de Kok et al. 2018 for an overview based on 394
unique papers). Even with approximation techniques the number of computa-
tions might be high, thus, clever optimization algorithms might be required, e.g.,
genetic algorithms (see Celebi 2015).

A separate approach is to capture the holistic view of the network by using a simulation-
optimization model to simulate the network dynamics (see e.g. Noordhoek et al.
2018). A simulation approach is capable of capturing more complex behaviors in
comparison to an analytical approximative model. With such a model, different
inventory parameters could be tested in the digital twin and with a smart optimiza-
tion algorithm, optimal policies might be found. However, the drawback of sim-
ulation models for inventory control is that they require large amounts of devel-
opment time as well as running time during optimization (Peidro et al., 2009). In
conclusion, finding a proper way of modeling the network for Volvo Group Truck
Operations - Service Market Logistics with a multi-echelon approach make for a
challenging and exciting prospect.

1.4.2 Thesis scope

After due consideration it was decided that one of the most promising areas to an-
alyze is the proposition of using a multi-echelon approach to model the inventory
system in step (iii) of the inventory control process. Starting with investigating this
step is a natural order as the value of optimizing the target service levels is highly
dependent on whether the inventory modeling system can actually produce inven-
tory parameters to realize these target service levels. Thus, improving the reliability
of the modeling would also improve the value of the target service level optimiza-
tion. In addition, the theoretical support for using multi-echelon approaches for
modeling inventory systems is extensive and provides evidence of effects on the bot-
tom line. Lastly, investigating a superior model is timely as it could be implemented
in the new inventory management system currently being developed, PlanIT, and
thus be useful to Volvo in the long run.

1.4.3 Research questions

Presently, Volvo is using a single-echelon optimization approach for the inventory
system modeling, only focusing on a single node at a time when deciding upon
optimal inventory parameters. However, the supply chain is a highly connected
system where events at one node can affect others. For example, what if there is a



systematic delay at the central distribution center resulting in orders being delayed
to the regional distribution center, would the optimal inventory parameters still
be the same or would they be different? In order to capture the system dynamics
between nodes when optimizing the parameters, the system needs to be modeled
as a whole - as a multi-echelon system. However, an exact analytical description
of a multi-echelon system quickly becomes quite complicated, thus, clever model
approximations are needed. Multi-echelon modeling is a popular research topic
and there is a multitude of recent literature exploring it. Therefore, this master
thesis will explore how a multi-echelon model could be implemented in the Volvo
supply chain. Furthermore, the thesis will investigate what kind of improvements
in terms of availability and cost efhiciency that could be gained by a multi-echelon
optimization approach. Thus, this master thesis aims to answer two research ques-
tions:

1. What is a suitable way of modeling the Volvo Group Truck Operations -
Service Market Logistics supply chain with a multi-echelon approach?

2. What improvements in terms of spare parts availability and cost efficiency
could be achieved by using a multi-echelon optimization approach?

1.5 Delimitations

Due to the limited time of the master thesis in addition to the vastness of the GTO
- SML supply chain, it is not reasonable to explore the full extent of the supply
chain. This master thesis will therefore focus on a smaller set of nodes and SKUs.
The nodes and SKUs was chosen with the intention of being a good representation
of the full network. A reasonable scope was decided to be the 2-echelon, One Ware-
house Multiple Retailers (OWMR ), distribution network of Volvo-Construction-
Equipments located in South Africa. The network consist of a number of dealers
spread through South Africa supplied by an RDC located in Johannesburg, which
in turn is supplied from the central warehouse in Gent. Furthermore, Volvo is us-
ing several different sets of software, and with that, slightly varying single-echelon
modeling setups to control the supply chain. As a consequence of the network de-
limitation this thesis will focus on the specific software used to control the South
African network, which is called MMI.

1.6 Report disposition

In order for the reader to easier navigate through the thesis, this section presents
the disposition of the report:



Section 1: Introduction

This chapter contains an introduction to the area of inventory control and spare
parts logistics. Furthermore, a brief description of the case company and its current
distribution network is included. This is followed by the problem formulation and
the delimitation considered in this study.

Section 2: Mapping of the current inventory control process at the case
company

In this chapter the reader is introduced to a mapping of the current inventory con-
trol process. This chapter is meant to provide the reader with a more solid under-
standing of the case company’s inventory control process, and where in the process
this study makes its contribution.

Section 3: Methodology

Initially, this chapter presents a framework for operations research projects that is
used as an overall guideline throughout the report. This is followed by a description
of the applied methodology focusing on more specific steps that was conducted to
arrive at the final result.

Section 4: Theory

This chapter presents the theoretical concepts behind the models examined in the
report. First, the reader is introduced to some basic concepts within the inventory
control area which is followed by a description of a single-echelon optimization
model. Eventually, the reader is introduced to multi-echelon theory together with
a description of the multi-echelon method used to model the Volvo distribution
network in this report.

Section 5s: Numerical study

This chapter describes the numerical study used in this thesis. The multi-echelon
model was evaluated with the use of a discrete-event simulation model. The reader
is provided with explanations of the approach used when conducting the analytical
modeling and simulation.

Section 6: Results & Analysis
This chapter presents and analyzes the results obtained from the numerical study.

Section 7: Conclusion
In this chapter the conclusions of the study are presented together with suggestion
for further research.
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Chapter 2

Mapping of the current inventory con-
trol process at Volvo

This section contains a mapping of the current inventory control process at Volvo. First
an overview of the control process is presented in Section 2.1. Then each step of the pro-
cess is described in Section 2.2 - Section 2.5.

2.1 Inventory control process overview

As of today, Volvo’s organization uses several digital systems to control their vast
supply chain. The four main systems are called MMI, GIM, DSP and PartsLing.
The structure of using several systems have emerged because of several restructur-
ings of the handling of different spare parts over the years. All systems have similar
processes and features and use a single-echelon modeling approach to calculate in-
ventory parameters. Volvo has started the work to merge the different systems into
one single system under the name PlanIT but at the time of the completion of this
report this work is still under progress.® In this study the focus is on the system
used for the South African network, namely, the MMI-system. Here, a thorough
outline of the current procedure used with the MMI-system is presented which
complements the one presented in 1.3.

The process can be described by the four steps: (i) Segmentation, (ii) TSL-optimization,
(iii) Inventory modeling, and (iv) Real world order process. An overview of the
procedure is seen in Figure 4.

8Interviewee 4, Supply Chain and Analytics Expert, Volvo GTO SML Advanced Analytics,
interview February 14th 2022
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2.2

The first step includes two separate segmentation processes conducted on a ware-
house level. The first segmentation is done externally from the MMI system while
the second segmentation is done within the MMI-system. The output of this step
is that each SKU will belong to a unique segment for each warehouse. The different

predictions

Figure 4: Volvo inventory control process.
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steps of the segmentation process are displayed in Figure s.
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First step segmentation

In the first step the SKUs are categorized into different segments by four differ-
ent dimensions: price, order frequency, lifecycle and criticality. The price concerns
the monetary value of the SKU and order frequency relates to how often a specific
component is demanded. The lifecycle dimension is dealing with the maturity of
the product whereas criticality refers to the impact on machine performance with
regards to a breakdown of the particular part. These dimensions results in a seg-
mentation chart where the SKUs are divided into 29 segments.”

Second step segmentation

The second step segmentation is done in MMI and is another categorization break-
down. The break-down is based upon four measures: Value of Annual Usage
(VAU), pick-frequency, demand type, and frequency. Noteworthy is that VAU
and pick frequency are similar to dimensions price and order frequency used in
the first segmentation. This indicates the existence of some overlaps in the pro-
cess. The SKUs are divided into nine different pick-frequency classes based on the
number of order lines per year. The VAU is calculated by multiplying price by
forecasted yearly demand and is also divided into nine difterent classes. Further-
more, each SKU is, based on a forecast, assigned one of the three demand types:
Normal, Poisson and Compound Poisson. Lastly, each SKU is also given one of
two frequency classes, one-pick and multi-pick. In total, there are 14 094 possible

°Interviewee 4, Supply Chain and Analytics Expert, Volvo GTO SML Advanced Analytics,
interview February 15th 2022
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segments for each stock-keeping installation, a number that can be found by mul-
tiplying all the numbers of categories together. However, not all segments are nec-
essarily in use. Eventually, each segment, and consequently all its allocated SK U, is
assigned a target service level.'* This occurs in the next step in the inventory control
process.

2.3 Target service level optimization

In order to decide upon target service levels for each segment, an optimization pro-
cedure which takes all SKUs within a segment into account is used. First, for each
SKU, optimal inventory parameters are obtained for a set of 40 different target ser-
vice levels in the range 50 % - 99 % using a single-echelon approach to model the
system. Thus, the model assumes constant lead times and 100 % service level from
the supplying warehouse in all installations. This is followed by an estimation of
the total cost for each target service level using the calculated inventory parame-
ters. When the total costs are calculated for each SKU in the segment, a large table
is formed with the summarized costs in the segment associated with each of the 40
target service levels. Lastly, the target service level that minimizes the summarized
costs of the segment is chosen.

As the algorithm finds a target service level for each segment rather than each SKU,
it might not achieve the proposed minimum cost for each SKU, but this problem
is theorized to be minor under the assumption that SKUs in the same segment have
similar optimal target service levels. The algorithm is relatively complex and as the
distribution network handles a vast number of SKUs and quite a large number of
segments, it takes a significant amount of time to optimize a DC. Furthermore, the
process includes a lot of manual assistance, such as data collection and qualitative
assessments. The whole process takes about 30 hours to be completed. As a result,
the target service levels are not updated frequently, approximately yearly, often in
reaction to some change in costs or demand patterns. An overview of the TSL
optimization process is displayed in Figure 6." **

Interviewee 4, Supply Chain and Analytics Expert, Volvo GTO SML Advanced Analytics,
interview February 15th 2022

"Interviewee 4, Supply Chain and Analytics Expert, Volvo GTO SML Advanced Analytics,
interview February 1sth 2022

ZInterviewee 3, Excellence Expert, Volvo GTO SML Advanced Analytics, interview February
23rd 2022
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2.4 Inventory modeling

The MMI-system provided by a third party computes inventory policy parameters
for each SKU based on its target service level. The inventory policy used is a con-
tinuous (R, Q) - policy, meaning that one should order Q units from the supplier
when the inventory position (stock-on-hand and outstanding orders) reaches R.
The order quantity, Q, is calculated by use of the ZOQ - formula and then rounded
to fit potential constraints like minimum and maximum possible quantity, or that
Q needs to be a multiple of a specific amount. (Syncron, 2018)

When Q is set, the general system approach to find the optimal R is by iterating
through increasing values of R until a service level equal to or above the target ser-
vice level for the segment to which the SKU is associated is found. The search starts
at R = —Q, or R = E[D(L)] if the restriction that the safety stock needs to be
greater than or equal to zero is used. The system uses a single-echelon optimiza-
tion technique that finds the optimal reorder point when only the isolated single
node is considered. Further, the system computes the safety stock, S, from the
reorder point with the definition R = E[D(L)] + SS. The safety stock is used in
the next step of the process to generate orders. (Syncron, 2018)

As input for the algorithm the system thus requires a target service level associated
with each segment and estimated lead times. The lead time estimation is based
on the time required for different steps of a transportation route, e.g. picking,
handling, transport to port, port-to-port, etc. The lead time entered into the sys-
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tem tries to capture the expected lead time, but is in the modeling treated as con-
stant.”® An overview of the inventory modeling process in MMI is shown in Figure

7.

5B IMS modeling (MMI)

Finding Q for
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Reorder
point

EOQ formula

4 Optimizing R

Calculating

safety stock

= Dfarecasted
Main process

estimated

Figure 7: Proesses in inventory management modeling.

2.5 Real world order process

Based on the parameters set in the previous steps, MMI will generate order sugges-
tions for the SKUs, the system generates these suggestions once per week. During
the weekly calculation, an order level is generated by adding the forecasted demand
during the order lead time to the safety stock. If the inventory position is below
this order level, then an order is generated. Based on the severity of the situation,
an order can be generated as a regular order, or a rush order. In general, the rush
order is faster but also more expensive. It might be that for a particular transport
route the regular order is sent by ship, and the rush order by airplane.

When the orders are generated, an operator needs to accept the suggestions. How-
ever, the operator has the option to change order specifications, like quantities and
transport mode. There are various reasons for these changes, e.g. consolidation
of orders. However, many times the changes occur due to something that Volvo
calls “Fair share” referring to when a spike in demand at a lower echelon results in
a suggestion where a large portion of the available stock is sent. This rule is in place

BInterviewee 1, Supply Chain and Analytics Expert, Volvo GTO SML Operational Planning,
interview February 24th 2022

16



to avoid stockouts at upper echelons, like CDC and RDCs, which could result in
delayed orders. Thus, the order quantity is lowered so that the ordering installa-
tion only receives its “fair share”."* The real world order processes are illustrated in
Figure 8.

E: E Real world order process
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adjust orders
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Figure 8: Real world order processes.

“Interviewee 1, Supply Chain and Analytics Expert, Volvo GTO SML Operational Planning,
interview February 24th 2022
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Chapter 3

Methodology

This section describes the scientific method applied in this thesis. The research frame-
work used is described in Section 3.1 - Section 3.2. Its application to this thesis is delin-
eated in Section 3.3.

3.1 Research design

This thesis is a study in two parts, the first part with the objective to understand
the current inventory control process and explore improvement ideas. This part of
the study falls in the category of an exploratory study see, for example, Host et al.
(2006). For an exploratory study Host et al. (2006) suggests the method of case
study, which is referring to the collection of data and information about a specific
case or object, in our study, the inventory control process at Volvo. Further, as sug-
gested by Host et al. (2006), to gather data, the study made use of the following
three techniques: (i) open interviews, which was held with selected Volvo employ-
ees; (ii) observations, the process steps was observed and analyzed; and (iii) analysis
of documentation, technical documents describing the workings of the I'T systems
and process guides were reviewed. In the end, a mapping of the current inventory
control process was created.

The second, and major, part of this thesis is the analysis of a multi-echelon model-
ing system for the Volvo distribution network. The purpose of this study is two-
fold, first, to find a suitable method to implement a multi-echelon modeling sys-
tem, second, to analyze the potential improvements by employing such a system in
comparison to the current process. This part of the study falls under the category
of a problem solving study as described in Host et al. (2006). For this part, an op-
erations research framework was considered appropriate and the method used to
conduct this is elaborated upon in Section 3.2 and Section 3.3 below.

3.2 Operations research framework

Several approaches have been proposed throughout the years within the operations
research area. A framework describing the overall steps within a operations research
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study is proposed by Hillier and Lieberman (2010) and includes the following six

steps:

I.

Define the problem of interest and gather relevant data: This step sets an im-
portant foundation of the project and includes actions such as establishing a
well-defined definition of the problem, determining appropriate objectives
and constraints, and setting up a timeline for the execution of the project.

. Formulate a mathematical model to represent the problem: Reformulate

the problem into one convenient for mathematical analysis. This includes
determining relevant parameters, decision variables, objective functions to
optimize, and mathematical constraints to consider. As mathematical mod-
els reflecting the real world tend to become very complex, an appropriate
approach is to start building a simple model and then expand it. An impor-
tant trade-oft in this step is the precision of the model and its tractability (the
capability to efficiently produce a solution from the model).

. Develop a computer-based procedure for deriving solutions to the prob-

lem from the model: The model is, inevitably, an approximation of reality,
hence, the optimal solution of the model is not necessarily equivalent to the
optimal solution for the real problem. Thus, post optimality (also called
“what-if”-) analysis is important to find weaknesses of the model as well as
suggesting improvements. Lastly, as the model is to be used as assistance for
real-time decision making, the optimal model solution might be inconve-
nient to find due to time limitations and a good heuristic solution derived
from an approximate optimization method might be more useful.

Test the model and refine it as needed: This step is also referred to as model
validation and is highly dependent on the nature of the problem. One com-
mon way of validating the model is to use historical data and compare the
model’s outputs with the real world data.

. Prepare for the ongoing application of the model as prescribed by manage-

ment: This step refers to the extensive work of producing a computer based
system and business process required for the implementation of the new
model.

. Implement: In this step the benefits of the new model is reaped and refers

to the steps required for successful implementation of the new model, e.g.
installing the new procedure into the computer systems and educating op-
erators on changes in processes.

For the purpose of this thesis step 1-4 will be the main focus whereas step 5-6 is
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deemed out of scope for this thesis.

3.3 Applied Methodology

This section describes how the method presented in Section 3.1and Section 3.2 was
applied in this thesis work. Note that the steps have been altered slightly in order
to more appropriately suit this study.

3.3.1 Step 1: Define the problem and gather relevant data

Developing a multi-echelon model that reflects the real inventory system is a chal-
lenging one. Sbai and Berrado (2019) suggests 3 actions relevant for this thesis on
what data, policies, and criteria that need to be collected in order to arrive at an
appropriate model. These actions are the following:

* Characterize the configuration of the distribution network
* Determine parameters relative how the system is modeled
* Decide on appropriate criteria for the network

In this report, in order to understand the context of the problem to be solved, the
above actions were used to secure all necessary data needed to move on to Step 2:
Formulate a mathematical model to represent the problem (Section 3.3.2). First, the
configuration of the current distribution network was categorized by determining
elements presented in Table 1.
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Table 1: Network elements.

Element

Description

System
specifications

Structure of the distribution
network

Number of echelons and nodes
within each echelon
Relationship between nodes
e.g. convergent or divergent
distribution

Market
specifications

Market specific configurations
e.g. what customers are served
Demand type for each SKU e.g.
Normal, Possion, Compound
Poisson

Reactions to disservice e.g.
back-ordering, lost sales

Target service levels for each

SKU

Resource
specifications

Configurations related to the
capacity of the system.
Restriction on availability of re-
sources e.g. bounded or infinite
capacity

Lead times within the system
Approach to handle urgent or-
ders e.g. using emergency ship-
ments

Product
specifications

Type of products handled and

their characteristics.

Once the configuration of the current network was completed, parameters and de-
cision variables for modeling the system were identified. In this second action, re-
view policy, ordering policy, prioritization system in case of stockouts, and method
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used to calculate the order quantity were identified. Following the second action
point, key performance indicators, e.g. minimizing costs and reaching target ser-
vice levels, and their importance for the company were identified for the system.

In order to attain an understanding of the current modeling process at Volvo, inter-
views with Volvo representatives were conducted using the interview guide found
in Appendix A. Once the current assumptions and approach of modeling the sys-
tem were identified, a literature review regarding multi-echelon literature was con-
ducted in order to be able to move on to Step 2: Formulate a mathematical model
to represent the problem (Section 3.3.2).

Interviews

The interviews held in connection with this thesis were conducted with Volvo em-
ployees with the purpose of exploring the current network. According to Hostetal.
(2006) the proper structure to use for an explorative interview is an open structure.
An open structured interview, as described by Host et al. (2006), is based on ques-
tions from a prepared interview guide categorized in different areas to be explored.
The order of the questions are determined by the development of the interview.
The format also allows for follow-up questions conceived in the moment. The fo-
cus area of the interview will naturally depend on the expertise of the interviewee.
In order to acquire a complete picture of the system, this thesis work includes in-
terviews with people of various different roles with different responsibilities within
the inventory control process at Volvo. The answers to the interviews were docu-
mented for future reference.

Literature review

A literature review with the purpose of finding material related to inventory con-
trol and especially multi-echelon modeling was conducted in this thesis work. The
review was conducted according to the systematic approach presented in Host etal.
(2006): (i) search wide, (ii) select, (iii) search deep.

(i) Search wide: To find a wide sample of related articles to select from, vari-
ous courses of action were taken. Sources for reference material were: Arti-
cle suggestions by our supervisor, reference lists from related previous the-
sis work, the university database Lubsearch, reference lists from various rel-
evant articles. The keywords employed for searching the databases were:
Multi-echelon, single-echelon, inventory control, inventory optimization, (R,Q)
policy, orderup to policy, stochastic demand, stochastic lead times, multi-echelon
approximation, multi-echelon analytic models, spare parts, continuous review,
periodic review.
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(ii) Select: The papers were selected based on their relevance for the thesis work,
and the quality and credibility of the research. The relevance was based on
the similarity of the network studied in the article to the Volvo network ac-
cording to the dimensions presented in Table 1. When analyzing the quality
and credibility of the research, focus was placed on the following areas of
scrutiny as suggested by Host et al. (2006): whether the article is peer re-
viewed, who is guaranteeing its credibility; is the methodology scientific; are
the results conceived in a setting relevant for this thesis; and has the results
been cited or confirmed in complementary work.

(iii) Search deep: Based on the findings in the papers reviewed, several areas were
identified as important for further research, these were: lead time modeling,
intermittent demand, and lot sizing. The Lubsearch database was used to
find relevant papers as well as reference lists from the previously selected pa-
pers.

In the second step of the literature review, 82 abstracts were reviewed, 48 were se-
lected for full paper review, and 35 were selected for inclusion in the thesis work. In
the third step, six additional papers were reviewed and all six of them were chosen
to be included in this thesis.

3.3.2 Step 2: Formulate a mathematical model to represent the
problem

With the information and data collected about the inventory control process at
Volvo during the interviews, a suitable inventory model for the distribution net-
work was identified in the literature review. The multi-echelon approximation
model suggested by Berling and Marklund (2013; 2014) was deemed suitable to rep-
resent the inventory control system for the studied distribution network at Volvo.
The model chosen was hypothesized to provide a dependable balance between com-
plexity, robustness and computational tractability for the Volvo group system. A
thorough description of the model is found in Section 4.10.

3.3.3 Step 3: Develop a program for deriving solutions to the
problem

The chosen mathematical model was programmed in Python (version 3.10). An
important aspect when writing the code was first hand readability to ensure that
the code can be easily understood in a future implementation at Volvo. As the
model handles averages over discrete probability distributions defined over all pos-
itive integers, i.e. sums from zero to inﬁnity, truncation of several sums was re-
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quired. The methodology used was to iterate through the sums until reaching a
cumulative probability close to one. The threshold value was chosen to be very
close to one, 1 — 1076, in order to avoid potential inaccuracies due to early trunca-
tion. The structure of the program is described in Appendix 7.2.

3.3.4 Step 4: Test the model

In this step, a numerical study was conducted. Following is a short description of
the study, for a more detailed account see Section s.

The purpose of the numerical study was: (i) to investigate and understand what
systematic changes to expect if implementing the chosen multi-echelon model in
the Volvo inventory control process and, (ii) to assess the potential of an imple-
mentation of the multi-echelon model at Volvo in terms of reaching target service
levels, decreasing stock-on-hand as well as holding- and backorder costs.

The evaluation was performed by using a discrete-event simulation model to sim-
ulate the dynamics of the system in order to produce simulated values of service
levels, inventory levels, and costs for comparison with the estimates provided by
the two models under investigation.

The simulation model used was a discrete-event simulation model implemented in
the software ExtendSim (version 9.2). The model was originally developed by re-
searchers at the Department of Industrial Management and Logistics, Lund Uni-
versity, supporting a structure of one central warehouse in the upper echelon sup-
plying ten installations facing customer demand in the lower echelon. In order to
better suit the distribution network at Volvo the simulation model was expanded
to support up to 15 installations at the lower echelon.

The simulation is constructed to mimic the real world behavior and is based upon
historical data obtained from Volvo’s inventory systems. While this evaluation will
provide an initial insight to how an implementation of a multi-echelon model at
Volvo will affect the outcome of the inventory control process, the real baptism by
fire would be a pilot project. However, such a project would require several months
of time, as well as high level decision making authority at Volvo, unfortunately,
neither of which is possessed by the authors of this thesis.
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Chapter 4

Theory

This section summarizes relevant theory regarding inventory control in general and
multi-echelon inventory control in particular. The focus of Section 4.2 - Section 4.7 is
on inventory control modeling in general. This will be followed by a description of
the extension to a multi-echelon system in Section 4.8 - Section 4.9 where various mod-
els suggested in research will be presented. Lastly, the model presented in the articles
Berling and Marklund (2013; 2014) is described in detail in Section 4.10.

4.1 Inventory control systems in general

An inventory control system is used to provide decision rules about how to control
the inventory, e.g, when, and how much, to order at a given time when refilling
stock at an installation in the distribution network. To find these decision rules, an
analytical inventory model can be used which tries to mimic the behavior of the real
system. The aim is to find a decision rule that minimizes total costs of inventory,
while company targets regarding customer service are fulfilled. A basic inventory
system modeling approach is to model each installation one-by-one according to
Figure 9, which is referred to as a single-echelon model.

Installation

Figure 9: A single installation network.
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4.2  Ordering systems

The term ordering system refers to some kind of system that tells the decision maker
when and how much to order. It is common to use a policy that prescribes to
order a certain order quantity when the inventory position, defined as in (1), of the
system has declined to or below a certain amount, called the reorder point. The
term outstanding orders in (1) refers to orders that have been placed but have not
yet arrived at the installation. Backorders refers to customer orders that have been
demanded at the installation but are not yet delivered due to a stockout. When
designing an ordering system, an ordering policy, and a review policy are established.
Together, these policies describe when, and how much to order. Below follows a
description of these two concepts. (Axsiter, 2006)

inventory position = stock-on-hand + outstanding ovders — backorders (1)

4.2.1 Ordering policy

Two common ordering policies are the (R, Q) - policy and the (s, S) - policy. The
(R, Q) - policy initiates an order with order quantity Q once the inventory position
has declined to or below the reorder point, R. An alternative way of writing this
policy is by using the notation (R, zQ). That is to emphasize that more than one
order of size Q can be initiated when ordering. This notation can also be used in
terms of Q) being a fixed batch of units, e.g. a pallet, and 7 the parameter deciding
how many batches to order. (Axsiter, 2006)

The (5, 8) - policy initiates an order at reorder point, 5, and orders enough units
to reach the order-up-to level, S. The order quantity in the (5, S) - policy thus
varies and the policy is sometimes referred to as order-up-to policy. A special case
of the (5,.5) - policy is the S - policy where s = S — 1, which orders up to S units
whenever faced with demand. The S -policy is also called base-stock policy. (Axsiter,

2006)

The different decision variables, R, Q, s, and S are called nventory policy parameters
and these are the decision-variables to determine when it comes to minimize costs
in the systems. Cost minimization will be discussed in Section 4.6.1.

422 Review policy

Continuous review means that the inventory position is monitored continuously,
and consequently, an order can be placed as soon as the inventory position reaches
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the reorder point. In a periodic review system, the inventory position is only re-
viewed at certain times, often with periodic intervals of 7" time units. This allows
the inventory position to fall below the reorder point before the orders are placed.
Thus, when using continuous review, the ordering system only needs to consider
demand variations during the lead time when deciding upon parameters for re-
order point and order quantity (lead time demand is elaborated upon in Section
4.5). When using periodic review, demand variations need to be considered for
both the lead time and the review time. (Axsiter, 2006)

Both alternatives have their advantages, continuous review policies will reduce the
required amount of safety stock and periodic review policies will allow for greater
pooling of orders which can reduce transportation costs (Axsiter, 2006). From a
modeling perspective, a periodic review system is slightly more complex. However,
a period review system can be approximately modeled as a continuous review sys-
tem; a common approximation is to add half a review period to the lead time in the
continuous review model (Axsiter et al., 2013).

4.3 Inventory level and inventory position

While the decision of when and how to order depends on the inventory position,
as explained in Section 4.2, the costs of the system depend on the inventory level.
Hence, itisimportant to find expressions for the inventory level of a system. (Axsiter,
2006)

4.3.1 Inventory level and inventory position in steady state

The inventory level of a system in steady state of the system depends on the lead
time demand and the inventory position. Let ¢ be an arbitrary time and L the lead
time, consider the time ¢ + L when all outstanding orders have arrived at the instal-
lation. The inventory level at time # + L, IL(¢ + L), can be expressed as a function
of the inventory position, /P(¢), and the demand during the time L, D(z, ¢ + L),
according to (2). (Axsiter, 2006)

Forthe (R, Q) - policy, the inventory position in steady state is uniformly distributed
according to (3) as shown by Axsiter (2006, p. 88). If the inventory system faces
uncertain (stochastic) demand, which is most often the case when facing a com-
petitive consumer market, both the inventory position and the inventory level are
stochastic (Axsiter, 2006). To find the steady state distribution of the inventory
level the distributions of the inventory position and the distribution of lead time
demand is required. The estimation of a lead time demand distribution is elabo-
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rated upon in Section 4.s.

IL(t+ L) =1IP(t) — D(t,t+ L) (2)

IP € U[R R+ Q] (3)

4.3.2 Stock-on-hand and backorders

In the context of determining optimal inventory parameters, the stock-on-hand,
IL*, and number of backorders, /L™, is of interest as these are related to the costs of
holding inventory and keeping backorders, respectively. Consider the notation in
(4) and (5), then the relation between inventory level, /L, stock-on-hand, /L*, and
backorders, IL™, is as in (6). With this notation, the backorders can be expressed
with a positive number, which will make the cost analysis more tractable.

x* = max(x, 0) (4)
x = max(—x,0) (s)
LI =1L (6)

When analyzing the system, the expected value of stock-on-hand and backorders
will be of interest, these can be found using the definition of expected value in (7).
Foran (R, Q) policy, the maximum inventory level is (R + Q) (occurring when just
receiving a shipment and demand during the lead time was zero). This means that
stock-on-hand takes on values between zero and R + Q. However, backorders can
theoretically take on values between zero and infinity. With this in mind, using (6)
is often advantageous when computing £(ZL7).

E[X]= ) kP(X = k) = E[X*] - E[X"] (7)

k=—00
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4.3.3 Backorders or lost sales

The company also needs to consider what happens in the real system once the
inventory level reaches zero. There are two ways to model this situation when
net stock-on-hand is zero depending on how the customers of the company re-
act. Either, the customer is willing to wait for an order to arrive at the installation.
Then, modeling the customer’s order as a backorder with a corresponding back-
order cost is a appropriate. Alternatively, the customer leaves without placing an
order, maybe deciding to request the product from a competitor. Then, the com-
pany should consider all orders that cannot be satisfied due to stockout as alost sale
with a corresponding lost sales cost. The choice will further have an effect on the
inventory level. For example, in a lost sales model the inventory level can never be-
come negative, consequently, the optimal reorder point must be assumed to always
be above 0. (Axsiter, 2006)

4.4  Service level definitions

Service levels are commonly used as key performance indicators of production and
inventory systems. Service levels measures how well customers are served (i.e. re-
ceiving the right amount at the right time). From a practical point of view it is im-
portant to keep a common service level definition throughout the company that
can be followed up using real data (Axsiter 2006, p.9s). Furthermore, there are
numerous articles discussing the importance of having centrally established objec-
tives and targets as opposed to having different definitions throughout the com-
pany (see e.g. Rummler and Brache 1991; Shapiro 1977). Moreover, it is usually
not suitable to assign the same target service level to all SKUs . To conveniently
solve this problem, a segmentation on product level might be necessary to assign
the same target service levels to SKUs with similar characteristics (Axsiter 2006).
This section presents different service level definitions that are used in industry and
methods for how to determine them.

It is up to the company and its customers to decide on what type of service level
to be used but it should be noticed that although only one is implemented in the
optimization of the inventory parameters, it is straightforward to adapt and analyze
other key performance indicators that might be of interest (Wongetal., 2007).

441 Cycle service level, fill rate, and ready rate

Axsiter (2006) defines three different types of service levels, see Table 2. Out of
all possible service level definitions, fill rate is the most common measure used in
industry (Teunter et al., 2017). The mathematical formula to calculate the fill rate
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depends on the demand distribution. In Section 4.7 the fill rate for two different
types of distributions, the Compound Poisson distribution and the Normal distri-
bution, are calculated.

Table 2: Target service level definitions.

S1 (Cycle service level) | Probability of no stockout per order cycle.

S5 (Fill rate) Fraction of demand that can be immediately
satisfied from stock-on-hand.

83 (Ready rate) Fraction of time with positive stock-on-

hand.

4472 Time based service levels

The above mentioned definitions do not take into account the time that customers
facing a stockout have to wait for their order. An alternative set of service measure-
ments that includes this consideration are time-based service levels. A common
time based service level found in several real-world applications is time until the
customer receives an order also called waiting time (Wheatley et al., 2015a).

45 Lead-time demand modeling

As explained in Section 4.3, the distribution of the lead time demand is required
for determining the inventory level distribution. As the demand is unknown and
uncertain, a suitable demand model needs to be estimated. When modeling the
demand, a commonly used assumption is that demand during a period can be de-
scribed as a non-decreasing stochastic process where increments are stationary and
mutually independent. (Axsiter, 2006)

In a modeling context, it is mainly interesting to find a suitable distribution to de-
scribe the demand over a time period (the lead time). As demand often takes place
in discrete amounts, rather than continuous, it makes sense to choose a discrete
demand distribution for this purpose. However, using a continuous distribution,
like the Normal distribution, could be more effective computationally. In this sec-
tion some common choices of distributions are described.

45.1 Discrete demand: Compound Poisson distribution

A distribution family that is often used to model demand during a time unit is
a Compound Poisson distribution. In such a distribution, the customers arrive
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at the installation according to a Poisson process, which means that the number
of customers arriving during a time interval is described by a Poisson distribution
according to (8). The 1 is the expected number of customers during a time unitand
t denotes the time period. Note that with this notation the time between customer
arrivals can be found as %

Further, the demand size, j, i.e. the number of items demanded by a single cus-
tomer, is an independent stochastic variable where f; denotes the probability of a
single customer demanding an order of size ;. The probability that £ customers de-
mand ; units, denoted by jj.k, can be found as in (9). This means that the lead time
demand is distributed according to (10). Remaining is the task of estimating a com-
pounding distribution to describe the demand size of a single customer, f;. A spe-
cial case is to use the compounding distribution of ﬁzl = 1,1i.e. a customer always
buys one item. In that case, the lead time demand is Poisson distributed, which is
an attractive estimate due to its computational efficiency. (Axsiter, 2006)

k
P(k) = (’Z) M k=012, (8)
j-1
= Z FYs k=234, (9)
i=k—1

P(D(#) ﬂ—ZW) i, (10)

To find the mean and variance of demand during one time unit, (1) and (12) can
be used. (Axsiter, 2006)

u=A Z Nifi (1)
=

452 Discrete demand: Logarithmic compounding distributions

Many different choices of compounding distributions describing the number of
units a single customer orders have been suggested in literature, one example is the
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Logarithmic distribution displayed in (13). Parameters # and 1 are found according
to (14) and (15), respectively. Here, " and ¢’ are estimates of mean and standard
deviation of demand during the lead time. (Axsiter, 2006)

o -
f= “i—ay /T2 (13)
[u/
a=1- )2 (14)

¢ (1-a)n(1-a)
L 2

A=

(15)

When using this compounding distribution, it can be shown that the lead time de-
mand distribution is a Negative Binomial distribution (NBD). Then the lead time
demand can be described as in (16), with parameters p and » according to (17) and
(18), respectively. Using the NBD expression in (16) instead of the expression for
the Compound Poisson distribution in (10) reduces the computational complexity
of the model. (Axsiter, 2006)

r(r+1)..(r+k-1)

P(D(t) =k) = i (1-pV k=1,2,.. (16)
oK .

ID - (0_/)2 - (7)
_,1=p) )

rEET (18)

453 Discrete demand: Geometric compounding distribution

Another common assumption is that demand size, ﬁ, is distributed according to a
delayed Geometric distribution as in (19) with parameter 4 found according to (20)
(Axsiter, 2006). This distribution is sometimes referred to as stuttering Poisson
distribution (SPD). (Turrini and Meissner, 2019)

f=0-pF7 j=123. (19)
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In Figure 10 two examples of lead time demand distributions with Logarithmic-
and Geometric compounding distributions, respectively, are shown. Here, mean
and standard deviation of the distributions are equal. According to Axsiter (2006)
the Logarithmic distribution is a better choice because of the simplified computa-
tions offered while the two distributions show significant similarities in the proba-
bility function.

Probability

Lead time demand

EEl Geometric compounding B [ogarithmic compounding

Figure r0: Examples of lead time demand from a Compound Poisson process with Logarith-
mic vs. Geometric compounding distribution.

454 Discrete demand: Empirical compound distribution

In practice, the distribution of the customer demand size may be subject to large
and irregular variations resulting in difficulties to find a reasonable fit to any stan-
dard distribution. In this case, modeling the demand process as a Compound Pois-
son process with empirical compounding distributions could be appropriate. That
is, the compounding distribution is estimated using the relative frequency for the
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real data set (i.e. based on orders history during a chosen time period, the proba-
bility of demand size ; is set to the frequency of demand size j during the period).
(Berling and Marklund, 2014)

455 Continuous demand: Normal distribution

If demand during the lead time is high, regardless of the real distribution, approx-
imating the demand distribution with the Normal distribution could be suitable,
according to the central limit theorem. For Normal demand, the lead time demand
distribution is estimated with density function and distribution function accord-
ing to (21) and (22), respectively. (Axsiter, 2006)

1 1(d-u
F =~ =eg [_5( = )] (21)
d
Fd)pu = / F@)pu dx (22)

While the Normal approximation grants convenient calculations, a drawback is
that it allows negative lead time demand. Especially for smaller lead time demand,
the probability of this might be impactful and the approximation will be poor.
(Axsiter, 2006)

45.6 Continuous demand: Gamma distribution

To remedy the problem of of negative demand realisations experienced when using
the Normal distribution, a Gamma distribution can be used. Then, the lead time
demand is approximated with density function and distribution function accord-
ing to (23) with parameters according to (24), (25) and (26). (Axsiter, 2006)

w(a)x)r—lewx

glx) = ro " >0 (23)
w= ;4'/(7’)2 (24)
r= (o) (25)
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F(r)=/0 x e dx (26)

In Figure 11 examples of lead time demand density functions where demand is mod-
eled with Normal- and Gamma distribution are shown. The mean and variance of
lead time demand is equal in the two examples. In the example the possibility of
negative demand of the Normal demand distribution is clearly showcased.

Probability

Lead time demand

—— Gamma distribution ---- Normal distribution

Figure 11: Normal- vs Gamma distribution.

457 Distribution fitting

The above mentioned distributions are common choices when estimating lead time
demand, however, any distribution may of course be used. When trying to fita dis-
tribution to demand, a common statistical approach is to perform goodness of fit
tests on historical data, e.g. the Kolmogorov-Smirnov test. Turrini and Meissner
(2019) used the Kolmogorov-Smirnov test and tested the five distribution types pre-
sented: Poisson, NBD, SPD, Normal, and Gamma on two large datasets contain-
ing spare part demands. Their work showed the Normal distribution to fit poorly
to the datasets while the NBD and SPD showed most potential.

35



In practice, when large number of SKUs are handled, it might be more convenient
to use some rule of thumb when choosing a demand distribution estimate instead
of doing distribution fitting and goodness-of-fit tests for every single SKU. For dis-
crete demand, Axsiter (2006) suggests using the variance-to-mean ratio (¢ /). If
the ratio is approximately equal to 1, he suggests using a Poisson distribution and
if variance-to-mean is above 1.1, Compound Poisson is suggested. Furthermore,
Axsiiter (2013) concludes that the Normal distribution leads to large errors when
used to model lead time demand of discrete nature and low mean, about 1-2 units
during the lead time. For the use of the Normal distribution, Axsiter (2013) sug-
gests a rule of thumb as follows: use the Normal approximation if expected lead
time demand exceeds 10 and the variance-to-mean ratio is at most 2.

45.8 Estimating parameters from data

Regardless of the parametric family of distributions chosen, the parameters are un-
known and need to be estimated. One could use the method of moments estimator
with historical data, however, as the lead time demand under consideration is not
necessarily described by the same parameters as historical demand, it might be more
suitable to use some forecasting method (Altay and Litteral 2011). E.g. exponential
smoothing, Box-Jenkins, etc. When designing the forecasting process it should be
remembered that most distributions require at least two moments, the mean and
the variance. Thus, both these estimates need to be produced in the forecasting
process.

45.9 Stochastic lead times

When modeling lead time demand, the lead time (which refers to time between
placement of the order until its arrival) is often estimated with a constant value. In
reality, the lead time is rarely constant. More likely is that it holds variation from
many sources, e.g. delays due to stockouts at supplying warehouse, variation in
travel times, delays in handling, delays in re-packing locations. If (i) the orders are
sequential, meaning that they can not pass each other in time, (ii) the lead time
and demand during a time unit is independent, and (iii) the lead time mean and
variance are known. Then, the mean and variance of lead time demand is found
according to (27) and (28). (Axsiter 2006, p. 122.)

E[D(L)] = pE[L] (27)

VAR[D(L)] = o*E[L) + ¢*VAR[L] (28)
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46 (R, Q) - policy cost minimization

The overall objective in inventory control is usually to minimize inventory related
costs while adequately satistying customer demand. This section will describe two
general approaches regarding how to formulate the optimization problem to find
optimal inventory policy parameters assuming a continuous review (R, Q) - pol-
icy. The first approach is an unconstrained minimization of holding- and backo-
rder costs in the system whereas the second is a constrained optimization problem
focusing on reaching target service levels while minimizing holding costs.

4.6.1 Cost minimization of (R, Q) - policies

If using the first approach, the optimization problem to find the R and Q that
minimizes the total cost of the system can be formulated as (29) (Axsiter 2006,
p-4s). Here, the holding- and backorder costs are assumed linear in the inventory
level. The holding cost per unitand time unit, A, refers to all costs related to holding
an item in stock. It can be based on e.g. capital costs, storage space costs, and,
tax and insurance costs. These types of costs are usually not too difficult for the
company to determine. (Berling 2005, p.8-13)

The backorder cost per unit and time unit, 4, represents the financial loss occur-
ring when failing to meet demand and is usually more challenging to obtain. For
example, the backorder cost could include a type of badwill cost which corresponds
to the financial loss associated with customers’ decrease in trust when the retailer
cannot deliver. Estimation of these financial losses tend to become subjective and
customer specific. (Axsiter 2006)

r}%iél C(R Q) = r;z{iél(/ﬂE [ZZ*] + bE[IL7]) (29)

4.6.2 Cost minimization of (R, Q) - policies with service level
constraints

An alternative to by-pass the problem of finding the backorder cost is by removing
that part of the objective function and instead add a target service level constraint
as in (30). Furthermore, for the single-echelon situation, this approach also allows
for excluding the holding cost, 4. In the single-echelon case in this approach, to
minimize holding costs, is equivalent to minimizing stock-on-hand.
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min C(R, Q) = min(hELIL")

(30)
st. SL > SLthgﬁ

While establishing a suitable target service level is a challenging task, it is often
simpler and more practical compared to estimating a shortage cost (Axsiter 2006,
p- 4s). To our knowledge, the literature does not offer any extensive frameworks
about determining appropriate service levels. However, this could be explained by
the company-, customer- and SKU-specific problem that the determination of tar-
get service level boils down to.

If the fill rate or ready rate is used as service level definitions, then it is possible to
evaluate defined service levels by translating them into shortage costs by the rela-
tions presented in (31) and (32), which hold for Compound Poisson demand and
Normal demand, respectively. Here, R* is the optimal reorder point for the instal-
lation. Moreover, if the lead time demand is Poisson, then (31) holds for the fill rate,
S5, as well (Axsiter 2006, pp. 103, 105). In a way, by setting a target service level, the
decision-maker is determining a shortage cost indirectly. While the actual shortage
cost may be hard to estimate, this method may provide managers with a tool to
evaluate and find proper target service levels. The motivation being that it is easier
to interpret and reason around a cost value compared to a service level percentage.
(Axsiter, 2006)

S3(RY) < % < S3(R*+1) (Ready rarte) (31)
SH(R*) = S83(R") = b (Fill rate) (32)
2 =3 = b+ b il rate 32

Since appropriate target service levels might be easier to determine compared to
backorder costs, this alternative to finding optimal inventory parameters could be
advantageous (Axsiter, 2006). This approach is also preferred in industry where
managers tend to set target service levels rather than specify backorder costs (Hopp

etal.,, 1997).
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4.7 Mathematical formulas for optimization of contin-
uous (R, Q) - policy

As described in Section 4.6 there are two approaches of finding optimal inventory
policy parameters, i.e. R and Q, for the continuous (R, Q) - policy controlled sys-
tem. Preconditions for solving the optimization problems presented is to know
what demand type the system is experiencing (Axsiter, 2006). Note that while the
first, unconstrained, optimization approach does not require calculations of the
service level, companies that use this approach may still want to compute estimates
of the service level to use as a performance indicator.

47.1 Demand modeled as a compound Poisson process

When demand follows a compound Poisson process the fill rate, S5, for the inven-
tory system can be determined according to (33) (Axsiter 2006, p. 98).

X, B2 minGi k) < fi - PUL = )
) il ki

(33)

hY)

In order to determine the item fill rate, S», P(IL = ;) is required for all positive
values of j as can be seen from (33). However, as the maximum inventory level is
R + Q as described earlier in Section 4.3, the probabilities are only needed for the
interval 1 < j < R + Q. These probabilities are found according to (34) with
lead time demand, P(D(L) = d) as derived in Section 4.5.1, (10). Note that for
R = —Q, there is no probability for positive inventory levels, according to (34).
This means that for such reorder points, the fill rate, >, in (33) is equal to zero.
(Axsiter, 2006)

R+Q

PUL=j)== 3 PDL)=k-p) j<R+Q  (4)
k=max(R+1,)

With (34), E[ZL*] and E[ZL"] is found by using (6) and (7) presented in Section
4.3.2 earlier. Now, everything needed to solve both the unconstrained and con-
strained optimization problems for the situation of Compound Poisson demand
is presented.
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4.7.2 Normally distributed lead time demand

If the system instead is experiencing a normally distributed lead time demand (or
approximated to do so), (35) is used to calculate the fill rate, S,. Here, the fact that
the fill rate, S, and the ready rate, S3, are equal for continuous demand is used.
(Axsiter, 2006)

Sy =8y =1-P(IL < 0) = 1 F(0) = 1- 2 [G(M) _ G(R+Q—#’)]
Q o’ o’
(35)

In (35), £(x) denotes the distribution function for the inventory level, which is
found according to (36). The function G(x) is called the loss function and is de-
fined as in (37). @ and ® are the density and probability functions of the N\ (0, 1)
- distribution, given in (38). (Axsiter, 2006)

PUL < %) = Fyg () = O“_Q’ [G(M) _ G(M)] G6)

a’ a’

G(x) = / (v - x)p(v)dv = p(x) — x(1 - P(x)) (37)
xZ x
o(x) = \/%Texp (—?) Dd(x) = [ up(u)du (38)

To find E[IL*] and E[ZL~], the density function of the inventory level, / (x) as de-
fined in (39), is used with the definition of expected value for continuous stochastic
variables as stated in (40) and (41). Also here the relation in (6) can be used for more
efficient computations. (Axsiter, 2006)

oo o]
E[IL*] = /OoouﬁL(u)du (40)

0
E[IL7] :[ ufrr(u)du (41)
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4.7.3 Finding optimal inventory policy parameters for continu-
ous (R, Q) - policy under service constraints

The minimization of the cost function under service level constraints, as presented
in Section 4.6.2, can be approached in two ways. Either, the reorder point, R and
order quantity, Q, are optimized simultaneously. Alternatively, the order quanti-
ties are pre-determined by some process and then the cost function is optimized
by altering the reorder points. While the latter approach cannot guarantee to find
the global optimum, it is computationally more efficient. Additionally, it has been
shown that using the EOQ - formula, a commonly used deterministic method of lot
sizing, the upper bound for the increased costs due to sub-optimal order quantity
is small (Axsiter, 1996). Furthermore, many articles on the subject of inventory
control modeling make the assumption of given order quantities (de Kok et al.,
2018).

24
Qrog = T‘u (42)

The EOQ - formula is presented in (42), where 4 is the fixed setup cost for an or-
der. Recall that ¢ represents the demand during one time unit and 4 is the holding
cost per unit and time unit. The formula was first published by Harris (1913) and
computes the optimal order quantities under several assumptions, e.g. the whole
batch quantity is delivered at the same time, ordering and holding costs per unit are
assumed to be constant, and, demand is deterministic and constant. Many other
methods are available, some of them suggesting adjustments of the model proposed
in 1913 in order to increase its reflection of reality. Continuous delivery of batches,
and inclusion of quantity discounts are two examples of extensions to the model.
It is also noteworthy that in practice the order quantity may also be constrained
by factors such as the capacity of transportation mode or load carrier sizes. Also,
the method does not include the environmental aspect of transporting where full
load trucks are preferable. Thus, it becomes important for each company to iden-
tify what assumptions and constraints are plausible for their specific distribution
network.

With the order quantity, Q, given, the procedure of determining the optimal re-
order point, R*, is remaining. Since both the holding cost and the service level are
increasing functions of the reorder point, the optimal, R* that minimizes the costs
in (30), can be found as the minimal reorder point satistying the service constraints.
Finding R* may be achieved by brute force, searching through all possible R - val-
ues, within a reasonable interval. However, a more refined algorithm may be used,
e.g. the bisection search. (Axsiter, 2006).
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Once the reorder point has been determined, the safety stock SS, defined as the
average remaining stock just before an order is received, can be calculated using
(43). Recall that ¢’ refers to the average demand during the lead time.

SS=R-u (43)

4.8 Multi-echelon inventory control

So far, the focus has been on inventory management for a single stock location,
however, most inventory systems does not consists of a single installation, but con-
tain multiple warehouses where stock moves between warehouses in different stages
(echelons) before it finally reaches the customer. A system in multiple stages is
called a multi-echelon system.

In the literature, a commonly studied multi-echelon system is structured as in Fig-
ure 12, this is a 2-echelon system with a central warehouse supplying several smaller
warehouses which in turn service customers. This type of divergent setup is of-
ten found in distribution networks. The installations in the lower echelon which
serve customers directly are often referred to as retailers (or dealers). To describe
a multi-echelon system, more refined inventory control models are required in or-
der to accurately capture the dynamics between stock in different locations. The
theory of multi-echelon modeling is the area of researching and describing such
models. (Axsiter, 2006)

Dealers

Warehouse
Figure 12: 4 divergent 2-echelon system, one-warehouse-multiple-retailers.
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4.8.1 Multi-echelon inventory policies

Designing an optimal ordering system in multi-echelon systems is a very complex
task as the optimal ordering policy for an installation may depend on the stock
held at every location in the network. An approach for a centralized ordering pol-
icy, which means that the policy considers information from every installation in
the network when suggesting an ordering decision, is to use the concept of echelon
stock inventory policy. In such a policy, an installation orders when its echelon stock
inventory position, /P, which is defined as the inventory position for the installa-
tion plus all inventory positions of connected installations downstream, declines
to or below a certain echelon reorder point, R.. Axsiter (2006).

A centralized policy is attractive as every installation might react to any occurrence
in any downstream installation. Consider Figure 13, with a centralized policy, an
order could be triggered at the installation at echelon 1 directly by demand faced
by the installation in echelon 4. Furthermore, the use of a centralized policy coun-
teracts the bullwhip effect (see e.g. Lee et al. 1997 for details) as information about
fluctuations in demand is seen and acted upon at all stages, which negates the pos-
sibility for fluctuations to increase as they move through the supply chain.

Echelon 1 Echelon 2 Echelon 3 Echelon 4

vVVVY

Figure 13: A 4-echelon inventory system.

However, in practice it might be complicated to use a centralized decision rule due
to different entities in charge of inventory management at different locations, or
that the information required for the centralized policy is not available at every in-
stallation. Thus, a de-centralized installation stock policy is a popular choice, re-
ferring to the use of a regular policy like the (R, Q) - policy as described in Section
4.2.1atevery installation, but with its parameters produced by a model considering
all echelons. Again considering Figure 13, with an installation stock policy, an order
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can only be triggered at the installation in echelon 3 if an order is received from the
installation in echelon 4 and so on. (Axsiter, 2006)

4.8.2 Implications on inventory modeling

As discussed in Section 4.7.3, the EOQ-formula is commonly used in the single-
echelon setting to provide an optimal order quantity. In the multi-echelon case,
the computation of optimal lot sizes can quickly become vastly complex as the net-
work grows. The reason being that lot sizes do not only affect stock levels at the
current installation, but also in upstream locations (Axsiter, 2006). An approxi-
mation model ensuring a close to optimal solution is presented by Muckstadt and
Roundy (1993). However, in practice the lot sizes are often determined separately
for each installation similarly to the procedure described for the single-echelon set-
ting. (Axsiter, 2006)

Determining the optimal reorder points as discussed in Section 4.7.3 is also not di-
rectly applicable to the multi-echelon setting. As explained, dynamicsin the system
allows stock at one location to affect stock and service at another. E.g. if the safety
stock is large at a downstream location, a lower service level (and thus a longer av-
erage delay before an order may be sent downstream) may be allowed for at the
upper echelon (Axsiter, 2006). Moreover, the objective of minimizing costs under
service constraints is no longer equivalent to minimizing stock-on-hand since hold-
ing costs may differ between different installations. These characteristics make the
problem of finding optimal reorder points in a multi-echelon setting complicated
and computationally costly in comparison to the single-echelon case.

There are no general solutions to describe the multi-echelon case, which means that
the models used are required to be adapted to the system design in question, in or-
der to produce a satisfactory solution (Axsiter, 2006). In Section 4.9 a number of
multi-echelon models using different approximations and methods for determin-
ing near-optimal inventory parameters for different setups are presented.

4.9 Multi-echelon inventory modeling

In recent years, interest in multi-echelon theory has been substantial amongst re-
searchers. A search for “multi-echelon inventory management” with an interval
spanning the last 30 years (1992 - 2022) on Google Scholar produces 18 300 arti-
cles. Needless to say, there are numerous suggestions on decision rules, optimiza-
tion models and heuristics to analytically describe and operate different types of
multi-echelon networks. In this section a general overview of different modeling
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approaches, system setups, assumptions and approximation techniques will be de-
scribed, all based on a thorough literature review.

4.9.1 Exact- vs approximative techniques

The task of analytically modeling multi-echelon networks is a tricky one, never-
theless, several exact models for different setups exist in literature. The models
describe the behavior of a certain network setup under certain assumptions with-
out any mathematical approximation. For example, Graves (1985) provides an ex-
act model for a network of repairable parts under one-for-one replenishment, and
Axsiter (2000) describes 2 model for exact evaluation of a 2-echelon network us-
ing continuous installation stock (R, Q) -policy and facing Compound Poisson
demand.

de Kok et al. (2018) provides an extensive literature overview of the multi-echelon
inventory control area. Of the 394 articles studied, 221 were classified as using ap-
proximative approaches. Likewise, a majority of papers studied in this thesis work
also used approximative approaches. The motivation for using an approximative
model rather than an exact model is to provide a more useful model, i.e. a model
with less computational complexity (see e.g. Berling and Marklund 2013; Ozkan
et al. 2015; Yang et al. 2011). Oftentimes, companies control large networks of mul-
tiple stocking installations and a vast number of articles, especially in the spare parts
business, which renders computationally complex models impractical.

4.9.2 Different types of system setups

As the inherent complexity of multi-echelon problems makes general solutions
hard to find, research papers often focus on a specific setup and set of assump-
tions regarding the network structure, number of echelons, and policies, etc. While
many of the models described in literature produce promising results in the associ-
ated numerical studies, few are feasible for use in practical applications. Generally,
this is a consequence of quite restrictive assumptions, e.g. specific demand distri-
butions, identical retailers in terms of policy and demand faced, or that the models
are computationally too demanding Berling and Marklund (2013; 2014). It is not
unusual that researchers build upon each-other’s (or their own) previously pub-
lished models to test different assumptions, and thus the robustness of the model,
and to suggest extensions for a more general model setting.

A majority of the systems in the literature studied in this thesis investigates a di-
vergent 2-echelon setup as depicted in Figure 12 in Section 4.8. This reflection is
shared by the study conducted by de Kok et al. (2018) in which 244 out of 394

45



articles examine a system consisting of two echelons. Articles examining a general
number of echelons motivates their choice by mentioning that many supply chain
in today’s world consist of more than 2-echelons but also due to the fact that they
want to contribute with a more dynamic approach (see Caggiano et al. 2007 and
Verrijdt and de Kok 1995). The choice of number of echelons studied has implica-
tions on the feasibility of different techniques, for example, Caggiano et al. (2007)
mentions that lagrangian based techniques is less efficient with increasing number
of echelons.

A way of making models more dynamic and robust is by considering the extension
of non-identical retailers. In practice, it is quite obvious that in most cases, dif-
ferent retailers in a network are not identical, e.g. they do not face the same exact
demand. Despite this, several papers such as Seifbarghy and Jokar (2006) and An-
dersson et al. (1998) assume identical retailers where the latter has been generalized
to include non-identical retailers by Andersson and Marklund (2000). While the
paper studying the case of identical retailers is important as it provides the basis for
the model, clearly, the extension to non-identical retailers makes the model more
suitable for use in practice.

Another common extension, seen in several papers, is the consideration of emergency-
and lateral transshipments (i.e. shipments between retailers in the same echelon).
In practice, emergency shipments are especially common within the distribution of
spare parts, as the ability to react quickly to technical failures is important (Ozkan

et al., 2015). Examples of studies that include emergency shipments are Howard
et al. (2015), Van den Berg et al. (2016) and Ozkan et al. (2015). Emergency ship-
ments are associated with extra costs but may also enable companies to deliver ac-
cording to customer expectations. Therefore, an important factor to investigate is

at what point in time emergency shipments should replace normal replenishment
orders, as examined in e.g. Howard et al. (2015).

4.9.3 Model Generalization

The demand distribution is another crucial input to the model. Choosing a dis-
tribution reflecting the real world demand can be difficult, however, throughout
literature there are a few proposed methods to find an appropriate one (see Section
4.5.7). In reality, it is a strict assumption that all products face the same type of de-
mand. Thus, to make the model more useful in practice, it should be generalized to
handle several different demand distributions. In Berling and Marklund (2014) the
authors examine how the model initially developed in Andersson et al. (1998) per-
forms with normally distributed demand. The authors also conclude that together
with the result from Berling and Marklund (2013), which tests the same model with
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Compound Poisson distributed demand, their model has shown to offer a flexible
heuristic that can deal with different types of demand distributions at different re-
tailers.

4.9.4  Ordering system and service objective considerations

Throughout industry, different types of order policies, review policies, and differ-
ent definitions of service levels or measures, are used, and this is also reflected in
the literature. In the research, there is a wide mix of different policies and service
objectives used (see de Kok et al. 2018 for an overview). To name a few, Wheatley
et al. (2015b) uses a base-stock policy with a time-based constraint, Minner et al.
(2003) models a periodic, order-up-to-policy, while Axsiter et al. (2013) investi-
gates a (R, Q) - policy with fill rate constraints, and Lagodimos and Koukoumialos
(2008) examines the use of linear rationing rules to control the stock distribution.
Regarding review period, most articles studied consider continuous review, like
Axsiter et al. (2013). Even for practical situations where a periodic review policy is
used, a continuous review model can still be accurate (Axsiter, 2006). However,
for retailers with a longer and considerable review period the review time can have
an impact. Axsiter et al. (2013) uses the approach of adding half of the review pe-
riod to the lead time when modeling the lead time demand. This is a common
method of compensating for the review period (Axsiter, 2006).

4.9.5 Decomposition techniques

A common modeling approach is to decompose the system into single-echelon
systems, transforming the multi-dimensional multi-echelon optimization problem
into a number of simpler, preferably one-dimensional, optimization problems like
what was presented earlier in (29) and (30) in Section 4.6. The goal is to con-
struct these simpler optimization problems so that their solutions constitutes a
near-optimal solution to the original multi-dimensional optimization problem. This
means that the techniques used is required to produce optimization problems that
capture the dynamics of the full system appropriately. One common approach to
capture upstream dynamics when optimizing policies in the downstream instal-
lations is by using a lead time estimate which depend on the upstream stock pol-
icy.

Several techniques to find such an estimate have been suggested, a famous example
is the METRIC - approach where the lead time is assumed to consist of a constant
part representing the transportation time between the stock locations considered

and a stochastic waiting time due to delays at the warehouse during stockouts, see
(44). The METRIC approximation is then to simply model the stochastic waiting
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time as its mean. This approach was introduced by Sherbrooke (1968), the arti-
cle studies a system with base-stock policy and identical retailers with Poisson de-
mand at all installations. For such a system the waiting time in (44) can be deter-
mined exactly. The approach has since been used in many articles (see e.g. Ahire
and Schmidt 1996; Zang et al. 2017; Axsiter 2003). Two advantages of METRIC
type approaches are that they are simple and computationally efficient for many
practical applications. A drawback is however that they disregard the lead time un-
certainty (Axsiter, 2006).

L; = L+E(W,) (44)

Berling and Marklund (2013) analyzed the performance of their multi-echelon de-
composition model using two different approaches regarding lead time estimates.
First by only estimating the lead time as its mean by (44). Second, by using the same
estimate for the mean but also including the lead time uncertainty as described in
(28)in Section 4.5.9. In their research, they use an estimate for the lead time variance
as V(L) = V(I + W) = V(W). They found that both approaches worked well
with their model, however, only adjusting the first moment of lead time demand
(its mean) was superior when the objective was to meet target fill rates with min-
imum stock. Adjusting for the lead time uncertainty performed better when the
objective was to minimize the total expected holding and backorder costs.

Berling and Marklund (2013) explains this behaviour being due to a combination of
three factors: (i) adjusting for lead time variance always produce lead time demand
estimates with larger variance, (ii) reorder points are discrete which means that a
value that produce a service realisation exactly on target is not always possible, and
(iii) the service constraints force the optimization to find reorder points that pro-
duce service levels equal to or above the target. This means that the service will
often be slightly over target and then the underestimation in lead time variance by
the first method acts as compensation to reduce stock slightly (Berling and Mark-
lund, 2013). When optimizing with backorder costs the optimization is not forced
in either direction and thus, a more exact estimation of lead time demand ought
to perform better. For further reading on the subject Andersson and Marklund
(2000) provide both approximate and exact expressions for the lead time variance
in a 2-echelon, non-identical retailers network setting.

4.9.6 Multi-echelon inventory parameter optimization

The lion’s share of papers studied in this thesis work provide models under the
assumption of given order quantities, that is, Q - values are pre-determined and
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only reorder points, R, is considered in the optimization. The motivation for this
decision can be found in Section 4.7.3. In the single-echelon setting with an (R, Q)
- policy, the optimization problem is then one-dimensional. In that case, a brute-
force algorithm, as described in Section 4.7.3, is feasible.

In the multi-echelon setting, not only does the number of variables in the op-
timization problem increase with each node, the computations to find the ser-
vice level and costs for a set of reorder points are more complex. Thus, a brute-
force approach is not a practical option, this is the case for cost-minimization both
with and without service constraints. Research in optimization theory provides
many different techniques for minimizing functions that could be applied to the
multi-echelon setting, e.g. genetic algorithms, as proposed by Celebi (2015) or us-
ing the Lagrangian as in van Donselaar et al. (2021). However, many papers in
multi-echelon theory often focus on providing more computationally tractable ap-
proaches to model the system. One such approach is the decomposition techniques
as discussed in Section 4.9.5 above.

With a decomposition technique one might iteratively search through the solution
space in order to find the optimal solution (as in Axsiter 2003). Berling and Mark-
lund (2006) suggests a full decomposition method where first, induced backorder
costs are used to find the optimal reorder point, R for the warehouse, and second,
the optimal reorder points for the lower echelon are found. Thus, their approach
ends up being not more computationally complicated than N+1 (N retailers and
one central warehouse) single node-by-node optimizations. Their method is elab-
orated upon in Section 4.10 below.

4.10 Berling-Marklund multi-echelon inventory con-
trol model

In two recent papers by Berling and Marklund (2013; 2014), a decomposition-based
approach is used to model a 2-echelon divergent OWMR inventory system. The
two papers use the same modeling techniques but investigates different demand
distributions. Berling and Marklund (2013) focuses on Compound Poisson cus-
tomer demand (sometimes referred to as lumpy customer demand) whereas Berling
and Marklund (2014) uses Normal customer demand. The model is based on the
decomposition approach introduced in Andersson et al. (1998), where a penalty
cost is used at the central warehouse to find its optimal inventory parameters. The
penalty cost is intended to account for the extra holding- and backorder costs at
the retailers caused by shortages at the central warehouse. Andersson et al. (1998)
defines the penalty cost as the expected marginal cost per time unit at a retailer
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with respect to changes in the lead time, see (45). Andersson et al. (1998) then it-
eratively calculates retailer costs, lead time estimates, and penalty costs until con-
vergence. Berling and Marklund (2006) presents a closed form estimate for the
optimal penalty cost dependent on system parameters which the authors refer to
as an induced backorder cost. Thus, the need for iteration is no longer there as the
optimal induced backorder cost can be computed directly. The latter approach to
find the induced backorder cost is what Berling and Marklund (2013; 2014) use in
their models.

b~ ACLGRY) 1 )
i, Andersson — A L;’ ( RO) P 45

Furthermore, the models assume all locations to use a continuous review, (R, Q), -
ordering system, complete backordering at all locations, and that demand is served
according to a First-Come-First-Served (FCFS) principle. This section will describe
the model in detail, starting with a conceptual description followed by estimation
of induced backorder costs, modeling of lead time demand at the central ware-
house, estimates of retailer lead times, and the optimization of reorder points at
the different locations. From here on, the model used in Berling and Marklund
(2013; 2014) will be referred to as the BM-model.

4.10.1 Conceptual description of the BM-model

The cost minimization problem of the multi-echelon problem with one central
warehouse (RDC) and N retailers (dealers) is described in (46). The index O refers
to the central warehouse, and the indices 1, 2, ..., N refers to the N retailers in the
system. 7C is the total costs of the system, b, refers to the holding cost per unit
and time unit at installation 7 and R; refer to the reorder point at installation 7.
E[ILT] is the expected stock-on-hand at installation 7. Lastly, y; denotes the fill-
rate of installation 7 and 7FR; the target fill rate at installation 7. The BM-model
decomposes this problem to N+1 single-echelon problems.

N
min 7C = min |hE[ILE(Ro)] + > hE[IL (R, R;
(RYi) R\ ULy (Ro)] ; [ZL; (Ro, R:)] (46)

st.yi(RyL;) > TFR; 1=12,..,N
The single-echelon problem used to compute optimal parameters at the central

warehouse is an unconstrained optimization problem as described in Section 4.6.1.
The holding cost per unit and time unit, Ay, is assumed known and the induced
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backorder cost at the central warehouse, per unit and time unit, 8¢y, which acts
the role of a penalty cost applied to the central warehouse, is computed as described
in Section 4.10.2 below. The decomposition results in the optimization problem
in (47). Recall that E[ZL"] denotes the expected backorders at the installation.
The cost function is convex, consequently, the solution to the one-dimensional
optimization problem is easily found. (Berling and Marklund, 2013; 2014)

min Co(Ro) = min (WELLS (Ro)] +fewELLy (R0))) — (47)

The N single-echelon retailer problems regarding the retailers are either service-
constrained optimization problems as described in Section 4.6.2 or minimization
expected of holding and backorder costs as described in Section 4.6.1. The service
measure used by Berling and Marklund (2013; 2014) is the item fill rate, as defined
in Section 4.4. The dynamics between the echelons are here captured by the es-
timate of the stochastic lead time, [A,l‘, which depend on the delay at the central
warehouse due to stockouts and thus depend on the choice of inventory parame-
ters at the central warehouse. For the case of service constrained optimization, the
N optimization problems are solved according to (48). The cost functions are now
increasing with their respective reorder points, R;, hence the solutions to these N,
one-dimensional, optimization problems are also easily computed. (Berling and
Marklund, 2013; 2014)

n}ein Cz'(Rz': Lz) = n}gn (sz [[L;— (RO: Rz)])

(48)
st.yvi(RyLi)>TFR; i=12,.,N

To summarize, with the decomposition, as described above and illustrated in Fig-

ure 14, the original multi-echelon optimization problem in (46) is simplified to the
problems presented in (47) and (48).
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Figure 14: Decomposition procedure of BM-modiel.

4.10.2 Induced backorder cost

To increase the efficiency of the decomposition model described in Andersson etal.
(1998), Berling and Marklund (2006) provide a closed form estimate of the op-
timal penalty cost, see (49), which they call induced backorder cost, denoted j,.
The calculations require the shortage costs at the retailers, p;, however, when these
are unknown, they have to be approximated. For cases when the system uses fill
rate constraints instead of shortage costs to optimize the inventory parameters, the
conversion formula presented in (50) is a viable approximation. (Berling and Mark-
lund, 2014)

k o Pin
Igi = 1’),' *g(Qz',n:pz;n) * U'Z,,(ZQ} in) (49)
o h; x TFR; (50)
Pi=UZTrR,) 5

Berling and Marklund (2006) show that the induced backorder cost, 5;, is mainly
affected by the order quantity, Q;, shortage cost, p;, and standard deviation of cus-
tomer demand, ¢;, their estimate is produced through linear regression with these
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attributes. The calculations for the induced backorder costs are based on a “nor-
malized” system where a unit of demand equals 100, holding cost per unit and time
unit equals 1 and transport time from warehouse to retailer equals 1. Any system’s
parameters can be scaled to this normalized model setting by using the conversion
formulas in Table 3. Furthermore, the authors present two methods of comput-
ing the values for g(Q; », pi») and k(Q;, pi»). They use a tabular approach where
they provide tables for a set of combinations of inputs and then use interpolation
between points in the table to find the estimates. They also provide closed form
estimates, presented in (s1) and (52) below.

g(Qz}mPl',n) = min[ga ) (Qz}n)gh: Gl,

in [0.015 ( 0 o 05)
= min . F , IMNAX 5 Ve >
La Din p’_z',n (51)
gp = max[—-1.2, =2p7 %],

Ln

G = min[0.015, 0.005p;,.2]

k(Qz‘,n:Pz‘,n) = maX[L min(/ea : (Qz',n)kb: K];
k. = max[0.7, min(0.9, 0.6p%: )],
k= min(0.2, 0.4p; ],

K = max(1.3, min(2, 2-5]7,?,?'15)
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Table 3: System parameter normalization conversions.

Original system
parameters

Normalized system
parameters

Retailer order quantity

Central warehouse
order quantity

Retailer holding cost
per unit and time unit

Central warehouse
holding cost per unit
and time unit

Retailer shortage cost

Central warehouse lead
time
Retailer transport time

Expected demand per
time unit at retailer i

Standard deviance of
demand per time unit at
retailer i

Qi
Qo

P
Loy

Qz‘,n = 100Qz/(["z[z)
Qo,» = Qo

b =1
]90,71 = bO/bi
Pin :pz‘/bz‘
LO,n = LO/ZZ'

lin=1

‘ul;n = 100

Tin = 1000’1/([11\/2)

Induced backorder cost

1@1' = zgi,n bz’

zgi,n

Lastly, the induced backorder costs in the case of non-identical retailers may difter
between retailers. Thus, the induced backorder cost faced by the central warehouse
is computed by a weighting scheme. Berling and Marklund (2006) examines sev-
eral schemes but cannot find significant differences and thus in their latter work,
Berling and Marklund (2013; 2014) use the weighting scheme as in (53) based on

proportion of the total expected customer demand, due to its simplicity.

Bew = ——

Z;N (uz}@i
Zf\] Mi
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4.10.3 Lead time demand at central warehouse

The lead time demand at the central warehouse, Dy(Ly), is in Berling and Mark-
lund (2013; 2014) expressed in “subbatch” demand rather than a unit demand,
where a subbatch, Q;, is defined as the largest common divisor among the retailer
order quantities, Q;. The reason is that the warehouse can only face integer mul-
tiples of this quantity and for all other values of lead time unit demand, 4, the
probability is zero, i.e. P(Do(Lo) =d|d # nQ;) =0, n =0,1,2,.... Consider-
ing only subbatch demand renders more computationally efficient formulas whilst
also improving the accuracy of the demand approximations that will be described
below. Furthermore, an assumption of the BM-model is that the lead time for an
order to arrive at the warehouse from an outside supplier, Lo, is constant.

The derivation of the lead time demand is then as follows. First, d;(7), the prob-
ability of a retailer, 7, ordering at most 7 times during the central warehouse lead
time, Lo, is derived. The 9, - function is found in (54) and (ss) for retailers facing
Compound Poisson customer demand (Berling and Marklund, 2013) and Normal
customer demand (Berling and Marklund, 2014) respectively. Here, x = IP; — R,,
and D;(Ly) refers to the customer unit demand at retailer 7 during the central
warchouse lead time, Ly. Recall that @ and @ denotes the density- and distribu-
tion function of the standard Normal distribution, N\ (0, 1). Also remember that
Poisson- and Negative Binomial customer demand can be considered special cases
of Compound Poisson demand, hence, (54) is valid in these cases of customer de-
mand as well.

0;
d;(n) = i Z P (Di(Lo) < nQ;+x—1) forn=0,12,... (s4)

x=i

o Q& i nQ; +x — uLo B i { ' (n+1)Qj—[ul'L0]

o )

(71 + I)Q/ - ;uz'LO) _® (an - ["Z'LO )]} (55)
a'z'\/L_O 0}'\/_[4_0

(”Qz’ - (uz‘LO) [(I) (

With Dg (Lo) as the subbatch demand faced by the central warehouse during the
lead time from retailer 7 with fé(u) as its probability mass function. Now, f(;(u) is
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found as in (56) where ¢, is the ordering quantity of retailer 7 expressed in units of
subbatches. (Berling and Marklund, 2013; 2014)

2;(0) ifu=0
fo(u) = P(Dy(Lo) =u) =38;(n) —=8:(n—1) ifu=ng, n=12,.. (56)
0 otherwise

The exact lead time demand distribution at the central warehouse from all retail-
ers can now be found by convoluting the probability mass functions of subbatch
demand for all retailers over all possible values of #. However, this method is com-
putationally costly. Berling and Marklund (2013; 2014) therefore approximate the
exact lead time demand distribution with a known parametric distribution. First,
the correct central warehouse lead time demand mean and variance are computed
with (57) and (58), respectively, using the results from (56). Then finally, a paramet-
ric distribution is chosen.

&) _ #z‘Lo

(2) (N)
where I
Qs

Mo = :“(()1) tpy o ety (57)

7 = (02 + () 244 (o) where (037)2 = )" (u) =ng:) fi(ng) (8)
n=0

Berling and Marklund (2013; 2014) suggests the following rules of thumb for choos-
ing which distribution to use for the modeling of central warehouse demand:
o If Jg /pto = 1, use Negative Binomial distribution.

o If 0’3 /po < land op/po < 0.25, use a discrete approximation of a Normal
distribution.

* Else, use a discrete approximation of a Gamma distribution.

The discrete approximations of the continuous distributions suggested are pro-
duced according to (59), here, F(x) is the cumulative probability function of the
respective distributions.

IR

P(Dy(Lo) = u) = fo(n) (59)

F(0.5) foru =0
F(u+05)—-F(u—0.5) foru=12,..
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The motivation for using these approximations is to maintain computational effi-
ciency for all possible mean to variance ratios (Berling and Marklund, 2013; 2014).
As described earlier, the Negative Binomial distribution is a Compound Poisson
process with Logarithmic compounding distribution and may thus be most suit-
able to describe the discrete demand. A mean to variance ratio above one is however
arequirement for this distribution to exist. For mean to variance ratios below 1, the
Normal and Gamma distribution are used. The rule of thumb is constructed as a
trade-off between: (i) the Normal distribution allows for demands less than 0, and
(ii) the Gamma distribution is more computationally complex than the Normal
distribution (see Section 4.5.5 - Section 4.5.6 for a comparison between the two dis-
tributions).

4.10.4 Optimal reorder points at the central warehouse

With the induced backorder cost, B¢y, computed, and the central warehouse lead
time demand, Dy (Lo), distribution approximated, all information required to solve
the optimization problem in (47) is found. The expected stock-on-hand per time
unit, E[ZL;] and the expected backorders, E[/L;] are computed as in (61) and
(62). Note that these are expressed in units of subbatches while cost values 5y and
Bcw are expressed per unit and time unit, why scaling with the subbatch, Q,, is
required. (Berling and Marklund, 2013; 2014)

Hzleion Co(Ro) = rr]1{i0n (QhoE[IL(Ro)] + Qe E 1Ly (Ro)]) (60)

where
1 Ro+Qo 1 Ro+Qo »
EULi(Ro)] = 5= ) Epyel(r = Do(Lo))'] = o DL D - wfw)
J=Ro+1 y=Ro+1 #=0
(61)
and
1 Ro+Qo 1 Ro+Qo oo
E[IL;(Rp)] = @ Z Epyzo)[(y = Do(Lo))"] = @ Z Z(% = »)fo(n)
=R+l y=Ro+1 n=y
(62)
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As the cost-function in (60) is convex in Ry, the optimum is easily found with a
simple line search, an optimality condition is presented in (63). (Berling and Mark-
lund, 2013; 2014)

Ry = max[Ry : Co(Ro) — Co(Ro —1) < 0] (63)

4.10.5 Retailer lead time estimates

The BM-model uses the common METRIC-type approach of modeling the re-
tailer lead times as a sum of an assumed constant transport time, /;, and its stochas-
tic delay caused by stockouts at the central warehouse, W (Ry), ie. L; = [; +
W (Rp). As described in Section 4.9, the literature provides plenty of methods for
estimating this lead time expression. This thesis will focus on the methods explored
in the papers connected to the BM-model. For the case of identical retailers, as in
Andersson et al. (1998), the expected value of the lead time at an individual retailer
is equal to the overall expected value of the lead time between central warehouse
and retailers. Thus, the expected lead time at a retailer is found with the use of
Little’s law, see (64).

Fom o 2 B (R
Lz - Zz + HOQ;E[]L (R())] (64)

For the case of non-identical retailers, the problem is more complicated. While Lit-
tle’s law provides the expected unit delay at the central warehouse, it is not certain
that the units are uniformly distributed over the retailers. Le. it is not certain that
every individual retailer face the same expected delay at the central warehouse. This
is due to the fact that the waiting time faced by an individual retailer is not only de-
pendent on the chosen reorder point at the central warehouse (Ry), but also other
parameters like order intensity and order quantity.

Berling and Marklund (2013) examines two estimates of the lead time for the case of
non-identical retailers. The simpler of them was to approximate the mean lead time
between the central warehouse and each individual retailer with the use of Little’s
law, according to (64). This approach was deemed preferable when applying the

model with retailer parameter optimization under service level constraints.

4.10.6 Optimal reorder points at retailers

With lead time estimates established, the reorder point optimization at the retail-
ers, i.e. the search for optimal R; V7 in (48), is conducted as explained in Section
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4.7.3. However, when the retailers face demand approximated by a Normal distri-
bution, Berling and Marklund (2014) uses an adjustment to the item fill rate calcu-
lations.

A problem with the Normal distribution approximation for demand when com-
puting theitem fill rate is that it assumes that demand is continuous, which suggests
that the inventory position never goes below the reorder point as the new order is
placed as soon as it is reached. However, in reality, demand for most products is
not continuous, it comes in integer numbers. For instance, consider the situation
where a customer places an order of 2 items while the current inventory position
is at 1 above the reorder point, i.e. /P = R + 1. Then the inventory position after
the purchase will fall below the reorder point. In this example, the new order to
the central warehouse is placed at /P = R — 1 and not at /P = R. Berling and
Marklund (2014) calls the actual inventory position when the order is placed the
realized order point and this behavior will result in the fill rate computed under
the assumption of Normal demand (see (35) in Section 4.7.2) to overestimate the
actual fill rate. They suggest two different adjustments, of which one is regarded
in this thesis and presented below in (65) and (66) (Berling and Marklund, 2014;
2017).

yi= D SERVR; = ) U(w) (65)
u=0

where

1 utQ; o T+
Us() = (@ > ol-(/e)) / D G D 0:lh) (66)

k=u+1 7=0 k=j+1

Here, 7 denotes the maximum undershoot, SER V;(7) is the fill rate of a realized
reorder point, 7, U;(x) represents the probability of an undershoot of size #, and
O; (k) is the probability of a customer demanding an order of size £.

To conclude, using the steps presented in Section 4.10.2 - Section 4.10.6 will render
near-optimal reorder points for the multi-echelon system. The use of a decom-
position technique with induced backorder costs at the warchouse, as in the BM-
model, results in computational efficiency, minimizing the number of iterations
needed (e.g. compared to the model presented in Andersson et al. (1998)). In ad-
dition, the decomposition technique used in the BM-model allows the user with a
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single-echelon optimization model already in place, to reuse part of its logic and al-
gorithms, making it easier to understand for the practitioner and, potentially, more
efficient to implement.
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Chapter 5

Numerical study

This section contains a detailed exposition of the execution of the numerical study.
The objectives of the study is accounted for in Section s.1. The origin of the data used is
reported in Section 5.2. The structure of the analytical models are described in Section
5.3. Lastly, the composition of the simulation model is outlined in Section 5.4.

5.1 Objective and overview

A numerical study was performed with two objectives: (i) to investigate and under-
stand what systematic changes to expect if implementing a multi-echelon approach
(the BM-model) for optimizing the reorder point in the Volvo inventory control
process and, (ii) to assess the potential of this method to achieve target service lev-
els, decrease total inventory in the system as well as holding- and backorder costs.
This numerical study was vital in answering the research questions of the thesis.
The study encompass 52 items in a system consisting of one RDC and 15 dealers.
It can be divided in three steps:

* Data was collected and analyzed to provide the inputs required.

* Based on the inputs, two sets of reorder points, as well as estimates regard-
ing service level, stock levels and costs, were found analytically. One set was
produced using a multi-echelon (ME) approach (the BM-model), the other
using a single-echelon (SE) model made to resemble the current system.

* With the inputsand the two sets of reorder points, discrete-event-simulations
were performed aiming to resemble a real-world setting and assess the accu-
racy of estimations produced by the analytical models.

In Figure 15 an overview of the numerical study, as well as inputs and outputs in
each step is visualized. In Section 5.2, Section 5.3 and Section s.4, each of the three
steps in the numerical study is described in detail.
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Figure 15: Qverview of the numerical study.

5.2 Data collection

This section describes the data collection process. First, the network scope is exhib-
ited, then the item scope is discussed, followed by an account of the required inputs
and their origin. Lastly, the demand data and distributions used in the numerical
study is presented.

5.2.1 Network scope

Theinventory system under scrutiny in this numerical study is the 2-echelon OWMR
divergent South African Volvo distribution network with one RDC in Johannes-
burg supplying 15 dealers within the country with spare parts of the VCE brand.
The central warehouse in Gent supplying the RDC in Johannesburg is considered
an “outside supplier” in this numerical study. This network was chosen in agree-
ment with the case company, the major reasons were data accessibility and that in
this network Volvo has VMI agreements in place with the dealers. This enables
Volvo to centrally control inventory decision-making, which is a precondition for
using a central inventory control policy as investigated in this thesis.

5.2.2 Item scope

Currently in the South African distribution system, two different methods of single-
echelon control models are in place. One is characterized by a service level at the
RDC close to 100 %, and follows the general case at Volvo when using the MMI sys-
tem as analyzed and described in Section 2. This method is from here on referred
to as the “regular policy single-echelon model”, or “regular policy SE-model” for
short. The second policy is to our knowledge specific to the South African net-
work and was implemented ad-hoc in order to keep more stock at dealers and let
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the RDC only act as a cross-docking facility for SKUs on their way to the dealer. In
order to put this policy into effect while still using the MMI system the target fill
rate is set to 10 % at the RDC while also manually setting the safety stock at dealers
to an amount equal to 22 —30 days of demand forecast (Volvo, 2022¢). This second
method is from here on referred to as the “special policy single-echelon model” or
“special policy SE-model”.

While the special policy is specific to the South African network, approximately
20 % of the total number of items are currently controlled by the special policy
(Volvo, 2022¢). Therefore, it was decided to both examine items that are currently
controlled by the regular policy and the special policy. In total, 28 items controlled
by the regular policy and 24 items administered with the special policy were inves-
tigated.

While all the dealers have the possibility to order any item from the item catalog at
the RDC, not all items face demand at every dealer. In those cases where no sales
have been conducted of an item at a dealer, there is no registration of that item in
the MMI inventory system. For this numerical study, it is therefore assumed that
demand for these items is non-existent at these dealers. Furthermore, no item was
found that was sold at every dealer. This means that the items analyzed are present
at somewhere between 2 - 13 dealers in the network.

A dimension of segmentation at Volvo that is of interest in the item selection pro-
cess is that the MMI system classifies the items according to one of eight demand
types for each installation: Fast, Erratic, Lumpy, Slow, New, Obsolete, Insufficient
and Non-moving. For this numerical study, only items with demand types Fast,
Erratic, Lumpy and Slow are considered as for the others the data required for the
system to make effective forecasts is insufficient. Analyzing such items was deemed
outside of the scope of this thesis as results could be more heavily dependent on
forecasting issues rather than model performance. Including the four different de-
mand groups as described enhances generality of the study as the different demand
patterns faced by the network is represented. Note that for all demand types, lead
time demand is in this numerical study modeled according to a Compound Poisson
process with empirical order sizes, more on that in Section s5.2.3 below. The four
demand types in the study are characterized by intermittency (regularity of picks)
and variation of demand (high or low). Examples of the four demand patterns is
illustrated in Figure 16. In Table 4 a summary of the item scope is found.



Demand

T MAY

Fast Erratic
ANSN
Lumpy Slow

Figure 16: Examples of demand patterns for the four demand type segments.

Table 4: Summary of item scope.

Average no of

No of dealers facing demand type
Policy | No of items

dealers per item | Fast | Erratic | Lumpy Slow
Special 24 11.29 104 33 16 142
Regular 28 7.1 92 36 23 76

5.2.3 Model inputs and demand distribution fitting

In Table 5 the input data required for modeling is listed. The data points were
extracted from the MMI inventory control system on the 19th of April 2022.




Table s: Summary of model inputs.

Model input Data source

Transport times, /; “Lead time” data field in MMI
Order quantities, Q; “Constr. opt. OQ” data field in MMI
Target fill rates, TFR, “Target srv. Ivl.” data field in MMI

Holding costs, b, “Unit cost” data field in MMI multiplied
with capital cost rate for South Africa.

Demand mean during | “EOD” data field in MMI, divided by 30
a time unit, g, days.

Demand variance “Std. dev.” data field in MM, divided by
during a time unit, g; V30 days.

Order size sample Historical order sizes collected from the two
year period from the 19th of april 2020 to
the 19th of april 2022.

The first four entries in Table 5 are directly entered into the analytical model and
simulation model. Remaining is to use the mean demand during a time unit, de-
mand variance and order size sample to produce demand distributions. Both the
single-echelon and multi-echelon models in the study assume lead time demand to
be drawn from stationary stochastic processes (see Section 4.5 for a more thorough
explanation). It was therefore decided to perform this numerical study by fitting
stationary stochastic processes to the real demand data collected, more precisely,
Compound Poisson processes.

First, empirical order size distributions were constructed by using the relative fre-
quency of order sizes in the historical order size data. As discussed in Section 4.5.4,
this kind of distribution can capture order size distributions with large variability
and irregularities where common parametric distributions make poor fits. Thus, it
was deemed that these distributions were the most realistic description of the de-
mand data and would thus provide the best basis to compare the two models.

The second step is to use (9), (10) and (11) (see Section 4.5 for reference) with the x
and ¢ forecasts collected from MM]I, as described in Table s, in order to compute
the distribution of lead time demand for every combination of item and dealer in
the item scope. With lead time demand distributions fitted, all information re-
quired to both analytically model the system and to perform discrete-event simu-
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lations is available.

5.3 Analytical modeling of the Volvo network

For the purpose of this thesis to compare a single- and multi-echelon inventory
model, only the main inventory flows in the distribution network are modeled.
Consequently, emergency shipments and reverse inventory flows are not taken into
consideration. Currently, there is no explicit decision rule at Volvo regarding when
to place an emergency order. Hence, modeling these order flows would first require
the creation of an appropriate such decision rule. In addition, the volume of emer-
gency shipments and back flows is correlated with an item’s service level which has
its target set prior to optimizing inventory parameters. For these reasons emergency
shipments and reverse inventory flows falls outside the focus of this thesis.

In dialogue with Volvo the reorder points at the dealers were restricted to be equal
to or above —1 in the SE-model. This was done due to the fact that currently this
restriction is in place at Volvo, thus it was decided to have this restriction in both
the multi-echelon and the single-echelon models. However, the reorder point at
the RDC was in both cases unrestricted.

Furthermore, many items in the inventory system had the option of being “stocked”
or “non-stocked”. Table 6 shows the division of stocked versus non-stocked item
locations as well as its relation to demand type. It was noticed that for the non-
stocked items, the MMI-system enforced a target fill rate of 0 % and had set Q equal
to one unit. By (33) a reorder point of R = —1 will give items where Q = 1 afill rate
of 0 %. Thus, a reorder point of R = —1 can in these cases be seen as equivalent
to an item being “non-stocked”. Consequently, the program has the option of in-
directly setting an item as "non-stocked" while not explicitly having implemented
such a function into the python program. This choice was made mainly due to
time constraints in the project. It was later discovered that not all items set as "non-
stocked" had Q-values of one, why this simplification did not fully hold. However,
for the analysis of comparing the different models, this was not an issue.
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Table 6: Summary of the dealers in the item scope.

No of dealers facing demand type
Policy
Fast | Erratic | Lumpy Slow
Stocked 104 33 9 58
Special
Non-Stocked | o o 7 84
Stocked I 18 2
Regular ? » ’
Non-Stocked | 1 I 5 44
Total 196 69 39 218

5.3.1 Multi-echelon modeling with the BM-model

The multi-echelon modeling is made in accordance with the BM-model as described
earlier, in this section it will be described exactly what equations and assumptions
were used in this numerical study. For a detailed description of the model used,
see Section 4.10. For the multi-echelon modeling, no distinction in terms of in-
ventory settings was made between the two groups of items in the “regular” and
“special” categories. For each of the five items, the following five steps were per-
formed:

1. The optimal induced backorder cost at the RDC, j.,,, is computed accord-
ing to (49) and (s3), see Section 4.10.2, with normalized values of Q;, o; and
pi- These parameters were normalized according to the conversion formulas
in Table 3. The shortage costs, p; estimates were produced from the target

fill rates by using (s0).

2. The lead time demand at the central warehouse was modeled according to
the approximations as described in Section 4.10.3. The mean demand during
lead time, ¢p and variance of demand during the lead time a'g was computed

according to (57) and (s58), respectively. The required components for these

equations were found according to (56) and (s4). Here the demand distribu-
tion of the dealers during the RDC lead time is required and as dealers were
assumed to face Compound Poisson distributed demand, this was found ac-

cording to what was described in Section 5.2.3 above.

3. (60), (61), (62) and (63) in Section 4.10.4 were used to find the optimal re-
order point at the RDC.

4. The optimal retailer reorder points at the dealers were found by solving the
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optimization problem as stated in (48) in Section 4.10.1. The retailer lead
times, L,, used were estimated as their transport time plus the mean stochas-
tic delay at the warehouse according to (64), see Section 4.10.5. Estimates of
fill rates were computed according to (33) with stock-on-hand, /Z*, distribu-
tion computed according to (34), see Section 4.7.1.

5. An estimate of average backorders in the system was computed with the use
of the average stock-on-hand according to (7) in Section 4.3.2. An estimate
of the total holding- and backorder costs of the system was produced by sim-
ply multiplying the average stock-on-hand and average backorders with the
costs, respectively. The backorder costs used for these calculations corre-
spond to the target fill rates at the specific installations and were obtained
according to (50), see Section 4.10.2. Note that only backorders at the lowest
echelon were considered as these installations are the ones interacting with
end customers. Eventually, the costs were converted to an annual basis to
enhance their interpretability.

Noteworthy is that when running the program, step 2 was the one mainly inhibit-
ing scalability. As the lead time between central warechouse (located in Belgium)
and the RDC in Johannesburg is 58 days, demand during lead time for certain
items could become quite large. The calculations of the Compound Poisson dis-
tribution requires the convolution of all combinations of a certain number of cus-
tomers buying a certain amount of items, see Section 4.5.1. For larger demand, this
becomes time-consuming. As a result, outputs of certain items were computed
almost instantaneously, while others required more time. However, running the
program, computing outputs for all the 52 items, took less than five minutes on a
regular laptop computer.

5.3.2 Single-echelon modeling with the regular policy SE-model

To model the regular policy, reorder points for both the dealers and the RDC were
found by solving the service-constrained optimization problem according to what
is presented in (30) in Section 4.6.2.

The reorder point optimization at the dealers is done as described in step four of the
multi-echelon BM-modeling described in Section s.3.1 above. The only difference
being that lead time estimates are now the constant transport time as the SE-model
does not make use of information from other nodes in the network. For reference
the equations used are (33) and (34) with Compound Poisson distributed demand
as described in Section 5.2.3. Note that also in the SE-models, for both regular and
special policy, the Compound Poisson process with empirical order sizes is used to
model lead time demand. This demand model is not currently in use at Volvo but
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it was used for this study in order to keep inputs to the multi-echelon and single-
echelon models equal. As a result, the calculations of fill rate of the SE-models in

this study is done more theoretically correct in comparison to what is used in the
MMI-system.

For the RDC, a Normal demand distribution was assumed, as this was the case in
the current system. The target service levels used was also obtained from the system
and ranged between 90-99 %. The optimal reorder point was then found by solving
(30), where the service level was computed by (35) and inventory level distribution
as in (36), see Section 4.7.

Lastly, estimations of backorders and costs were computed in accordance with what
was described in Section s.3.1 regarding the BM-model.

5.3.3 Single-echelon modeling with the special policy SE-model

For the special policy the computations of reorder points at the RDC were analo-
gous to the regular case as described above (see Section 5.3.2 above), however, with a
target service level equal to 10 %. The reorder points for the dealers, however, were
computed differently.

(43) in Section 4.7.3 displays the relationship between reorder point, safety stock
and average lead time demand. With the lead time estimated as the transport time,
l;, which is known, and the mean demand during a time unit y;, the average lead
time demand, " is easily found as ¢’ = u, * /;. Moreover, by converting the safety
stock from days to amount as SSdays * pi = S5, all information to compute the
reorder points according to (43) is available. With the reorder points computed, fill
rate estimates, stock-on-hand estimates, backorder estimates and cost estimates are
computed analogously to the regular case as presented in Section 5.3.2 above.

5.4 Evaluation by discrete event simulation

This section will describe the discrete event simulation model used to evaluate the
accuracy of estimates of fill rate and costs provided by the two models. First, the
purpose of the simulation will be discussed together with an explanation of how
its outputs should be interpreted. Then a detailed explanation of the structure and
function of the simulation model will be accounted for.



5.4.1 Purpose of simulation and interpretation of simulation
output

The simulation model is constructed to mimic the Volvo distribution network in
order to provide relevant information for the comparison of the currently used
single-echelon models and the newly suggested multi-echelon model. The simula-
tion model receives the same input as the analytical model, that is transport times,
order quantities, holding- and backorder costs, demand processes. Moreover, the
simulation model also receives as input the two sets of reorder points computed
in the multi-echelon BM-model and the two single-echelon models (regular and
special policy), respectively. Note that the simulation model does not perform any
optimization of inventory decision variables, i.e. the reorder points, but only pro-
vides estimates of service levels, average stock-on-hand, average backorders and to-
tal costs for the system when the reorder points in the different analytical models
are used.

The purpose of the simulation is two-fold, first, it is to analyze how well the differ-
ent analytical models perform in terms of describing the system dynamics, i.e. pro-
viding accurate estimates of system performance indicators. As all of the models
contain approximations and assumptions the simulation provides a reference for
evaluating the accuracy of estimates of system performance indicators under these
approximations and assumptions. Second, the discrete-event simulation provides a
setting where performance indicators, such as fill rates, stock levels, and cost savings
can be compared between the single-echelon and multi-echelon models without
depending on accuracy of the estimations made in the different analytical mod-
els.

Furthermore, when interpreting the results it is important to understand that the
simulation model will receive the same input values as the models, and this nu-
merical study can not provide any measure of accuracy or performance of these
inputs. While this may seem like a limitation, it is also a necessity. The simulation
is supposed to describe the real world as accurately as possible, thus it requires the
most accurate inputs present. The same argument holds for the analytical models,
why it would not make sense to use different inputs in the analytical setting and
the discrete-event simulation. Furthermore, using this setting also results in that
the differences in accuracy of estimations can be directly tied to the difference in
the models, which thus provide a solid basis for evaluation and comparison of the
models.
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5.4.2 Discrete event simulation model setup

Figure 17 shows the conceptual setup of the simulation model. It was built accord-
ing to the OWMR structure with up to 15 dealers (the model allowed for read-
justment of the amount of dealers between 1-15). The actual model is built in the
software ExtendSim which uses a variety of blocks to represent difterent processes
in the system. For example, there is one block to generate demand, one to represent
adealer, and one to represent the warehouse. Noteworthy, is that as opposed to the
model in Python, the simulation can only handle order sizes up to 50 units. Thus,
only items with maximum order size equal to or less than 50 was included in this
study. During the data collection only one item displaying order sizes above 50 was
found, and consequently discarded, so this restriction only had minor impact on

the study.

In the model, demand is generated by two stochastic variables drawn from two
different distributions. One depicts interarrival times between customers which
is drawn from an exponential distribution and the other represents the demand
size of a customer which is drawn from the order size distributions generated as
explained in Section s5.2.3 above. Customer demands are then generated accord-
ing to the drawn interarrival times and order sizes. This setup is using exactly the
same Compound Poisson demand with order sizes based on historical frequencies
as described earlier for the analytical models.

The demand reaches the dealer-block which keeps track of its internal inventory
and when the reorder point is reached, an order of, Q;, units is sent to the RDC.
The RDC-block works similarly to the dealer-block and delivers orders when they
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are demanded by the dealer-block as well as sending orders to the outside supplier
(representing the warehouse in Gent). Both the RDC-block and the dealer-block
act according to a FCFS-policy, partial deliveries and full backordering. Which
means that in case of a stockout, when the next shipment is received, all reserved
backorders will be serviced first. Technically this is done by allowing the stock level
to become negative, which can be interpreted as if there are customers waiting for
orders.

During the simulation data is collected regarding stock-on-hand, backorders and
fill rate at every installation. At the end of the run the data is collected and average
stock-on-hand, backorders, fill rates as well as total costs are calculated.

Each item is simulated two times, one time with the reorder points computed by
the BM-model, and one time with reorder points computed with its respective cur-
rent control method, either regular- or special policy SE-model. All of the data col-
lected was averaged over 30 runs of 25200 time units each. Every run was given a
new pseudo-random seed to use in the sampling for the demand generation pro-
cesses, this is done to reduce the risk of bias in the demand generation. At the start
of each run all installations started with stock-on-hand equal to R;+ Q;, and before
each run there was also a warm-up period of 3000 time units in order to allow the
system to reach stationarity before starting data collection.
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Chapter 6

Results & Analysis

In this part of the thesis, the results from the numerical study is presented. The dif-
ferences in proposed decision rules between the different models are analyzed in Sec-
tion 6.2. The performance in terms of customer service, stock levels, backorders, and
holding- and backorder costs are evaluated in Section 6.3 - Section 6.6. Lastly, the re-
sults are summarized in Section 6.7

6.1 Introduction to results

The analysis of the results will focus on the comparison of the decision rules (i.e.
the reorder points) proposed by the multi-echelon BM model compared to those
proposed by the single-echelon (SE) models currently in use at Volvo (see Section
5.3 for a detailed exposition on the determination of these). The comparison will
focus on performance indicators of attained customer service levels, average stock
levels, average backorders, and holding- and backorder costs. The performance was
evaluated with the use of the described discrete event simulation model (see Section
5.4 for further explanation).

The results are presented both per item and per demand category from an aggre-
gated system viewpoint. Moreover, the items are split into two sets according to
the two different policies (regular and special, see Section s5.2.2). The results are
presented separately for these two item groups as the output when changing from
the old decision rules, according to the single-echelon models’ suggestions, to the
ones proposed by the BM-model differs depending on which SE-model (regular-

or special policy) is in use.

6.2 Reorder points

In this section the proposed decision parameter at the different installations, i.e.
the reorder points, are studied. This will give an understanding of what systematic
changes in decision-making can be expected when introducing the multi-echelon
BM-model in the Volvo distribution process.

The reorder points at the RDC are displayed in Figure 18 and Figure 19, while the
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reorder points at the dealers can be studied in Figure 20 and Figure 21.
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Figure 18: Optimal reorder point at RDC, R, per item where the special policy is used in the
SE-model.
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Figure 19: Optimal reorder point at RDC, Ry, per item where the regular policy is used in the
SE-model.
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Figure 18 and Figure 19 show the optimal reorder point for each item at the RDC
proposed by the BM-model and the special- and regular policy SE-models, respec-
tively. Regarding the items following the special policy, the optimal reorder points
at the RDC increase when controlling the system as proposed by the BM-model.
The opposite pattern is seen when comparing the regular policy SE-model to the
multi-echelon BM-model, here, the reorder points decrease. This behaviour is not
unexpected, the two policies represent two extremes as the special policy aims for
a fill rate of 10 % at the RDC while the regular policy uses a target fill rate close to
100 % in all cases. In Section 6.3 below, it is shown that using the reorder points
determined by the BM-model results in an RDC fill rate above 10 % for special
policy, and, below 100 % for the regular policy case. Recall that the fill rate at an
installation increases with the reorder point (see Section 4.6.1).

Figure 20 and Figure 21 displays the mean reorder point at the dealers proposed by
the different models. As can be seen in the figures, the reorder points at the dealers
as proposed by the BM-model generally increase in comparison to the SE-models
under either policy. Only four items 14, 15;, 19, and 21, the result shows slightly
reduced reorder points when the BM-model is used.
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Figure 20: Average optimal reorder point at the dealers, R*, per item where the special policy
is used in the SE-model.
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Figure 21: Average reorder point at the dealers, R*, per item where the regular policy is used
in the SE-model.

Studying the changed reorder points when shifting to the BM-model from the reg-
ular policy SE-model, (see Figure 19 and Figure 21) the decrease in reorder point at
the RDC in combination with the increase in reorder point at the dealers indicates
that the BM-model pushes stock closer to the end customer in the distribution
chain. This effect will be explored further in Section 6.4 below.

Figure 22 and Figure 23 exhibits the mean reorder point per demand classification.
The changes in optimal reorder point when comparing the BM-model to the SE-
models are similar regardless of which model policy is used. Items whose demand
was classified as Erratic according to the MMI system show the largest increase in
reorder point. This suggests that for items facing Erratic demand the BM-model
suggests a more severe shift in stock from RDC to Dealers.
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Figure 22: Average optimal reorder point at the dealers, R*, by demand type classification
where the special policy is used in the SE-model.
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Figure 23: Average optimal reorder point at the dealers, R*, by demand type classification
where the regular policy is used in the SE-model.
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6.3 Fill rates

In this section, the fill rates estimated by the different models as well as the fill rates
simulated with the different reorder points suggested by the models are presented.
The analysis here is two-fold, first, it is interesting to compare the fill rates between
the SE-models and BM-model to assess if one has an advantage over the other in
terms of reaching targets. Second, it is interesting to compare model estimates to
those produced by simulation, as this gives a measure of the accuracy of the math-
ematical approximations.

First, the fill rates at the RDC is studied in Figure 24 and Figure 25, then the fill rates
at dealers are examined in Figure 26, Figure 277 and Figure 28. Finally, the dealer fill
rates are studied by demand type in Figure 29 and Figure 30.

The fill rate estimates at the RDC produced by the different models are displayed in
Figure 24 and Figure 25. Recall that while both the SE-models, using the two differ-
ent policies, used a target fill rate at the RDC when finding optimal reorder points,
the BM-model only considers service requirements at the dealers. Consequently,
the fill rate at the RDC estimated by the BM-model should not be evaluated in
terms of reaching the target at the RDC.
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Figure 24: Fill rate estimates at RDC per item where the special policy is used in the SE-model.
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Figure z5: Fill rate estimates at RDC per item where the regular policy is used in the SE-model.

The simulation shows that the reorder points proposed by the BM-model produces
afill rate at the RDC in the range of 35 — 80 %. While this is quite a large range, the
fill rate for most items is above 60 % and on average, the simulated fill rate for the
BM-model reorder points is ~ 68 %. In conclusion, the BM-model allows for quite
a large share of backorders at the RDC, but avoids any extreme fill rates i.e. close
to 0 or 100 %. The two SE-models however, have fill rates closer to these extreme
values and the patterns are similar to what was seen in Section 6.2 regarding reorder
points above.

As seen in Figure 24, the special policy SE-model both over- and undershoots the
target fill rate. Noteworthy is that in 8 cases (items Sg, 75, 115, 145, 155, 195, 205
and 21) the fill rate drops to almost 0 %. In these cases, indicating a severe lack
of stock in the system. Regarding the regular policy SE-model, as shown in Figure
25, the simulated fill rates reaches the targets in most cases. While this is desirable
it should be noted that most of the items overshoot this target. With targets close
to 100 %, the stock requirements are already high, which means that this could be
a costly overshoot. In other words, this indicates high stock levels for the regular
policy SE-model. The stock levels are further examined in Section 6.4 below.

Figure 26 and Figure 27 display the mean deviation from target fill rates for items
under the special policy. For this policy, the dealers are separated into stocked and
non-stocked. The reason is that the mean deviations tend to vary significantly be-
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tween the two sets which is apparent in the figures.
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Figure 26: Mean deviation from target fill rate at dealers with the item stocked and the special
policy used in the SE-model.
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Figure 27: Mean deviation from target fill rate at dealers with the item not stocked and the
special policy used in the SE-model.

In Figure 26, it is shown that the special policy SE-model overestimates the fill rate
for dealers where the items are stocked. The model estimates the fill rate to reach the
target in almost all cases, but, the simulation shows that all items are in fact catered
for a much lower percentage of orders. The simulated fill rates in some cases were
as low as an average of 35 percentage points below target. This is a consequence of
the model not accounting for the significant waiting time affecting the supply to
dealers. Sequentially, this is a result of the very low fill rate of ~ 10 % at RDC (as
shown earlier in Figure 24) when, in fact, the model assumes 100 % fill rate at the
RDC. The simulation also shows that the BM-model is more reliable both in terms
of providing accurate estimations of the fill rate, as well as producing reorder points
capable of reaching target fill rates. Figure 26 also shows a slight overshoot of the
target fill rate for all items when using the BM-model. However, this is no surprise,
recall from Section 4.7.3 that the optimal reorder point, R*, is the smallest reorder
point to produce a fill rate equal to or above the target. Thus, a slight overshoot is
to be expected since the reorder points are integer valued.

In Figure 27 the fill rate estimates and simulated values are shown for the BM-model
and special policy SE-model for the non-stocked dealers. Note that in the figure,
the fill rates produced by the BM-model and the BM-simulation are directly on top
of each other. Similarly to the stocked dealers, the special policy SE-model overes-
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timates the fill rates compared to the realised fill rates from the simulation. Again,
the BM-model provides more accurate estimates in comparison to the simulation.
However, more interesting is the severe overshoot of target fill rate, almost up to
100 percentage points over target, seen by the SE-model as well as the four spikes in
the BM-model estimates.

Recall that all "non-stocked dealers" had a target fill rate equal to 0 % (see Section
5.3). Theoretically, a target of 0 % is equivalent to a reorder point of R = —Q,
as discussed in Section 4.7.1 earlier. However, the special policy SE-model cannot
produce a reorder point less than 0, as the formula in (43) can only generate re-
order points > 0 (see Section s.3.3 for more details). As a resul, all the dealers were
assigned the lowest possible reorder point for the special policy, that is, R = 0.
Moreover, as the demand for the items at the non-stocked dealer is very low, the re-
order point of R = 0 generates fill rates far above 0 % for all items. The BM-model
however, is only constrained to reorder points of R > —1. Thus, for item-dealer
combinations where Q = 1, the BM-model can satisfactory reach appropriate re-
order points for the intended target fill rates. The spikes in deviation, however, are
the result of order quantities being greater than one, as an example, Q = 10 for
item 2, resulting in fill rates above 0 %.

Figure 28 shows the mean deviation of fill rates for items currently administered by
the regular policy. Here, the results are not split in stocked and non-stocked as both
the BM- and regular policy SE-model are restricted to R > —1, and there was no
systematic difference in the deviation when inspecting stocked versus non-stocked
dealers.
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Figure 28: Mean deviation from target fill rate at dealers where the regular policy is used in
the SE-model.

In Figure 28, it can be seen that the realized fill rates generally are slightly overshoot-
ing the targets. This happens both when using reorder points proposed by the regu-
lar policy SE-model as well as when using those proposed by the BM-model.

A significantly deviating data point is item 15,’s negative deviation from target for
the SE-simulation. The large deviation from the target fill rate might be the con-
sequence of the low demand for this item. Low demand will result in low reorder
points (in this case the two dealers handling this item was given reorder points equal
to 2 and 0 by the regular policy SE-model). With such low demand, an increase or
decrease by one unit of the reorder point may have large effects for the fill rate. The
BM-model however, seem more suited to handle this scenario as it reaches targets
for all items investigated.

Figure 26, Figure 27, and Figure 28 show that while the BM-model provides re-
order points that reach targets in all cases, the reliability of the SE-models depend
on whether the regular or special policy is used. A likely explanation for these ob-
servations is found by scrutinizing the assumption of a constant lead time in the
SE-models.

The constant lead time used is an estimated transport time between RDC and
dealer. Under the regular policy the RDC had a fill rate close to 100 % (as shown
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in Figure 25) and can almost always deliver as soon as an order is received. Thus,
using the transport time between RDC and dealer as lead time estimate is proba-
bly accurate, and in turn renders good fill rate estimations. In the case of special
policy however, the RDC has fill rates between 0 - 30 % (see Figure 24). Thus, it
can only dispatch an order immediately at most three times out of ten, and some-
times never. Consequently, the lead time faced by dealers is somewhere in between
the transport time between RDC and dealer (5-10 days for the examined items and
dealers) and this transport time plus a waiting time up to the full lead time between
central warehouse and RDC (58 days for the examined RDC). In conclusion, the
lead time estimate used is probably quite poor for these items which in turn ren-
ders worse fill rate estimations by the special policy SE-model. As explained in the
Section 4.10 the BM-model takes this waiting time at the warehouse into account
when estimating fill rates and determining reorder points.

Figure 29 and Figure 30 display the deviations from target fill rate by demand type
for items controlled by the special and regular policy, respectively. Note that the
deviation is larger for the items controlled by the special policy.
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Figure 29: Fill rate estimates at dealers by demand type classification where the special policy
is used in the SE-model.
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Figure 30: Fill rate estimates at dealers by demand type classification where the regular policy
is used in the SE-model.

In Figure 29, the reorder points proposed by the BM-model produce fill rates close
to target for all demand types. Moreover, the simulation shows that the special
policy SE-model provides reorder points which results in fill rates under target for
items facing demand classified Fast and Erratic. However, for low demand items
classified as Lumpy and Slow, the fill rates reach far above targets. This pattern
is likely explained by the fact that non-stocked items are often categorized with
demand type Slow or Lumpy while items with Fast and Erratic demand types are
all stocked. The pattern thus follows the pattern for stocked and non-stocked items
as discussed above and shown in Figure 26 and Figure 27.

For items currently administered under the regular policy, the fill rates per demand
type are displayed in Figure 30. Here, the deviations are smaller (note the differ-
ent scales on the y-axes in Figure 29 and Figure 30). In conclusion, there does not
seem to be any significant differences in terms of reaching target fill rates between

different demand types.

6.4 Stock-on-hand

This section investigates the differences in stock-on-hand. Here, the differences
between expected stock under the BM-model compared to the two single-echelon
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models in place are examined. Furthermore, the estimates accuracy in comparison
to the simulation is evaluated.

In Figure 31 and Figure 33 the total system stock per item is displayed. Figure 32
and Figure 34 exhibits the increase in stock-on-hand per item based on simulated
values. Lastly, Figure 35 and Figure 36 show the average stock-on-hand at the RDC
and the dealers for each item.

Stock (units)

200

150

100

50

1 4 7s 10s 13; 16s 19; 22
Iltem no.

—e— FE[IL*] BM-model - E[IL*]BM-simulation

—4—- E[IL*]SE-model E[IL *] SE-simulation

Figure 31: Average system stock-on-hand, E[IL*), per item where the special policy is used in

the SE-model.
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Figure 32: Simulated increase in average system stock-on-hand, E[IL"], per item using the
BM-model compared to the special policy SE-model.

In Figure 31itis shown that the total stock for mostitems in the system is increasing
slightly under the BM-model in comparison to using the reorder points produced
by the special policy SE-model. Noteworthy is also that the simulation shows that
the SE-model heavily overestimates the stock levels at these location. These results
cohere with the finding that fill rates were generally underestimated for stocked
items as seen earlier in Figure 26. Consequently, there is an increase in stock on
hand for all items when using the BM-model which more accurately estimates the
fill rate, as can be seen in Figure 32.

Regarding the regular policy, the numbers are reversed, the stock-on-hand gener-
ally decrease when using the BM-model, as is displayed in Figure 34.
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Figure 33: Average system stock-on-hand for the system, E[IL"], per item where the regular
policy is used in the SE-model.
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Figure 34: Simulated increase in average system stock-on-hand, E[IL"], per item using the
BM-model compared to the regular policy SE-model.
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Regarding the items currently using the regular policy SE-model, only item 15,
experiences an increased stock under the BM-model. The results thus indicate a
general decrease in stock-on-hand when using the BM-model in comparison to the
regular policy SE-model. The increase in stock for item 15, can be explained by the
fact that this item was the one where the regular policy SE-model had significant
issues in reaching target service levels. In Figure 28 it is shown that this item experi-
enced an average deviation of 20 pp. below target. The reorder points suggested by
the BM-model however, reached target fill rates. With this in mind, the increased
stock for this item is not unreasonable. Furthermore, the ~ 40 % increase in ex-
pected stock-on-hand (see Figure 33) is in absolute terms only a couple of units,
3.64 to be exact .

Noteworthy is that for all items, the BM-model provides accurate estimations of
expected stock-on-hand, which can be seen in Figure 31 and Figure 33. The SE-
model only provides accurate estimates under the regular policy, as was also the
case when studying fill rate estimations.

Figure 36 and Figure 35 exhibit the total system average stock-on-hand divided on
RDC and dealers for items governed by the special and regular policy, respectively.
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Figure 35: Average system stock-on-hand, E[IL*], allocated to RDC and dealers where the
special policy is used in the SE-model.
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Figure 36: Average system stock-on-hand, E[IL"], allocated to RDC and dealers where the
regular policy is used in the SE-model.

Starting with studying the allocation of stock in the supply chain for the regular
policy in Figure 36, it is clear that when comparing the multi-echelon BM-model
to the more traditional single-echelon approach there is a prominent pattern. The
BM-model suggests that a larger portion of the stock is located at dealers while less
is to be held at the RDC. The regular policy SE-model suggests a lot more stock
to be held at the RDC, which is not surprising as the fill rate requirements at the
RDC are close to one hundred percent.

Figure 35 shows the stock allocation for the items regulated by the special policy. In
comparison to the special policy SE-model, the BM-model suggests more stock to
be held at the RDC. It is however remarkable that the increase in stock held at the
RDC is only slight. This suggests that the goal of the special policy, namely to keep
the larger share of stock at the dealers rather than the RDC, is quite well fulfilled
by the BM-model as well.

6.5 Backorders

In this section the average amount of backorders in the system will be studied. Asit
is only backorders at dealers that incurs a penalty cost, it is interesting to investigate
the backorders at dealers and RDC separately.
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Figure 37 and Figure 38 display the average backorders for items currently con-
trolled by the special policy while Figure 39 and Figure 40 exhibit results for the
items presently controlled by the regular policy.
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Figure 37: Average backorders at dealers where the special policy is used in the SE-model.
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Figure 38: Average backorders at RDC where the special policy is used in the SE-model.

The simulation indicates that the actual number of backorders greatly surpass the
special policy SE-model’s estimates for most items, as seen in Figure 37. This un-
derestimation of backorders is connected to the special policy SE-model’s overes-
timation of fill rates (see Figure 26). The BM-model in turn, accurately estimates
the backorders at the dealers.

The two spikes in Figure 38, i.e. the high number of backorders for item 45 and 115,
is a consequence of a relatively high demand at one or a couple of dealers compared
to other items in the sample. This high demand in combination with long delays at
the RDC, cause spikes in backorders for these items when simulated. Noteworthy
is that the deviation from target fill rate for these items do not differ significantly
from the other items in the sample as can be seen in Figure 26 and Figure 27.

Figure 39 and Figure 40 present the expected number of backorders for items ad-
ministered by the regular policy at dealers and RDC, respectively.
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Figure 39: Average backorders at dealers where the regular policy is used in the SE-model.
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Figure 40: Average backorders at RDC where the regular policy is used in the SE-model.

Studying the backorders at the dealers, the multi-echelon BM-model’s performance
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in terms of accuracy is similar to the regular policy SE-model. Both models allow
similar amounts of backorders at the dealers. This correspond well with the fact
that the two models both provided reorder points reaching target fill rates, as seen
in Figure 28.

Studying the average backorders at the RDC (see Figure 40) the multi-echelon BM-
model behaves rather irregular between items. While it is difficult to distinguish
any patterns, the graph shows an interesting aspect of the multi-echelon control
system. While the regular policy SE-model is quite static and kept at the RDC’s
target service level, the multi-echelon is allowed more freedom with the inventory
levels.

6.6 System holding- and backorder costs

This section studies the total cost that can be expected when using the SE-models
compared to using the BM-model.

Figure 41and Figure 42, show the holding- and backorder costs in terms of absolute
values and relative change between models for the items governed by the special pol-
icy. Figure 43 and Figure 44 display corresponding results for the items controlled
by the regular policy.
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Figure 41: System holding- and backorder costs per item where the special policy is used in the
SE-model.
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Figure 42: Cost difference per item where the special policy is used in the SE-model.

In Figure 41 it can be observed that estimations obtained from the special policy
SE-model deviates largely from the total cost provided by the simulation. Unlike
the single-echelon approach, the BM-model accurately estimates the total holding-
and backorder costs when compared to the simulation. This correspond to the
results of the special policy SE-model underestimating the amount of backorders
(see Section 6.5).

In Figure 42, the cost reduction per item is shown for each item. It is evident by this
graph that the BM-model provides a more cost-effective system setup. Five items
(45, 115,155,195, 22¢) reduce costs with as much as 80 %

Figure 43 displays the total annual system holding- and backorder costs for the
items controlled by the regular policy. The cost estimates produced by the mod-
els is generally quite accurate, which has been the case for the regular policy items
for the other performance indicators as well.
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Figure 43: System holding- and backorder costs per item where the regular policy is used in the
SE-model.
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Figure 44: Cost difference per item where the regular policy is used in the SE-model.

In Figure 44 the cost reduction using the BM-model is obvious, reaching up to
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50 % total system holding- and backorder costs reduction for item 2,.. The outlier
that can be found in item 15, is the only item that significantly increased costs out
of all the items in the study. This increase is due to the increased stock-on-hand as
explained in Section 6.4 (when discussing Figure 34).

6.7 Result summary

In Table 7 and Table 8 a summary of the results can be found. The values in the
table are based of the simulated values from discrete-event simulation model for
the reorder point setups as suggested by the BM-model and the SE-model (regular
policy and special policy), respectively.

Table 7: Result summary for items 1, - 24, where the special policy is used in the SE-model.

BM-model SE-model, special
policy
Avg. dealer IFR dev. Stocked: ~ Non-stocked: | Stocked: = Non-stocked:
135pp. 1450 pp. ~18.39pp. 72.29 pp.
Avg. exp. stock-on- || 58.50 units (+ 85.3 %) 3158 units
hand
Avg. annual holding- 1862.98 (— 66.6 %) 5584.85
and backorder costs

The numerical study indicate that the special policy SE-model has difficulties in
meeting target fill rates. For the stocked items fill rate targets are on average 18.39 pp.
below targets. Moreover, realised fill rates for non-stocked items greatly surpass
targets, measuring on average 72.29 pp. above targets. The study also indicate that
introducing the BM-model would increase the stock for these items. The average
system stock-on-hand of the items studied increased by 85.3 %. However, holding-
and backorder costs decreased due to the better performance in terms of reaching
fill rate targets, thus decreasing backorder costs. The average holding- and backo-
rder costs decreased by 66.6 %.
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Table 8: Result summary for items 1, - 28,, where the regular policy is used in the SE-model.

BM-model SE-model, regular
policy
Avg. dealer IFR dev. L67 pp. —0.08 pp.
Avg. exp. stock-on- || 47.05 units (- 35.6 %) 73.06 units
hand
Avg. annual holding- 3004.67 (— 22.0 %) 3850.24
and backorder costs

In the case of the items currently administered by the regular policy SE-model, the
BM-model and the regular policy SE-model performed similarly in terms of reach-
ing target fill rates. As shown in Table 8 the BM-model provided a set of reorder
points resulting in a slight overshoot, on average 1.67 pp. above targets. Likewise,
the reorder points suggested by the regular policy SE-model also resulted in realised
fill rates close to targets. On average, the use of the regular policy SE-model resulted
in fill rates 0.08 pp. below targets. Moreover, the average system stock decreased by
35.6 % when using the reorder points suggested by the BM-model, compared to
the regular policy SE-model. Lastly, the average annual holding- and backorder-
costs of the system was reduced by 22.0 % when controlling the system by the BM-
model.

Noteworthy is that the reduction in inventory displayed in Table 8 is similar to the
results presented by Berling and Marklund (2014) in their case study. Their study
showed a reduction of average system inventory by 30 % - 38 % when using the
BM-model. In their analysis they studied a case company of similar nature which
used an inventory management system from the same software supplier as what is
used by Volvo Group.
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Chapter 7

Conclusion

Section 7.1 aims to answer this master thesis’ research questions as well as to summarize
key takeaways from the results and analysis section. Finally, areas of future research
within the domain studied is suggested in Section 7.2.

7.1 Research questions

The problem formulation presented in the beginning of this report focused around
two main research questions:

1. What is a suitable way of modeling the Volvo Group Truck Operations -
Service Market Logistics supply chain with a multi-echelon approach?

2. What improvements in terms of spare parts availability and cost efficiency
could be achieved by using a multi-echelon optimization approach?

Based on the mapping of the inventory control process, the thorough literature
study of multi-echelon theory conducted, and results from the numerical study,
the authors suggest the Berling-Marklund (BM) model to be a suitable choice for
modeling the VGTO-SML supply chain.

The scaling potential for this model is promising. This is an importantattribute for
the inventory control model as the Volvo supply chain consists of a large number
of nodes and SKUs. Already, the single-echelon optimization models used today is
computationally demanding.

Furthermore, the BM-model decompose the network into single-echelon prob-
lems. This should increase compatibility with the current system in use, making
the model an attractive choice. In addition, it has been shown in the numerical
study that the model performs well with a shifting number of dealers. The model
also allows for optimization of reorder points using both backorder costs or fill
rates constraints, providing extra flexibility.

To answer the second question, the results from the numerical study is vital. The
study showed that using the BM-model produce significant cost reductions for al-
most every item in the study. Using the BM-model, 66.6 % cost reduction of the
average holding- and backorder costs is exhibited for the items currently controlled
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by the South African special policy. Furthermore, a 22.0 % reduction of average
holding- and backorder costs is displayed for the items governed by the regular pol-
icy.

Regarding the comparison between the BM-model and the special policy SE-model,
the BM-model also renders satistying results in terms of spare parts availability. The
study showed that reorder points produced by the special policy SE-model was un-
able to reach target fill rates for dealers with stocked items, on average being 18.4 pp.
below target. The BM-model, on the other hand, confidently reached target fill
rates for each of these items, on average achieving 1.35 pp. above target. However,
the suggested reorder points by the BM-model also resulted in more stock than be-
fore. Average expected stock-on-hand was increased by 85.3 % over all the items
associated with the special policy. Nevertheless, the extra stock-on-hand reduces
backorders, and thus backorder costs. This reduction is greater than the increase
in holding costs resulting in the total cost reduction mentioned above.

The main reason for superior performance of the BM-model compared to the spe-
cial policy SE-model can be attributed to a superior lead time estimate. The optimal
reorder points at dealers obtained from the special policy SE-model assumes no de-
layed orders due to stockouts at the RDC. When in reality, the low fill rate at the
RDC results in large delays. The BM-model handles this both by including the de-
lay in its lead time estimates as well as proposing an RDC reorder point providing
higher service.

For items governed by the regular policy, the BM-model performed equally satis-
factory to the regular policy SE-model in terms of reaching target fill rates. The
BM-model was on average 1.67 pp. above target while the regular policy SE-model
was slightly below target at a 0.08 pp. undershoot. However, the BM-model pro-
vided reorder points that could reach target fill rates while keeping a lower amount
of stock-on-hand. On average, the expected stock-on-hand of the items currently
controlled by the regular policy was reduced by 35.6 %. The BM-model managed
this by suggesting a set of reorder point so that stock was allocated further down-
stream in the supply chain. Thus, the system faced a minor increase in stock at the
dealers while experiencing a large reduction of stock at the RDC.

7.2 Future research

This study has been focused around a limited number of items. A larger study, or
one focusing on a different range of items in another part of the supply chain net-
work could increase the generality of the results. The number of echelon could also
be extended in order to better reflect the structure of the case company’s 3-echelon
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supply chain setup. Furthermore, a sensitivity analysis of the different input vari-
ables would also strengthen the reliability of the model while also provide an in-
creased understanding of its limitations, e.g. the importance of accurate demand
forecasts.

Further research could also aim to evaluate the performance of different model ex-
tensions. Possible extensions could be, but is not limited to: implementing other
service constraints, such as waiting time constraints, instead of target fill rates, es-
tablishing and modeling a policy to control rush orders, or analyzing the use of
capacity restrictions at the installations.
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Appendix A: Interview guide

Name:

Title:
Department:
Date:

Company general

Tell us more about Volvo spare parts, can we access a company description overview?
What does the organization look like, is it possible to access an organization tree?
What type of products/vehicles are you supplying spare parts to?

Who are your end customers?

What characterizes the supply chain of spare parts?

What characterizes the demand of spare parts?

Current distribution network

What does your current distribution network look like?

What types of warchouses are you using?

Central warehouses/retailers/supporting warehouses?

What is the function of the supporting warchouse?

Do you divide your operations into different geographies?

Do you supply different geographies with different spare parts?

Based on these geographies, which are your main markets?

Does the activity differ between different geographies?

Do you use any priority between different geographies/markets?

Does the demand differ between different geographies?

Do you have a map of your distribution network e.g. OWMR?

Do you have control over the inventory management of all warehouses in the chain
(including outsourced ones)?

Do you use any VMI (vendor managed inventory) at local warehouses?
What are your main challenges with your current distribution network?
What type of information systems are you using, continuous/periodic?

Current inventory control system

What kind of inventory policy are you using?

Are you using the same policy at all warehouses?

Are you mostly using continuous review or periodic?
If periodic - what periodicity?
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Do we have any restrictions on Q? (E.g. fixed, fixed batches = nQ, minimum, max-
imum)

Do we have any cost data associated with different order quantities?

Are you using collective deliveries, and is this something we need to take into ac-
count in the inventory model?

With what time interval is the policy updated, and with what time interval do you
want it to be updated?

What is restricting the update-time interval?

Are you updating the policy with regards to only historical data or with regards to
a more complicated prognosis?

In case of a stockout, do you backorder the goods or do you count it as a lost sale?
When delivering backorders, are you using a FCFS system, or do you have key cus-
tomers who get prioritized?

If so, how many are these compared to all customers?

What are the main challenges with your current inventory control system?

Do you use any policy for the use of the supporting warehouse?

Current optimization algorithm

How does the current optimization algorithm work conceptually?

What type of tools are you using (e.g. Python)?

What assumptions or approximations on the inventory system is implied in your
algorithm (e.g. demand assumed to be Normal)?

What are the current challenges with the algorithm?

Do you have any concrete improvement ideas on the current algorithm?

Do you have any concrete ideas on ‘new’ algorithms to be tested?

Available data

On which aggregate levels do you have demand data stored (e.g. SKU-level, SKU
at warehouse-location - level, etc.)?

On which time-interval do you store demand data (e.g. weekly, monthly, daily)?
Do we have access to past deliveries with order-time and amount?

Do we have access to delivery times between the different warehouse locations (both
transportation times and actual delivery times, i.e. time between order and deliv-
ery.)?

Do we have access to stock-level data over time?

Do we have access to past inventory policy-parameters?

Have you seen any differences in the data in the presence of Covid?

Do you think that pre-Covid data will render a better result?
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Performance measures

Which are Volvo’s KPIs and targets for their inventory management?

What are Volvo’s KPIs for the inventory management optimization model?

What are the exact definitions of these KPIs?

If you are using a service-level, what is your definition?

Do you have an estimate of a lost-sales cost (or back-order cost) that we can use in
our thesis?
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Appendix B: Python model overview

Figure 4s, Figure 46, and Figure 47 display a conceptualization of the different
maps used in the Python model for both the SE- and BM model. Each figure cor-
responds to a map containing different modules. The user should read Figure 45
and Figure 46 accordingly:

* The top name, e.g. "single_echelon_utils" in Figure 4s, is the name of the

folder in Python.

* The blocks to the left, e.g. "dealer_optimization” in Figure 4s, corresponds
to modules containing different functions. The top block uses functions
from the downstream blocks, e.g. "dealer_optimization" uses functions from
"service_level _computation” which in turn uses functions from the "de-
mand_models" and "Inventory_levels_computation” blocks.

* To the right in the figures is a visualization of the type of systems modelled
in the map. In the bottom right is a list of all the test modules included in
the map.

* The optimization approach differs between the two maps. The "dealer opti-
mization" block in "single_echelon_utils" uses service level constraints when
minimizing total costs whereas the "warehouse_optimization” block in "ware-
house_modeling" uses a backorder cost when minimizing costs, refer to Sec-
tion 4.6.1 for a more thorough description of the two methods. The expres-
sions for each optimization can be found next to the two blocks in each fig-
ure.

Lastly, Figure 47 includes a conceptualization of the main program. This folder
uses the method presented in Section 4.10 and builds upon functions from both
"single_echelon_utils" and "warehouse_modeling".
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>single_echelon_utils

dealer_optimization

service_level_computati
on

inventory_levels compu

demand_models :
- tation

win C(R, Q) = min(hE[[LY]) |
i i

st SLZ Sl |

single-echelon

Test modules

|+ test_dealer_optimization
|+ test_demand_models
|+ test_inventory_level

|« test service level models

hE[ILT]+ bE[ILT]

warehouse_optimization lead_time_approximation

warehouse_demand_mo

induced_backorder_cost .
= = deling

Multi-echelon

Warehouse ¥

| Test modules

|« test_induced_backorder_cost
|« test warehouse demand models i
* test_warehouse_optimization

Figure 46: Conceptual overview of modules and functions from the BM-model.
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> main_program

Induced backorder cost

Lead time demand at RDC

Optimal reorder points at RDC t

>warehouse_modeling

Dealer lead time estimates

Optimal reorder points at retailer

+ tost_induced_backorder_cost
+ ren warehoute_demend_models
+ test_warehouse_optimization

Figure 47: Concepmal overview of main program.
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