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Abstract

Contactless �uid surface velocity measurements with radar technology presents
novel ways of determining �uid �ow. The Acconeer A��� sensor is used, which
is a pulsed coherent �� GHz millimeter-wave radar, with high accuracy and low
energy consumption. Fluid�ow data is obtained from three di�erent sites; in the
Acconeer lab, a lab in the UK, and in three sewage pipes of VA SYD. Initially,
data from the Acconeer lab is analysed and used to implement the algorithm
which later is run and tested on the other data. The basics of the algorithm is
creating periodograms by FFT in fast-time and averaging in slow-time dimen-
sion. The frequency components are converted to velocities by knowledge of the
wave speci�cs.

The results show that forward and backward �ow is easy to measure and
distinguish. From Acconeer and UK lab the velocity spectra cohere with the
reference velocity data. For the VA SYD sites, the ���� mm pipe show some
peak close to Nivus reference, but the signal strength is weak due to small surface
ripples. For the pipe of ��� mm the spectra cohere well with Nivus. The non-
stationary�ow of the ���mmpipe seem to cause some error in themeasurement.

Keywords: Fluid �ow surface measurement, velocity estimation, FFT, fast-time phase
change, radar
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Popular Science Summary

Hastighetsuppskattning av vattenytor med 60 GHz radar

Det �nns ett stort behov av att förbättra infrastrukturen i vatten- och avloppsnäten glob-
alt. Belastningen på dessa nätverk måste övervakas för att förutspå och undvika skador,
översvämningar samt minimera serviceavbrott. Nuvarande lösningar är dyra, vilket öppnar
marknadsmöjligheter för mer kostnadse�ektiva lösningar.

Traditionellt sett har radar använts i sammanhang för att identi�era större objekt som
raketer eller�ygplan. Dagens teknikutveckling harmöjliggjort för snabba ochmillimeternog-
granna radarsystem som till följd av energisnålheten gör den lämplig för, och används i allt
�er batteridrivna produkter inom konsumentelektronik. Kontaktlös mätning av vätske�ö-
den är en radartillämpning som enkelt skulle kunna ersätta dagens dyra mätningsutrustning
med en mindre batteridriven radar. Eftersom den dyra mätutrustningen ofta kräver kontakt
med vattnet skulle en övergång till radarövervakade system medföra en förenklad installa-
tionsprocess såväl som ett minskat behov av underhåll. Att dagens dyrare mätutrustning är i
behov av rengöring märktes i denna studie då det uppmätta �ödet i ett dagvattenrör ökade
med över ���% efter rengöring till följd av smuts som ansamlas på mätutrustningen, med
värden från �.��� till �.��� m/s under � minuter. Även detta ökar incitamenten ytterligare
för en övergång till kontaktlös �ödesmätning.

I denna studie används Acconeers A���-radar, en sensor med hög precision och låg en-
ergiförbrukning. Flödets ythastighet bestäms med hjälp av den re�ekterade signalen och
från fasförändringarna kan en hastighet beräknas. Hastighetsuppskattningen görs via de små
vågorna/ojämnheterna på ytan som betraktas som små objekt i rörelse. Tekniken fungerar
således inte om vattenytan är spegelblank vilket resulterar i en mycket liten eller ingen re-
�ekterad signal tillbaka till sensorn. Implementeringen av en generell algoritm för det totala
�uid-�ödet är komplicerad då sambandet mellan vattenytans hastighet och det totala �ödet
varierar och beror bland annat på rörets dimensioner såväl som �ödets dynamik. Den al-
goritm vi utvecklat resulterar i ett spektrum av hastighetskomponenter på ytan, och det är
möjligt att uppskatta hur snabbt�uidens yta rör sig. Det här projektet visar på att ythastighetsmät-
ningmedAcconeers pulsade radarA��� är genomförbartmed den framtagna implementerin-
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gen, och är ett kostnadse�ektivt system som kan användas i framtiden.
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Abbreviations

• ADC - Analog to Digital Converter

• CR - Cross Range

• FFT - Fast Fourier Transform

• DFT - Discrete Fourier Transform

• DR - Down Range

• EM - Electromagnetic

• HWAAS - Hardware Accelerated Average Samples

• IQ - In-phase and quadrature components

• PRF - Pulse Repetition Frequency

• PRI - Pulse Repetition Interval

• PSD - Power Spectral Density
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Chapter �

Introduction

The current methods of contactless �uid velocity and �ow measurements are expensive and
often require di�erent speci�cs of the�uid, such as particles for the signal to re�ect on. In the
global perspective of improving the infrastructure of sewage systems and mitigating damages
and service maintenance, it is desirable to supervise di�erent �uid �ows. Combining an
e�cient way of contactless�uid velocitymeasurementwith this infrastructural improvement
has a big market potential.

The publicly-traded company of Acconeer provides the pulsed coherent radar sensor
A���, a sensor with high accuracy and low energy consumption. The energy e�ciency is espe-
cially useful for battery driven electronics. Using the �� GHz band-width, i.e., a millimetre-
wave pulse, the sensor returns data as complex numbers packaged in the fast-/slow time
(sweep-/frame) dimension.

It is the purpose of this project to implement a �uid surface velocity algorithm for the
Acconeer A��� sensor. The implementation is based on fast-time phase change of the wave
and requires surface waves/ripples structure for re�ection of the signal. These small surface
irregularities are seen as moving objects, from which we determine a phase shift of the wave,
i.e., a velocity.

The measurements and data collection of this project are done in three settings; the Ac-
coneer lab, a lab of a company in the UK, and on three sites of VA SYD which are called
GYGK_K1500, TULK_750, and TUAS_800. The number describes the diameter of the sewage
pipe in mm. For GYGK_K1500, the amplitude of the return signal is weak which results in a
less protruding peak in relation to the background noise. This is referred to as a low signal-
to-noise ratio, SNR. The peak that is obtained however matches the reference velocity of the
Nivus measurement, a reference that is provided on site by VA SYD. The TULK_750 pipe
shows good spectra for the �uid �ows with Nivus reference slightly higher than the centre of
the spectrum peak. This is expected since Nivus measures just below the surface where the
velocity is higher than the surface. For TUAS_800 the �ow is non-stationary which for some
measurements are problematic. In the Acconeer lab and the UK lab the spectra are ideal with
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reference value matching. In the Acconeer lab forward and backward �ows are measured and
from the spectra it is easy to determine which �ow is in what direction.

The algorithm of the signal processing is to construct the power spectral density (PSD)
estimation by the squared absolute value of the fast Fourier transform (FFT) in the sweep
dimension, averaged in slow-time (mean over frames). This is done for the complex valued
signal data returned by the A��� sensor. The frequency bins are then converted to velocities
by knowledge of the pulse speci�cs.

The structure of this report is as follows. Chapter � introduces relevant theory regarding
general-/the Acconeer radar, periodogram estimation, the velocity estimation, and di�erent
surface velocity pro�les. In appendix A, some basics on electromagnetic waves are found.
In chapter �, the methodology of sensor setup, data collection and signal processing is de-
scribed. The results of the measurements are found and discussed in chapter �. Finally, some
conclusions of the project measurements are found in section �.�.

�



Chapter �

Theory

For basic electromagnetic wave theory the reader is referred to the appendix A.

2.1 Radar

Radar is an acronym for Radio Detection and Ranging. Modern radars however can detect
both the relative distance as well as velocities or classifying objects. It is an electrical system
that transmits electromagnetic waves and detects the re�ected signals from a certain region.
Figure �.� shows an example of the major elements involved in a radar following the signal
from the transmitter all the way to the signal processor.

Figure �.�: The �gure represent a schematic example view of a radar
system (�).

�



�. T�����

Although this is just an example of a radar system, all radars must at least include a trans-
mitter, receiving antenna, and a signal processor (�).

The part that generates the EM-wave is the transmitter, this signal is generated and sent
out through an antenna. In �gure �.�, there is a T/R switch connected to the antenna that
makes sure it can be attached to both the transmitter and receiver preventing them from any
direct interaction. Another common way is to skip the T/R switch and have two separate
antennas for transmitting and receiving. The received signal from any re�ecting target is
then input to the receiver circuits marked with a dashed rectangle in �gure �.�. In this part,
the radio signal is ampli�ed and converted to an intermediate frequency and then it goes
through an analog-to-digital converter (ADC) before it reaches the signal processor (�).

When operating with radars there are often two spatial dimensions of interest. Cross-
Range (CR) and Down-Range (DR) demonstrated in �gure �.�.

Figure �.�: The �gure illustrates the CR- and DR-directions for a
radar.

DR is the dimension in which the radar signal propagates in through time whereas the
CR is the directions normal to DR and makes out the ’wave-front’ of the signal. A ’time of
�ight’ radar system can therefore only detect movements in the DR direction.

2.1.1 Pulsed coherent radar (PCR)

A pulsed radar transmit short pulses of EM-waves through the transmitting antenna during
a short period. At this time the receiving antenna is isolated and no re�ected signals can be
detected during this time. In between the transmitted pulses the receiver connected to the
antenna detects possible re�ected signals. The interval between two pulses is often referred to
as pulse repetition interval (PRI) and the number of cycles per unit time is called pulse repetition
frequency (PRF) and is simply the inverse of the PRI. The passage of time for a pulsed radar
is represented in �gure �.�.

EM-waves are said to be coherent if the phase relationship is constant between pulses.
One way to accomplish this is to have a coherence oscillator used as a reference. The pulses
then consist of partial sections of this continuous oscillation so that every pulse is in phase
with the reference (�). This can be visualized in �gure �.�.

The top signal is a stable continuous oscillation used as the reference and the middle
signal is the coherent since pulses are made based on the phase of the reference oscillation.

�
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Figure �.�: A block schema over the pulsed radar over time (�).
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Figure �.�: The �gure illustrates how a pulsed coherent signal (mid-
dle) can be made using a reference (top) and a random pulsed signal
(bottom). The green pulses are in phase with the reference signal.

Pulsing with random phase like in the last signal is therefore a non-coherent pulsed signal.

2.2 Acconeer Radar Sensor

This project is based on the Acconeer A��� sensor which is a pulsed coherent radar operat-
ing at �� GHz, resulting in a wavelength of � mm in free space which gives a resolution of
approximately �.� mm. The radar system is a ’time of �ight’ system meaning that the time
between the transmitted signal and received signal is measured and used to calculate the DR
distance to objects.

2.2.1 Configuring the sensor

There are multiple settings that can be tuned in order to optimize the sensor performance
for speci�c use cases and requirements. First of all the pulse length profile (Pro�le) speci�es
the transmitted pulse lengths. Shorter pulses provides higher distance resolution and longer
pulses reduced the depth resolution. On the other hand short pulses results in a reduced SNR
(signal-to-noise ratio) compared to longer pulses so there is a trade-o� between SNR and

�
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Figure �.�: A visualisation of Acconeer’s time of �ight radar system
(�)

depth resolution. Di�erent pro�les also result in di�erent ’leakage’ between the transmitter
and the receiver. This is the process where the transmitted signal goes directly from the
TX-antenna (transceiver) to the RX-antenna (receiver) without re�ecting at an object. In
addition to the pro�le there are two other parameters available to optimise signal quality
namely averaging and gain,

• HWAAS (Hardware Accelerated Average Samples) is related to the number of pulses
averaged in the radar for one data point.

• The gain of the ampli�ers in the sensor can be adjusted so the ADC is not saturated
and that the signal is separated from noise.

When using the Acconeer sensor one will be acquainted with sweep which is de�ned as a
distance measurement range. Hence every sweep consist of one or several distance sampling
points. The time between each sweep sample Ts is con�gurable through the sweep rate de�ned
as fs = 1/Ts.

Additionally there is another term that you can set, namely the number of sweeps per
frame. A frame is a container that stores all the data for all distance points and the number
of frames together with the other mentioned parameters can be set in the Sparse-IQ GUI
(graphical user interface) in the appendix (�gure B.�).

2.2.2 The sparse IQ service

For the setup of this project, the signal is sampled using the Acconeer sparse IQ-service. The
IQ-service provides data in complex value form in the carthesian coordinate system according
to �gure �.� (�).

IQ-signals or Quadrature signals are often used in radio frequency applications. Two
sinusoidal signals with the same frequency shifted in phase by �� degrees, is said to be in
’quadrature’. By convention the I-signal and Q-signal is cosine- and the sine-wave respec-
tively.

From (�) we learn that having the phase of the signal response available makes it possible
to perform accurate measurements. This is seen in �gure �.�, where an object is moving
radially towards the radar. The envelope signal (where only the amplitude is available) varies
only slightly, while the value of the coherent signal at a �xed time delay varies substantially.

�
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Figure �.�: Output from the IQ service in Acconeer Exploration
Tool (�).

Figure �.�: Illustration of envelope and phase change of a received
pulse for a re�ection from a moving object, what is returned from
the sparse IQ Service in Cartesian form. (�)

This change will be present in the phase of the data from the sparse IQ service which we use
for the analysis and conversion from time to frequency domain and further to a velocity.

For the sparse IQ service the incoming wavelet is sampled every ⇠ �.� mm, which makes
it ideal for measuring moving objects. Figure �.� illustrates how the sparse IQ service samples
the re�ected waves of a moving object.

As seen in �gure �.�, the three di�erent blue coloured waves are from di�erent time
points, where the darkest one is the most recent (present), and the faded ones are from the
past. For every point in time, a sample is taken at the sampling point(s).

The bottom plot lays out the sampled points over a time scale. In this simple example,
the object moves with a steady velocity. As such, over time, the samples will reconstruct the
incoming wavelet, which the orange line illustrates.

For the sparse IQ service, the incoming data consists of frames, where every frame has
a number of sweeps Ns which are sampled after each other. Every sweep consists of one or
several (sparse) sampling points in distance as con�gured. The time between sweeps Ts is

�
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Figure �.�: An illustration of how the sparse IQ service samples re-
�ected waves from a moving object. The incoming wavelet is sam-
pled every ⇠ �.� mm. (�)

varying in the con�guration in the setting of the sweep rate fs = 1/Ts (�). This sparse data
sampling is illustrated in �gure �.�. The sweep-/frame-dimension are referred to as the fast-
/slow-time dimension respectively.

Figure �.�: An illustration of the sparse data frames consisting of a
number of sweeps (�). The sweep-/frame-dimension are referred to
as the fast-/slow-time dimension respectively.

2.2.3 Mounting of the A121-sensor

In the lab environment of Acconeer and UK, the Acconeer radar A��� sensor is integrated
on the evaluation kit with a XC��� (the card on the raspberry-pi) and a XR��� (the card on
which the sensor is mounted). This integration is mounted on a holder which is called LH���
with two positions D� and D� for placing a focusing lens. At the sites of VA SYD, the sensor
is integrated on a XM��� and XB��� which is mounted on the holder LH��� instead. These

�
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evaluation kits are not further described in this report.

The two lenses used in this project are the HBL (hyperbolic lens) and the FZP (Fresnel
zone plate). Pictures of these two lenses are seen in �gure �.�� (number � is HBL, and FZP
number �). These two lenses focus the transmitted signal from the A��� sensor.

Figure �.��: The two focusing lenses used in this project, the HBL-
lens (number �) and the FZP-lens (number �) (�).

The di�erent lens mounting positions D� and D� on the LH��� holder are seen in �g-
ure �.��. These positions are the same on the LH��� holder (�). The focusing speci�cs of
these two lenses mounted on the LH��� and LH��� respectively, are described in �gure B.�
and �gure B.� in appendix B (�). The numbers are not measured in this project, but are done
by Acconeer in lab environment.

Figure �.��: Picture of the two lens-mounting positions D� and D�
on the LH��� holder. The position settings are identical on the
LH��� holder. The di�erent positions cause di�erent speci�cations
on the transmitted signal. (�).

The sensor signal dispersion angular dependence is shown in �gure �.��. The notation of
E-plane and H-plane angles is used. For this image the default dispersion is shown, i.e., no
lens focusing. That makes the E-/H-plane angle to be ��� and ��� respectively. This is for
the half power beam width which is the angle in which relative power is more than ��% of
the peak power, in the e�ective radiated �eld of the antenna.

�



�. T�����

Figure �.��: The sensor signal dispersion angular dependence in de-
fault mode, i.e., with no lens used. That makes the E-/H-plane angle
to be ��� and ��� respectively (�).

2.3 Fourier transforms and power spectral

density (PSD)

From the received signal one can analyze the phase shift and identify the power located at a
speci�c frequency by Fourier transforming the data. This method gives how much spectral
content that is located at a certain frequency and this frequency can later on be transformed
into a velocity.

The Fourier transform of a continuous function y(t) is de�ned as (�)

F (y(t))( f ) ⌘
Z 1

�1
e�2⇡ j f ty(t) dt. (�.�)

For a function y(t) only de�ned on t 2 [0, T ], the equation above is transformed into

Y ( f ) =
Z T

0
e�2⇡ j f ty(t) dt. (�.�)

For discrete values of N samples of the function at t = k T
N , k = 0, ...N � 1 the integral is

approximated to the sum of

Y ( f ) ⇡
N�1X

k=0
e�2⇡ j f kT /Ny(kT /N)(T /N). (�.�)

Specializing the relevant frequencies to f = m/T , m = 0, ...N � 1, we �nd that

Y (m/T ) ⇡ T
N

N�1X

k=0
e�2⇡ jmk/Ny(kT /N), yk = y(kT /N). (�.�)

This makes the discrete Fourier transform (DFT) of a sequence yk to be

Ym = DFT({yk})(m) ⌘
N�1X

k=0
e�2⇡ jmk/N yk, (�.�)

��
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up to the normalizing constant T
N . The data processing algorithm of this DFT operation is

called fast Fourier transform (FFT).

For constructing an estimation of the power spectral density (PSD) of the signal, the
periodogram is calculated by the squared absolute value of the DFT, i.e.,

1
N
���Ym
���2 =

1
N

�����
N�1X

k=0
e�2⇡ jmk/N yk

�����
2
. (�.�)

This makes for a spectral representation of the measured frequencies of a received signal
(�). An example �gure of the periodogram for two sinusoidal functions presented in �g-
ure �.��. The two functions have di�erent frequencies (��, ��) Hz and di�erent amplitudes.
Code for creating the plot is presented in appendix B, �gure B.�.

Figure �.��: An example �gure of the periodogram for two sinu-
soidal functions with di�erent frequencies (��, ��) Hz and di�erent
amplitudes. Code for creating the plot is found in appendix B.

2.4 Velocity estimation

The general radar system calculate a velocity through theDoppler frequency shift. In presence
of a target moving DR with a radial velocity vr (between the transmitting object and the
observer), due to the Doppler phenomenon, the echoed signal will be shifted in frequency.
In a monostatic radar system (transmitter and receiver is at the same location), the distance
travelled by the EM-wave is twice the distance between the target and sensor. Hence, the
Doppler shift travelling to and from the target becomes

fD = � f 2vr

c . (�.�)

The convention that the velocity vr is de�ned to be positive when the radial distance
increases is used (�). However, �nding theDoppler frequency for pulsed radar systems ismore
complex. According to (�), the typical pulse length (transmitting time) of a pulsed system
is usually some nanoseconds, resulting in that only a small fraction of a complete Doppler
frequency cycle is contained within a pulse. Thus, the frequency domain solution will contain
spectral leakage in the Doppler spectra and result in false velocity calculations. To solve
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this, one popular technique often used is to collect consecutive pulses and reconstructing the
Doppler frequency (�).

However, measuring a �uid surface velocity is not possible with the Acconeer �� GHz
radar since the the frequency is to way to high compared to the expected �ow velocities. The
solution for this project is instead to use an easier version of the pulsed Doppler using only
the phase di�erence between sweeps. We refer to this as the fast-time phase change.

A received signal has to be sampled with a frequency at least twice the frequency of the
sampled signal according to Nyquist criterion to avoid aliasing, i.e.,

f = fs
2 .

This makes for a theoretical maximum velocity that can be determined based on the
sweep rate,

vmax =
c · ( fs/2)

2 · f =
c · fs
4 · f ⇡ 0.00125 · fs [m/s] (�.�)

where f is the frequency of the radar wavelets and fs is the sweep rate. Note that this is the
maximum velocity to/from the sensor in the DR direction.

2.5 Surface velocity profiles

In this report only free surface �uid �ows are measured which are also referred to as open-
channel �ows. Additionally, the measurements are done in circular or rectangular pipes.

In a plot from (��), we see in �gure �.�� how the surface velocity �eld in the longitudinal
and transversal direction vary. Note that the velocity v increases from vmin = 0 at the pipe
walls to vmax in the middle.

Because of surface velocity components varying from [vmin, vmax] it is expected that all
these components are represented in the spectrum when conducting the measurements and
forming the periodogram.

We note that the plot in �gure �.�� is for a rectangular channel. The surface velocity
pro�le for a circular pipe is however somewhat similar. More in-depth research regarding
�uid pro�les for circular/rectangular pipes are left as future topic research in section �.�.

Research conducted by (��) show that the position of the maximum �ow velocity is found
just below the �uid surface and varies with the �uid depth. Figure �.�� also shows that the
maximum velocity gradually increases with the �ow depth. It is seen in the �gure how the
�uid velocity varies in the depth of the open channel�ow for a circular pipe. Themax velocity
is found just below the surface.

More and deeper theory in the regards of di�erent �uid mechanics is disregarded hence-
forth in this report.
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Figure �.��: A plot from (��) of how the surface velocity �eld in the
longitudinal and transversal direction vary. Note that the velocity v
increases from v = 0 at the pipe walls to vmax in the middle.

Figure �.��: From (��) it is seen that the depth-wise �uid pro�le for
a circular open channel �ow. The max velocity is found just below
the surface. Themaximum velocity gradually increases with the �ow
depth.
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Chapter �

Methodology

3.1 Sensor Setup

In this project, the �uid surface velocity is measured with a set up demonstrated in �gure �.�.

Figure �.�: The �gure represents the desired setup of the sensor
above a open channel �ow �uid surface, measuring the ’backward’
�ow.
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The sensor is placed above the �uid surface with an angle chosen to be ��� since it is
a trade-o� between receiving re�ections and measuring the horizontal velocity component.
We de�ne the direction of �uid �ow as ’backward’ when measuring against the �ow as in
�gure �.� and ’forward’ when the �ow is in the opposite direction (�uid moving away from
the sensor).

Knowledge about the distance dv vertically down from sensor to �uid surface makes it
possible to calculate the angle of incident for di�erent distance points by

' = arcsin(dv

dx
). (�.�)

Assuming that the �uid level is stationary compared to the frame rate we can neglect the
vertical velocities of the surface since they cancel out each other. Hence the resulting velocity
measured will be the radial component of the horizontal �uid velocity resulting in a velocity
as,

Vf luid = Vmeasured
1

cos(') . (�.�)

The di�erent con�guration parameters of the sparse IQ-service are dependant on which
�ow you are about to measure. The motivation of the parameters is as follows. Pulse length
pro�le is selected so that the SNR ismaximisedwithout including direct leakage in the sweep.
The number of sweeps within a frame determines the frequency resolution (which is later
converted to a velocity) and is therefore selected to be large (in our case maximum of ���).
The sweep rate is set according to equation �.� so that the maximum measurable velocity
is not exceeded and �nally, in order to reduce noise, the HWAAS is set to be fairly high to
average over more pulses for each data point.

3.2 Data collection

Data are obtained and analyzed from three di�erent settings; in Acconeer lab environment,
in a lab environment at a UK-site (similar to our lab setup), and at three sites of VA SYD.
For simplicity and structure, results will be presented in this segmentation.

3.2.1 Acconeer lab environment

The initial process of this project was to obtain �uid �ow data to identify relevant charac-
teristics and to initiate the analysis of the data. In our lab environment we established a �ow
device consisting of a PVC-tube through which a water could �ow via a garden hose. The
whole �ow-device could be tilted with some styrofoam discs to achieve di�erent �ow veloc-
ities and �uid levels in the pipe. In �gure �.�, the setup in the lab environment is shown. In
the middle of the PVC-tube a window was cut at which we measure the signal with the A���
radar which is connected with some evaluation kit on a Raspberry Pi. The data is transferred
via Wi-�.
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Figure �.�: The �gure shows two images of the setup in our lab envi-
ronment with water �owing. The sensor is angled at approximately
��� and is connected with some evaluation kit to a Raspberry Pi,
described in section �.�.�.

Additional measurements were performed having the sensor further away from the water
surface as represented in the �gure �.�. To the left in the image some pink styrofoam discs are
seen, on which the sensor is mounted upon. Doing this enables the use of a di�erent pro�le.

Figure �.�: The �gure shows the sensor further up above the water
surface compared to the setup in �gure �.�. An increased distance
from sensor to water surface enables the use of a di�erent pro�le
setting.

Di�erent surface �ow velocities were measured in this laboratory setup to analyze the
data and the signal response. The exact surface velocity the �ows are not determined due to
the lack of reliable methods. However, the method of estimating the true velocity is to �lm
the event of dropping a small �oating device in the ’window’ of the PVC-tube and measur-
ing the time and distance travelled from the window to a small peep-hole ⇠�.�m along the
tube. This is done by a mobile phone camera and an Apple watch as in �gure B.� in appendix.
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The measurement of forward and backward �ow was also conducted, having the same
water �ow through the pipe, but turning the sensor around.

3.2.2 UK lab environment

From a company based in the UK we receive �ow data from their lab environment similar
to our own. With exact water dimension measurements and water volume, the average water
speed can be determined. The setup is shown in �gure �.�. As in our lab environment, the
sensor is mounted on some evaluation kit connected to a Raspberry Pi.

Figure �.�: The �gure shows the setup of the lab environment at the
UK site used to collect �ow data with reference velocity data.

For the initial measurements from their setup a rectangular open channel pipe was used.
If required a circular pipe could be inserted into the channel for circular open channel �ows.
The setup for the rectangular open channel pipe is shown in �gure �.�.

Figure �.�: Water �ow in the rectangular open channel on UK lab
site.

The sensor casing was angled at ⇠��� towards the water surface, the same as in Acconeer
lab environment. The reference �ow rate was measured with a magnetic �ow meter in the
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return pipe beneath the �ow rig. Note that it is therefore a velocity for the entire �uid �ow,
not just the surface velocity.

3.2.3 VA SYD site

The further data collection was done on three di�erent sites of VA SYD, with reference data
of the velocity available. The sensors were installed in casings which were submerged in the
sub-ground level sewage pipes. With a⇠��� angle above the�uid level themeasurements were
done. A picture of the installation at one of the sites is shown in �gure �.�. The installations
are similar in all of the three pipes.

Figure �.�: A picture of the installation of the sensor �uid �owmea-
surement device at the ���mmpipe TUAS_800 site of VA SYD. The
installations are similar in all of the three pipes.

Themeasurements were conducted at three di�erent sites which are named GYGK_K1500,
TULK_750 and TUAS_800, where the number speci�es the diameter of the pipe in mm.

For the GYGK_K1500-pipe the �ow velocity was relatively low with almost no surface rip-
ples. This makes the return signal low relative to the noise. Both TULK_750 and TUAS_800
had higher velocities and more surface ripples, which generate stronger return signals. For
TUAS_800 there was some water pumping in the system causing non-stationary water �ows,
with varying velocities and varying water levels. This has implications for the interpretation
of results, see section �.

The reference data from the sites of VA SYDwere obtained from the technology of Nivus
GmbH. They provide a �ow measure device installed at the bottom of the pipe. The water is
segmented into ’gates’ and in every segment, the velocity is measured by the Doppler e�ect
of particles in the water. Used as reference in this project is the velocity in the ’last gate’, i.e.,
the water layer closest to the surface.
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3.3 Signal processing

Converting the signal to a velocity is done in steps as described in �gure �.�. The data is
sampled and stored as complex numbers in the sweep-frame packaging of �gure �.�. Then
for a frame, all the sweeps for a speci�c distance is carried as input to the PSD. For this
distance the FFT is done in fast-time dimension and the periodogram is calculated as per
section �.� taking the squared absolute value of the Fourier transform. The PSD estimation
is then done by averaging these periodograms in slow-time, i.e., in the frame-dimension.

Figure �.�: Schematic overview of the signal processing for the sur-
face velocity measurement algorithm.

Finally, the frequencies are converted to velocities by

xvel = x f req · �e f f ·C' (�.�)

where x f req is the frequency x-axis of the PSD and

�e f f =
c [m/s]

2 · 60 · 109 [s�1] (�.�)

representing the e�ective wavelength (half the wavelength) and �nally

C' =
1

cos(') (�.�)
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is the compensation for the angle of incident for the re�ected wave. Converting the PSD to a
mean velocity is a bit tricky since the spectrum will contain low-frequency components that
is considered ’fake’ since they correspond to slow phase-shifts or static re�ections. Possibly
these are due to small movements vertically or leakage in sensor which are cancelled out
yielding a more understandable spectrum (to be shown in �gure �.�). Since the x-axis of the
spectrum is symmetric the negative and positive side can be cancelled out component-wise
by removing the lowest value (out of the positive and corresponding negative) from both of
them. Finally the zero-component is set to zero since this would correspond to re�ections of
static objects. From this modi�ed spectrum the surface mean velocity is calculated through
mean averaging, as described in section �.�.� and in equation �.�.

This algorithm is done for multiple distance points of the signal. Since the vertical dis-
tance from the sensor to the �uid surface dv is known, the angle of incident for the distance
d in the trajectory of the sensor is known and we can use multiple distance in the velocity
estimation.

3.3.1 Mean surface velocity

After forming the periodogram with the signal processing methods of section �.� we wish
to �nd the mean surface velocity of the �ow. Based on section �.�, �gure �.�� and the peri-
odogram plot of �gure �.�� we form the mean by taking the weighted mean of the amplitude
of the signal multiplied with the corresponding x-value velocity, i.e.,

vmean =
1

PN
i=0 yi

NX

i=0
yixi (�.�)
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Results and discussion

The measurements of this project are done in three di�erent settings as described earlier. For
clarity and transparency the results will be presented in the same sectioning as before, i.e.,
the Acconeer lab, UK lab, and site of VA SYD.

First some results are presented for the step-wise signal processing part of this project.
The data is from a measurement in the Acconeer lab. The left hand side plot in �gure �.�
show the �rst �� sweeps for some frame in complex value form. To the right is the FFT of
the same data, with a clear peak at the zero Hz frequency.

Figure �.�: The left plot shows the �rst �� sweeps for some frame,
represented in complex value form. The right plot shows the FFT of
the same data, with a clear peak at the � Hz frequency.

Figure �.� is an example of processing for a measurement. The dotted line shows the
PSD estimation of the data, i.e., the squared absolute value of the FFT (the periodogram)
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averaged over all the frames. The blue line in the plot shows the same procedure, but after
the PSD estimation, the negative velocity components have been removed from both the
negative and the positive x-axis. This signal processing step does not a�ect the conversion
into a mean velocity but makes it easier to visualize the power spectrum mean of �.��� m/s.
This is because of the symmetry of the noise frequencies around the x-axis.

Figure �.�: The dotted line shows the data after the squared abso-
lute value of the FFT, averaged over all the frames. For the blue line
the negative velocity components have been removed from both the
negative and the positive x-axis. The mean velocity is calculated to
be �.��� m/s.

4.1 Acconeer lab environment

Figure �.� illustrates how a spectrum looks for a measurement done in the Acconeer lab with
the three distances closest to the ��� angle of incident, i.e., ���, ��� and ���. Note the mean
values for the respective distance and the reference value measured according to section �.�.�.
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Figure �.�: The plot illustrates how a spectrum looks for the three
distances closest to the ��� angle of incident, i.e., ���, ��� and ���,
with a vertical line for the mean value computations and the refer-
ence mean surface velocity.

The spectra in �gure �.� show that each PSD cohere for each distance around the ���
angle distance, which is in accordance with what one could assume. Hence, it is independent
of selected distance point and is rather a trade-o� between the re�ected signal strength and
how much of the horizontal component that is measured. The latter is preferable since it’s
reduces the noise and is multiplied with a smaller constant compensating the angle of inci-
dence. It is also clear that the basic assumption that the conversion from received signal to
velocity spectrum results is correct. The spectra for each distance is centred around some
mean value of the surface velocity.

Figure �.� show four di�erent spectra, the ��� angle from four di�erent measurements
with di�erent surface velocities. The increasing velocities are obtained by increased inclina-
tion of the pipe, and it is clear that the spectra is shifted towards higher velocities. Potential
variations in PSD could be due to a wrongly measured distance (or �uctuating water surface)
down to the surface hence compensating for an angle that is incorrect.
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Figure �.�: Plot of the measurement for the ��� angle for four di�er-
ent water �ow velocities. The dashed lines are the calculated mean
surface velocity of the respective measurement.

Furthermore the subplots presented in �gure �.� are the same tilted measurements as
in �gure �.�, but with the three distance points closest to the ��� angle. An approximate
measurement of the reference surface velocity is done and represented in the plot.

��



�.� A������� ��� �����������

(a) Tilted �, reference mean surface velocity of
�.� m/s.

(b) Tilted �, reference mean surface velocity of
�.� m/s.

(c) Tilted �, reference mean surface velocity of
�.�� m/s.

(d) Tilted �, reference mean surface velocity of
� m/s.

Figure �.�: The plots show four di�erent measurements (higher wa-
ter �ows due to increased inclination of the pipe). In each plot, the
three distance points closest to the ��� angle distance, for each of the
tilted pipes from �gure �.�. The reference mean surface velocity is
measured to be ⇠ �.�, �.�, �.��, and �m/s for the respective subplot.

We again see the increased velocities, but also the calculated mean average and the mea-
sured reference velocity as vertical lines. This reference should however not be considered
the most reliable method, but still a good performance reference. During the measurement,
the �oating object was dropped in the middle of the �ow, hence travelling with some of the
higher velocity components rather than the slow ones. Note that the reference velocity de-
viates in the same direction for all measurements, i.e., the reference is slightly higher than
the calculated mean average velocity. This data is also represented in the table �.� with the
relative error to the estimated velocity made manually.
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Table �.�: A table over the estimated and obtained velocities in [m/s]
together with a percentage of error in parenthesis for the data in
�gure �.�.

Ref velocity d� d� d�
Tilted � �.� �.�� (-��%) �.�� (-��%) �.�� (-��%)
Tilted � �.� �.�� (-�%) �.�� (-��%) �.� (-��%)
Tilted � �.�� �.�� (-��%) �.�� (-��%) �.�� (-��%)
Tilted � �.� �.�� (-��%) �.�� (-��%) �.�� (-��%)

Figure �.� shows the measurement done for the same �ow and settings, only having
turned the sensor around, i.e., measuring the forward and backward �ow. By Acconeer con-
vention the forward �ow is ’positive’. Figure �.�a is the original result and in �gure �.�b the
backward �ow is mirrored in the y-axis centred around zero.

(a) Original data (b) Mirroring the backward �ow

Figure �.�: The signal for the distance closest to the ��� angle for
measurement forward and backward to the �ow. The spectra are
similar. The reference mean water surface velocity is measured to be
⇠ �.� m/s as shown in the vertical line.

The two measurements show similar spectra which are both centred around approxi-
mately the same mean velocity and has the same amplitude. The reference mean water sur-
face velocity is measured to be ⇠ �.� m/s. From this, we see that the �owing direction is
easy to determine. When mirroring these spectra in the x-axis as in �gure �.�b the PSD’s are
overlapping with approximately the same mean surface velocity. Assuming that the �ow was
constant and distributed in the same way within the pipe during the two measurements this
is a satisfactory result. These results gives proof-of-concept in the area of measuring di�erent
�ow directions. This is important for future further development. All of the results regarding
correlation between �ow velocity and �owing direction is important, and give the necessary
basis for further implementation of the surface velocity algorithm for the A��� sensor.
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4.2 UK lab environment

From the lab in UK, data from two di�erent pipes were collected at two di�erent occasions.
Figures �.� - �.�� are plots from �� di�erent �ows from a rectangular pipe and the �gures
�.�� - �.�� from a circular pipe. All the measurements are done for the ⇠ ��� angle distance.
In appendix, �gures B.� and B.�, the given data and pipe dimensions can be found together
with the mean �ow. The reader is reminded that the mean �ow for the UK data is for the
entire water �ow, not just the surface. The plots are the mean over all ���� frames and come
in the order of increasing UK reference water velocity.

Figure �.�: Data from the UK lab for rectangular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

Figure �.�: Data from the UK lab for rectangular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).
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Figure �.�: Data from the UK lab for rectangular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

Figure �.��: Data from the UK lab for rectangular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

Figure �.��: Data from the UK lab for rectangular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

��



�.� UK ��� �����������

Figure �.��: Data from the UK lab for circular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

Figure �.��: Data from the UK lab for circular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

Figure �.��: Data from the UK lab for circular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).
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Figure �.��: Data from the UK lab for circular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

Figure �.��: Data from the UK lab for circular pipe. Vertical line
for the calculated mean value (from the data) and the UK reference
(mean velocity for the entire water �ow).

For the rectangular pipe measurements of �gure �.� - �.��, the radar generally predicts a
higher mean surface velocity than the calculated average mean velocity. The spectra of these
plots contain only one peak which is in accordance with the plots of �gure �.�a - �.�d in
section �.�. For the circular pipe measurements of �gure �.�� - �.��, the predictions of the
mean surface velocity is signi�cantly lower than the UK reference velocity and now multiple
peaks are seen in the spectra. The results from the UK lab can be visualised in table �.� and
table �.� respectively. The tables shows the mean velocity in [m/s] together with the error in
comparison to the reference mean velocity.
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Table �.�: The table displays the mean reference velocity for all mea-
surements from the rectangular pipe together with the calculated
mean velocity from the sensor. All values are in [m/s] and in ad-
dition to the velocity the error to the reference is calculated in the
parenthesis.

Name Reference mean All frames
Vela� �.��� �.��� (+��%)
Vela� �.��� �.��� (+��%)
Vela� �.��� �.��� (+��%)
Vela� �.��� �.��� (-�%)
Vela� �.��� �.��� (+�%)
Vela� �.��� �.��� (+�%)
Vela� �.��� �.��� (+��%)
Vela� �.��� �.��� (+��%)
Vela�� �.��� �.��� (+��%)
Vela�� �.��� �.��� (-��%)

Table �.�: The table displays the mean reference velocity for all mea-
surements from the circular pipe together with the calculated mean
velocity from the sensor. All values are in [m/s] and in addition to
the velocity the error to the reference is calculated in the parenthe-
sis.

Name Reference mean All frames
Velb� �.��� �.�� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb� �.��� �.��� (-��%)
Velb�� �.��� �.��� (-��%)

Hence the rectangular pipe have a mean percentage error of +��% and the circular pipe
have a mean error of -��% using all frames from the measurement.

Since the data presented in table �.� and �.� is the mean of all ���� frames it is interesting
to investigate any possible variation within these frames. Figures �.�� - �.�� show the varia-
tions for the slowest and fastest UK lab measurements for both the rectangular- and circular
pipe. Each plot for � di�erent ’frame windows’ of ��� consecutive frames together with their
mean velocity. Additionally, the mean velocity over frames (over time) is represented below
the power spectra. Here, two dashed lines in green represents the ��% error to the reference
to facilitate interpretation of the velocity results.
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Figure �.��: The frame variation of UK Vela � data (rectangular
pipe). Both the power spectra and the mean velocity over frames.

Figure �.��: The frame variation of UK Vela �� data (rectangular
pipe). Both the power spectra and the mean velocity over frames.

The mean velocity of Vela_� is alternating around the reference mean within the ��% er-
ror except for the for the last ��� frames. During this time the amplitude of the spectrum
suddenly decreases causing the mean to go to zero which also can be seen in �gure �.��. Ac-
cording to �gure �.��, the �ow velocity appears to be stationary with overlapping PSD’s. The
variations between the frame windows is small and the velocity is lower than the reference
throughout the measurement.
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Figure �.��: The frame variation of UK Velb � data (circular pipe).
Both the power spectra and the mean velocity over frames.

Figure �.��: The frame variation of UK Velb � data (circular pipe).
Both the power spectra and the mean velocity over frames.

Figure �.�� show that the mean surface velocity is constantly lower than the reference
mean and there is basically one frame window that di�ers signi�cantly from the others
(frames ���-���) with a PSD peak at⇠�.�m/s. Similarly, �gure �.�� show similar PSDwith a
mean velocity signi�cantly lower than the reference mean. The PSD and hence the mean sur-
face velocity may vary over time. There is a possibility that the water pump �ow rate (which
is set to a constant rate on the UK-pipe) vary over time or that the water level is not station-
ary which results in this time variation over di�erent frames. For the rectangular pipe the
mean surface velocity of the radar sensor increases as the reference increases. For the circular
pipe it occurs multiple peaks. This is an odd phenomenon but since these measurements are
done o�-site it is hard to identify any speci�c sources of error. They may however arise due
to some �uid dynamical ’fringe-formation’. We have higher velocities for the circular pipe
than for the rectangular, seen in �gures �.� - �.��, which may cause a much more turbulent
�ow and hence irregularities in the surface ripples.
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4.3 VA SYD site

The results of this segment are partitioned into the di�erent sites where we have measured,
namely GYGK_K1500 (���� mm), TULK_750 (��� mm), and TUAS_800 (��� mm). Data was
collected on site at three di�erent dates and is therefore named as measurement �-�. For
all results in this part there is an associated timestamp to all plots and the data is collected
over one whole minute (corresponding to approximately ��� frames in this setting) before
the timestamp. For example, ��:�� means that data is collected from ��:��:��-��:��:��. The
reference velocity data of Nivus is for the last gate of the water layers, i.e., closest to the
surface.

4.3.1 1500 mm

For the ����mmpipe, measurements were only conducted at one occasion. Figure �.�� shows
the power spectrum for three di�erent timestamps and distances. In �gure �.��, the Nivus
reference data is plotted for the same period and timestamps.
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Figure �.��: The power spectrum for the measurement on the
���� mm pipe for three di�erent timestamps. The di�erent
coloured spectra are for di�erent distances. Vertical lines for mean
value surface velocity and Nivus reference. The signal is noisy and
has low amplitude, but for the second and third timestamp, there is
a more prominent peak.

Figure �.��: The Nivus last gate reference data for velocity (m/s)
and water level. Vertical lines for the timestamps for data measuring
plotted in �gure �.��. Note the increase in velocity at around ��:��.
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As can be seen in �gure �.�� the re�ected signal amplitude was low and the signal became
noisy. This was caused by a smooth water �ow with almost no ripples on the water surface.
There is however somemore protruding peaks for timestamps ��:�� and ��:�� around �.��m/s
which indicates that there is actually some surface velocity that is detected by the sensor. For
further investigations it would be interesting to tilt the sensor down even further to receive
stronger re�ections. Looking at the velocities of �gure �.�� there is a sudden jump from
⇠�.�� m/s to ⇠�.�� m/s from ��:�� to ��:�� while constant water level. This was due to a
manual cleaning of the sensor. The conclusion is that the Nivus reference system is in need
of cleaning before measurement which was not done in all of the second measurements.

4.3.2 750 mm

Figure �.�� and �.�� shows the power spectrum for the �rst and second measurement on
the ��� mm pipe for three di�erent timestamps. The plots show spectra for three distances
closest to the ��� angle distance with corresponding mean surface velocities as well as Nivus
reference. Figure �.�� and �.�� shows the Nivus reference data for water velocity and water
level in the ’last gate’ for the three timestamps in �gure �.�� and �.��, respectively.
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Figure �.��: The power spectra for the �rst measurement on the
��� mm pipe for three di�erent timestamps with corresponding
mean value surface velocities as well as Nivus reference. The dif-
ferent coloured lines are for di�erent distances, i.e., the ones closest
to the ��� angle distance.

Figure �.��: The Nivus reference data for water velocity and water
level for the last gate of the water layers. The water level is somewhat
constant, while the last gate velocity has a spike for timestamp �.
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Figure �.��: The power spectrum for the second measurement on
the ���mm pipe for three di�erent timestamps with corresponding
mean value surface velocities as well as Nivus reference. The di�er-
ent coloured lines are for di�erent distances, i.e., the ones closest to
the ��� angle distance.

Figure �.��: The Nivus reference data for the second measurement
for water velocity and water level for the last gate of the water layers.

The PSD are distinct for both the �rst and second measurements, i.e., �gure �.�� and �g-
ure �.��. During the �rst measurement it occurred a single peak at ��:�� where the velocity
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spiked from �.���m/s to �.���m/s and then down to approximately the same velocity again.
Analysing the PSD from our sensor in �gure �.��, indicates that this peak is some kind of
measurement error for the reference data.

To get a better understanding of how the calculated mean velocity changes over time,
�gures �.�� and �.�� show the mean estimation and the Nivus reference last gate velocity
over time for the three best distances for the respective measurements 1 and 2.

Figure �.��: TheNivus reference last gate velocity and the calculated
mean surface velocity over time for three di�erent distances (closest
to the ��� angle) during the �rst measurement. Nivus reference is
consistently somewhat higher.

Figure �.��: TheNivus reference last gate velocity and the calculated
mean surface velocity over time for three di�erent distances (closest
to the ��� angle) during the second measurement.

The sensor spectrum averaged mean results in a constantly lower surface velocity than
the reference data for the �rst measurement (�gure �.��) whereas for the second measure-
ment the Nivus reference is much more in accordance with the calculated averaged mean
(�gure �.��). Having a higher reference value is also seen for the Acconeer and UK lab plots,
which are all for circular pipes. Looking back at �gure �.�� we see this phenomenon again,
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the reference is slightly higher. However, for the secondmeasurement of the ���mmpipe the
Nivus sensor was not cleaned, which may have caused a lower value of the velocity. The fact
that we get a lower velocity is interesting and for the VA SYD measurements it is somewhat
reasonable. The Nivus reference does not measure the surface but the last gate velocity, which
should be slightly higher, in accordance to �gure �.��. However, for the Acconeer and UK
lab environment it is fascinating and may be caused by some �uid dynamics of circular pipes.
This e�ect could a�ect and potentially accentuate the o�-set of VA SYD measurements.

4.3.3 800 mm

Figure �.�� shows the power spectrum for the�rstmeasurement on the ���mmpipe for three
di�erent timestamps for three distances. The corresponding mean value surface velocity as
well as Nivus reference is showed as dashed lines. Figure �.�� shows the Nivus reference data
for water velocity and water level in the ’last gate’, for the three timestamps in �gure �.��.
Note that during �rst measurement the sensor measured forward �ow.

Figure �.��: The power spectrum for the �rst measurement on the
��� mm pipe for three di�erent timestamps. Also for three dis-
tances i.e., the ones closest to the ��� angle distance with vertical
lines for mean value surface velocity and Nivus reference. Note that
Nivus is much higher and outside our spectrum.
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Figure �.��: The Nivus reference data for the �rst measurement of
the ���mmpipe forwater velocity andwater level for the last gate of
the water layers with dashed vertical lines for the three timestamps
represented in �gure �.��.

Figure �.�� and �gure �.�� show the power spectrum for the second measurement on the
���mm pipe for di�erent timestamps with vertical lines for the mean value surface velocity
as well as Nivus reference. Figure �.�� shows the Nivus reference data for water velocity
and water level in the ’last gate’ for the the timestamps of �gures �.�� and �.��. The second
measurement was conducted measuring backward �ow as seen in the plots.
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Figure �.��: The power spectrum for the �rst second measurement
on the ��� mm pipe for three di�erent timestamps. The di�erent
coloured lines are for di�erent distances, i.e., the ones closest to the
��� angle distance.

Figure �.��: TheNivus reference data for the secondmeasurement of
the ���mmpipe forwater velocity andwater level for the last gate of
the water layers. The dashed vertical lines represent the timestamps
represented in �gures �.�� - �.��.
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Figure �.��: Power spectrum for the second measurement on the
���mmpipe for three di�erent timestamps. The di�erent coloured
lines are for di�erent distances, i.e., the ones closest to the ��� angle
distance. The vertical lines represent the mean value surface velocity
and Nivus reference.

Due to the non-stationary �ow of the TUAS_800, the sensor cleaned itself, hence missing
the cleaning during the second measurement had less impact on the reference data. Dur-
ing measurement �, i.e., �gure �.��, we get a relatively strong return signal and nice spectra.
However, the Nivus reference is way o�. During measurement �, �gure �.�� and �gure �.��,
only ��:�� has an ’acceptable’ PSD peak that includes the reference velocity and ��:�� having
a reasonable peak but outside the mean velocity. The other selected timestamps during this
measurement results in a mean velocity close to zero since there is no signal strength with
frequency content. For the timestamps during measurement � the signal strength was better
than the �rst two times. With the timestamps in mind there seem to be some correlation
between the water level and the received frequency content, sometimes there is no signal and
suddenly there is a ’good’ signal.

Measurements were made for a third time from this pipe as well, measuring backward
�ow. For �gure �.�� data were collected as before but for �gure �.�� the sensor was replaced
with another sensor. Figure �.�� represents the reference data with vertical lines for the Nivus
reference data.
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Figure �.��: First third measurement (the old sensor) for three dif-
ferent timestamps. The signal strength is not that high. The di�er-
ent coloured spectra are for di�erent distances, i.e., the ones closest
to the ��� angle distance. Vertical lines represent mean value sur-
face velocity andNivus reference. Note that Nivus reference is much
higher than calculated mean and outside spectrum.

Figure �.��: TheNivus reference data for last gate velocity andwater
level for the timestamps of �gures �.�� and �.��.
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Figure �.��: Second third measurement, i.e., with a new sensor, for
three di�erent timestamps. Again, the coloured spectra are for dif-
ferent distances, i.e., the ones closest to the ��� angle distance. Ver-
tical lines represent mean value surface velocity andNivus reference.
The signal strength seems somewhat higher than in �gure �.��.

To get a better understanding of how the mean velocity changed over time, �gures �.�� -
�.�� show the calculated mean surface velocity and the Nivus last gate reference over time for
the three best distances, i.e., closes to the ��� distance. For these plots the signal strength is
also represented in di�erent opacities (the signal strength refers to the the mean amplitude
of the spectrum). As reference the PSD spectrum at ��:�� in �gure �.�� is set to be relatively
good and therefore have a signal strength of ��% yielding that an amplitude mean of more
than ��k counts as full signal strength. Note that the signal strength seem to weaken in the
dips of the Nivus reference velocity. Looking at e.g. �gure �.�� we see that the last gate
velocity periodically varies in sync with the water level.
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Figure �.��: The calculated mean surface velocity and the Nivus last
gate velocity over time for the �rst measurement. Plot is for three
distances closest to the ��� angle distance. In this plot, opacity is
taken as an argument to represent the signal strength of the return
signal.

Figure �.��: The calculated mean surface velocity and the Nivus last
gate velocity over time for the second measurement. Plot is for three
distances closest to the ��� angle distance. In this plot, opacity is
taken as an argument to represent the signal strength of the return
signal. The signal strength seem to weaken in the dips of the ve-
locity (which coheres with a lower water level, seen for example in
�gure �.��).
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Figure �.��: The calculated mean surface velocity and the Nivus last
gate velocity over time for the third measurement. Plot is for three
distances closest to the ��� angle distance. In this plot, opacity is
taken as an argument to represent the signal strength of the return
signal. The signal strength seem to weaken in the dips of the ve-
locity (which coheres with a lower water level, seen for example in
�gure �.��).

The change in return signal in relation to the non-stationary water levels are investigated
in �gures �.�� - �.��. The signal strength is best at the beginning of and during the peaks
and decreasing during the ’slowdown’ which eventually becomes noisy in the dips. Note that
measurement � in �gure �.�� has a stronger return signal than then other measurements. This
measurement was done with the forward �ow. Looking at �gure �.�� after ��:�� we have a
stronger return signal than before. These measurements were done with a new sensor which
was installed. There is a possibility that the sensor angle was di�erent at these times and
possibly resulting in more signal received by the sensor compared to the other ���mmmea-
surements. For a di�erent angle, the spectra should also be compensated with a di�erent
factor, possibly generating measurements more in accordance with Nivus reference, espe-
cially for the measurement � in �gure �.��. However, since the exact operation of the Nivus
reference gauge is unknown, it is of course possible that Nivus measure way too high values.
Another source of error could be the �uid dynamics of non-stationary water �ows. Since
measurement � has the best return signal and i.e., PSD it is also the possibility of some faulty
sensor behaviour.
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Chapter �

Conclusions

This project set out to measure the surface velocity of a �uid using the Acconeer A��� pulsed
coherent sensor with fast-time phase change of the pulsed wave. The complex valued data of
the returned signal data is converted to the frequency domain. The results of the measure-
ments are presented and discussed in section � above.

5.1 Summary

In this project, we implement an algorithm for converting the returned signal of the Ac-
coneer A��� pulsed coherent radar sensor from a �uid surface into a mean velocity. The
main goal is to determine proof-of-concept for measuring �uid �ow surface velocities. As
the result shows, a forward �ow can easily be distinguished from a backward �ow. This re-
sult is of great importance in the aspect of developing better infrastructure and supervision
of e.g. sewage systems. If the vertical distance from sensor to surface is known, the result is
independent of selected distance point and the PSD’s are overlapping. Furthermore, there
is a clear di�erence between �ow velocities, as higher velocities shifts the velocity spectra
towards higher velocities.

There seem to be a di�erence (estimated vs reference mean) between the circular and
rectangular pipe, where the reference is higher for almost all measurements for the circular
pipes and that the reference is lower for the rectangular pipe. This is interesting and a po-
tential future topic research, in combination with deeper knowledge of �uid dynamics and
application-speci�c implementation.

In order to detect surface velocities, the surface needs to have ripple-/wave formations
in order to receive re�ected signals. E.g. for the ���� mm pipe, the return signal is weak in
comparison to the noise. There is however some protruding peak which cohere with Nivus
reference. For a pipe like this, speci�c algorithm and signal processing may be suitable.
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5.2 Topical future research

Since the relation between the surface velocity and the mean velocity is both dependant on
the pipe’s shape and �uid level it would be interesting to combine the measured spectrum
data with �uid dynamics of certain pipes. With deeper knowledge about �uid dynamics,
one could �nd precise methods to convert the surface velocity measurement to �uid mean
velocity.

For further investigations in this subject it would be interesting to see how the sensor
angle a�ects the measurements. The angle-parameter is the trade-o� between signal strength
and measuring the horizontal component and maybe a steeper angle than ���, especially for
smooth �ows like our ���� mm pipe, would be bene�cial.

Furthermore, assuming that the distance to the surface is correct and that there is more
accurate data available there might be an optimal combination of di�erent distances when
converting to the mean surface velocity. For instance, having three distances, with angles
[47� 45� 42�] and corresponding mean velocities [0.43 0.55 0.47] m/s weighting them to-
gether as,

Vmean =
⇣
0.25 0.5 0.25

⌘
0
BBBBBBBB@

0.43
0.55
0.47

1
CCCCCCCCA = 0.5 m/s (�.�)

to gain more stability instead of just using one single distance. The variation between dis-
tances in the measurements might occur due to non exact measurements of sensor to water
distance. Using a second non-interfering sensor with distance detection, one could obtain
accurate sensor-to-water distance which would be bene�cial.

For non-stationary �ows it might be of interest to detect fast changes in velocity whereas
in a more stationary large pipe it is more of interest to get an accurate mean velocity. For
this purpose, speci�cally for the non-stationary case with fast changes is would be of inter-
est to investigate how many frames is needed to calculate an accurate mean velocity or the
possibility of a moving average over the frames. This part of slow-time (frame) averaging
yields problems for rapid changes in surface velocity. For the ��� mm pipe this is especially
noticeable, which is described in chapter �. It would be of interest to examine how the mea-
surements are a�ected by non-stationary �ows like this, both velocity-/water height wise.
For future adaptation there is room for tailoring the algorithms and the mean velocity con-
version depending on signal strength, �uid dynamics and pipe dimensions, for instance some
noise reduction technique for the ���� mm pipe.

For further validation of the measurements it would be interesting to investigate some
statistics of how the algorithm performs. With the method of e.g. Bootstrapping one could
use random sampling from the statistical distribution in order to increase the sample space,
i.e. reducing variance and introduce good con�dence intervals of the data. This way one
could increase the statistically signi�cance of the proof-of-concept for the measurements.
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Appendix A

Electromagnetic Waves

A.1 Basics

Electromagnetic waves are composed of oscillating magnetic- (B) and electric �elds (E)
which are orthogonal to the propagating direction (often called k-vector) and is visualized in
�gure A.� (��).

x

y

z k

E

B

Figure A.�: The �gure shows the EM wave where the magnetic �eld
and electric�eld is orthogonal to both each other and to the k-vector
respectively.

The most common wave equation is

f (z, t) = A cos⇥k(z � vt) + �⇤ (A.�)
where t represents time, z the distance in the propagating direction, A the amplitude of the
wave. The argument of the cosine is called the phase and � represents the phase shift (��).

The parameter k in equation A.� is the wave number and can be expressed with the wave
length � as,

k = 2⇡
�
. (A.�)
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Figure A.�: The �gure is an illustration of the simple cosine wave.

For a given point, letting the wave complete a full cycle is de�ned as a period,

T = 2⇡
kv =

�

v (A.�)

with a corresponding frequency

f = 1
T =

v
�

(A.�)

which represents the number of oscillations per unit time (��).

Using the complex notation of a + b j (for j =
p
�1 beeing the imaginary number) and

Eulers formula, ej✓ = cos✓ + jsin✓, where ✓ denotes the argument, one can reformulate the
wave from equation A.� as

f (z, t) = Re⇥Aej(kz�kvt)+�)⇤ (A.�)

where Re denotes the real part of the complex wave.

A.2 Reflections and intensity

As mentioned before the EM-waves with a real frequency f can be written,

E(r, t) = E0ej(kr� f t),

B(r, t) = B0ej(kr� f t) (A.�)

with amplitudes E0 and B0. Using the Maxwell equation,

r ⇥ E = �@B
@t (A.�)

and knowledge about that the wave is transverse (meaning that E0 · k = B0 · k = 0) leads to
the following relation between E0 and B0:

B0 =
k̂ ⇥ E0

v (A.�)
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where k̂ denotes the unit vector pointing in the k (wave propagation) direction (��).

Figure A.�: The �gure shows a schematic view over an electromag-
netic wave perpendicular to a dielectric medium surface.

For a re�ection of an incident wave perpendicular to a dielectric media we can express
the waves as follows. Assuming that the incident wave is polarized in the x-direction it can
be expressed as,

E(z, t) = Eiej(k1z� f t) x̂,

B(z, t) = Ei

v1
ej(k1z� f t) ŷ

(A.�)

where v1 =
c
n1
denotes the phase-velocity of the �rst medium and k1 =

f
v1
. n1 is the refractive

index and v1 is the propagating speed of medium one. The re�ected wave then becomes,

E(z, t) = Erej(�k1z� f t) x̂,

B(z, t) = �Er

v1
ej(�k1z� f t) ŷ

(A.��)

and the transmitted wave takes the form,

E(z, t) = Etej(k2z� f t) x̂,

B(z, t) = �Et

v2
ej(k2z� f t) ŷ

(A.��)

with v2 =
c
n2
and k2 =

f
v2
for the second medium.

Having a normal incident like in�gure (A.�) (assuming that bothmedias are non-magnetic)
result in that both components of all the three waves are parallel yielding boundary condi-
tions at z=� which result in

Ei + Er = Et (A.��)

for the electric components and
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Ei � Er

v1
=

Et

v2
, Ei � Er =

v1

v2
Et (A.��)

for the magnetic components. Using these two equations (A.�� and A.��) together with the
knowledge about that v1

v2
= n1

n2
we end up at

Er =
⇣n1 � n2

n1 + n2

⌘
Ei

Et =
⇣ 2n1

n1 + n2

⌘
Ei

(A.��)

which represent the amplitude of the re�ected and transmitted waves as a function of the
incoming wave. The mean intensity in the z-direction (from �gure A.�) is,

I = hE ⇥ Bẑi
µ0

=
E0B0

2µ0
=

E2
0

2µ0v
. (A.��)

The coe�cient of re�ection (R) and coe�cient of transmission (T) which is de�ned as
the ratio of the re�ected/transmitted and the incident wave respectively are derived from
equation A.�� and becomes,

R = Ir

Ii
=
⇣Er

Ei

⌘2
=
⇣n1 � n2

n1 + n2

⌘2
(A.��)

and

T = It

Ii
=

n2

n1

⇣Et

Ei

⌘2
=

n2

n1

⇣ 2n1

n1 + n2

⌘2
(��). (A.��)

Di�erent frequencies gives di�erent refractive indices for the same material and this is
called chromatic dispersion. According to Acconeer, their �� GHz radar have the approx-
imated values for the real part of the relative permittivity and corresponding coe�cient of
re�ections for di�erent materials as represented in table A.� (�). The relative permittivity is
converted to a refractive index as Re(

p
✏ ) = Re(n) and can be found in the table as well.

Table A.�: Relative permittivity of common materials

Material Real(✏ ) Real(n) R with air boundary
ABS plastic �.�� �.�� �.����
Concrete � � �.��

Water ��.� �.�� �.��
Air � � �

Note that T +R = 1 and therefore all all energy which is not transmitted at the boundary
is then re�ected. However the intensity of an EM-wave in space can be described through
the inverse square law since it is de�ned as the energy crossing per second per unit area.
Assuming a spread in every spatial direction (from a point source), the intensity at any point
on the surface of the sphere becomes

I = I0

4⇡r2 [W /m2] (A.��)
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where r is the distance from the source to the sphere surface (��). The intensity of the wave
thus decreases with / 1/r2.
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Appendix B

Tables and images

As seen in �gures B.� and B.� the HBL and FZP lens limits the signal more in the angular
E-plane and H-plane as well as increases the max gain [dBFS]. The D� lens setting, i.e., when
placing the lens further away from the sensor, increases the gain and focuses the signal more
than D�.
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Figure B.�: The �gure shows a Screenshot of the Sparse IQ GUI
where all parameters can be set together with a visualization over
the received signal.
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Figure B.�: The Python code used to generate the simple peri-
odogram plot of �gure �.��.

Figure B.�: The received reference velocity data from UK for the
rectangular pipe.
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Figure B.�: The received reference data from UK for the circular
pipe.

Figure B.�: The setup while measuring the surface �ow velocity with
slow motion camera and the Apple Watch in the Acconeer lab en-
vironment.

Figure B.�: The performance table of the LH��� mount holder and
HBL/FZP lens (�).
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Figure B.�: The performance table of the LH��� mount holder and
HBL/FZP lens (�).
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