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Abstract

Chillers are large and complex machines that are used for temperature regulation
in large buildings and plants. An undetected fault in the machine can lead to ex-
tended downtime and cause both great financial losses and increased environmental
impact. Therefore Carrier, as manufacturer of chillers, is interested in developing
fault detection algorithms capable of detecting the faults early so that they can be
addressed before complications can occur. The faults, studied in this thesis, are re-
frigerant leakage, fouling (accumulation of unwanted material on a surface) in the
evaporator and fouling in condenser, some of the main components in the machine.

The thesis aims to implement a fault detection and diagnostic algorithm (FDD),
using supervised machine learning methods, and provide accurate and reliable iden-
tification of chosen faults. FDD is done by creating three binary classifiers, one for
each fault, and by training the classifier on a labeled dataset, simulated from a high-
fidelity chiller model. Inputs for data generation in the chiller model come from the
field data from 35 days in summer. Machine learning models - decision tree, logistic
regression, and support vector machine, were used to develop the FDD algorithm
and their performance was compared with 4 key indicators: accuracy, false alarm
rate, latency, and isolation.

The results have shown that the problem occurred to be linearly separable, with
respect to this particular dataset. Support vector machine model has achieved the
highest scores in the detection of all three faults with the lowest fault severity level.
Refrigerant leakage has proven to be the most difficult fault to detect, partly because
the fault severity was almost close to normal operating conditions. Moreover, it was
estimated that three signals were needed to detect leakage, while fouling could be
separated by only the two most important signals. Finally, the transient data was
removed and the training dataset was reduced to 1 day, which proved to be enough
to detect and isolate the selected faults.
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1
Introduction

1.1 Motivation

With the growing complexity and performance requirements in industrial processes,
more and more advanced automation solutions are implemented in machinery. This
increases the efficiency of the machines but at the same time makes them even more
complex and expensive. To provide robust and safe operation, early fault detection
has significant importance for manufacturers as failure can lead to extended down-
time and cause great financial losses.

Carrier, as one of the leading manufacturers and distributors of heating, ven-
tilation, and air conditioning (HVAC) systems, emphasizes their increasing need
for fault detection and diagnosis (FDD) of chillers. Currently, faults in the chillers
are sometimes not detected on a customer site until they suffer critical failure and
shut down. The diagnostic data, available to the technicians, is often lacking, over-
flowing and/or information poor, which makes the repair process time-consuming
and reliant on the technician’s competence and experience. Existing threshold algo-
rithms do not capture the broader dynamics of the chillers and have proven to be
insufficient to meet Carrier needs for early fault detection.

Considering this, Carrier sees machine learning as one of the tools that can
ultimately enhance existing fault diagnostic methods. In this thesis, preliminary re-
search into the development of such diagnostics algorithm is performed. As the
manufacturer of the chillers, Carrier has a great understanding of the system dy-
namics and has created high-fidelity models. These models of chillers can be mod-
ified to simulate the system behavior with faults, enabling data generation needed
for training and testing of a machine learning algorithm.

The machine learning fault detection method to be developed should have an
accuracy of no less than 95%, have a very low false alarm rate and a short time
delay, i.e. detect the faults early before the operation of the chiller is significantly
impacted. This thesis, being a pre-study of FDD using machine learning, can give
a better understanding of product performance in the field, which can help to form
future design decisions for a model. Suggestions on useful sensors to add can also
increase aftermarket revenue through better service offerings. Finally, the thesis is
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Chapter 1. Introduction

supposed to give a good base for future studies of more complex and flexible ma-
chine learning algorithms.

1.2 Problem description

In this project, a dataset generated by Carrier will be used to develop an FDD
machine learning algorithm. The algorithm has to be interpretable and be able to
correctly detect and isolate three different faults, namely fouling in the evaporator,
fouling in the condenser and charge loss. An accuracy of at least 95% is required
together with a false alarm rate of no more than 5%.

Carrier is interested in answering the following questions:

• Can such an algorithm be implemented using simple machine learning mod-
els?

• Can it be done using simulated data from their chiller models?

• What machine learning model is the most suitable for this application?

To limit the scope of the thesis, the broad nature of the questions above needs to be
narrowed down. Therefore, the questions that will be answered in this thesis will be
specific to the dataset provided. These questions are:

• Can such an algorithm be implemented using simple machine learning mod-
els for the provided dataset?

• Which of the three machine learning models: support vector machine, linear
regression or decision tree, performs the best?

• What signals are needed for detection and isolation of these selected faults?

• How much training data is needed to meet the requirements?

The ultimate goal of this thesis is to get an insight into what machine learning
methods are suitable for this application and to form an understanding of which
system variables need to be monitored and what information needs to be extracted
from them to be able to successfully detect and isolate those selected faults. This
will be done both statistically (with the help of feature importance methods) as well
as with physics-informed predictions.

1.3 Thesis Disposition

The thesis is divided into 6 main chapters: introduction, background, methodology,
results, discussion and conclusion with suggestions for future work. In the back-
ground part, the basic physics and functionality of a chiller are presented as well as
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a short introduction to the principles of FDD and machine learning algorithms. The
motivation for the chosen faults and a description of the dataset are also included
there. The methodology part describes further how the data was preprocessed, split
and labeled. The choice of strategy for the implementation of the FDD algorithm
as well as its validation is also explained there. In the result section one can find
the tables and plots for the performance of the implemented FDD algorithm, results
and data uncertainties are then discussed in the next chapter. Finally, the conclusion
section has a summary of what was achieved in the thesis as well as suggestions for
improvements and future work.
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2
Background

2.1 Fault Detection and Diagnostics

A fault is a non-temporary change in process parameters, and it can have many
different causes. For example, it can appear because of wear in certain components,
unfit operational conditions or some external events. Depending on the process, the
location and the severity of the fault, it can result in anything from a slight change in
performance or energy consumption to a critical failure and shutdown. Therefore,
early detection of faults is imperative for the safe and effective operation of any
machine.

The rising amount of sensors and internet integration in industrial systems and
machines have made it possible to monitor their performance and health in real-
time. This creates an opportunity for the application of automatic detection algo-
rithms that can detect a fault before it significantly disturbs the system’s perfor-
mance, or disable the system during potentially dangerous operating conditions.
Such FDD algorithms have become more and more important with the rising com-
plexity of machines, as the control systems that are designed to run the machines
often can hide the smaller faults until they become critical.

Different Approaches
FDD can be implemented in a large variety of ways. One of the more common ap-
proaches in the industry is a data-driven method of setting warning and alarm thresh-
olds for some chosen system variables. The appropriate levels for the thresholds are
set based on historical data, accumulated during normal operation. Although this
method is relatively simple, it considers each monitored signal on its own, requires
historical data, and also is very static. Other, more complex methods include neu-
ral networks, comparisons with a model twin, logic-based rule sets, etc. As with
so many other things, there is no explicit best method, and one has to be selected,
based on the system, available resources and other limitations at hand.

For this thesis, Carrier has generated both data for normal operation and data
with faults, using simulations from their chiller models. The signal data is then
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2.1 Fault Detection and Diagnostics

broken down into specific features, that are analyzed and used to train a machine
learning algorithm.

Key Performance Indicators
To evaluate the performance of the implemented FDD algorithm, four main Key
Performance Indicators (KPIs) are used in this thesis: accuracy, false alarm rate,
isolation and latency.

The accuracy of the FDD algorithm is defined as the percentage of correctly
identified cases and can be calculated with the following equation:

Accuracy =
TP+TN

TP+FP+TN+FN
(2.1)

where TP and TN are true positives respectively true negatives. True positive gives
a number of correctly identified faults, and true negatives - the number of non-fault
cases. FP and FN stand for false positives and negatives, meaning either flagging
a healthy system as a faulty one or failing to detect a fault. These measurements
are better visualized in form of a table, called a confusion matrix. Elements on
the diagonal represent correctly predicted classes, and elements on off-diagonals
represent mislabeled cases.

Figure 2.1 Confusion matrix

Dealing with unbalanced datasets, the more representative metric for perfor-
mance evaluation of the model is a balanced accuracy, which is calculated with
another two metrics: sensitivity (true positive rate) and specificity (true negative
rate).

Balanced accuracy =
Sensitivity+Specificity

2
(2.2)

Sensitivity describes the ability of the model to predict fault class and specificity
refers to the prediction of normal operation.

Sensitivity =
TP

TP+FN
(2.3)
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Chapter 2. Background

Specificity =
TN

TN+FP
(2.4)

The second KPI, false alarm rate, is defined in this thesis as the false positive rate,
the percentage of times the model has mistakenly flagged the process as faulty
(equation 2.5). Together with accuracy, it is used to show one’s confidence in the
FDD system.

FPR =
FP

FP+TN
(2.5)

Detection of a fault is useful, but does little to help in resolving it. Therefore, it
is desired that the FDD method not only detects the fault but also shows what kind
of the fault it is as well as localizes it in the machine. This indicator is isolation,
which describes how well the method determines the specific fault.

Lastly, latency describes the time between the fault occurrence and its detection.
For faults of more gradual nature, latency can instead be the level of fault severity,
required for it to be detected. Latency is rather fault-specific, and as the time frames
of different faults naturally vary, latency will also be different.

Separately, these four indicators can sometimes be very misleading. For exam-
ple, an overly sensitive FDD method can provide high accuracy and detect even
small disturbances, but this can also result in a high false alarm rate, meaning one
can rarely trust a positive detection. Optimizing the indicators can be a difficult
balancing act, as they oppose each other indirectly. Maximizing one can result in
an adverse effect on another. Only when presented together, do they give a good
description of the FDD method’s capabilities.

18



2.2 Chillers

2.2 Chillers

Basic principles
A chiller is a device or machine that decreases the temperature by removing heat
from the fluid: water circulates in an isolated system, filled with coolant (refrig-
erant), and by heat exchange process undesirable heat is removed. In addition to
application in industrial processes, the chiller is also used for air-conditioning in
buildings. Figure 1 shows a simplified schematic of the main components of the
water-cooled chiller: evaporator, compressor, condenser, and expansion valve.

Figure 2.2 Water-cooled chiller diagram

Water from the building enters the evaporator through several tubes and heat
exchanges with refrigerant, which initially has a lower temperature. The evaporator
shell is filled with refrigerant to a certain level, covering the water tubes. After-
wards, the chilled water leaves the evaporator and goes back to the building, while
refrigerant, after absorbing the heat from the water, continues to the compressor in
gas form. Different refrigerants have different values of enthalpy for liquid and gas
states. The refrigerant is chosen so that it has a boiling point relatively close to the
operating water temperature for easier phase transitions. The refrigerant two-phase
enthalpy is shown in figure 2.3. In section a-b refrigerant’s enthalpy increases in the
evaporator, and before entering the compressor, it leaves two-phase form and goes
in to superheated gas form.
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Chapter 2. Background

Figure 2.3 Enthalpy two-phase diagram

It is important that refrigerant does not enter the compressor in liquid form as
it can damage the compressor. The compressor raises the pressure and temperature
of the vaporized refrigerant (b-c), and then it discharges to the condenser. Inside the
condenser, the water in tubes absorbs the heat from the refrigerant, which undergoes
a phase change into liquid (c-d). Any cooling done after the phase transition into
liquid is called subcooling and it generally raises the efficiency of the machine. The
released heat then proceeds up to the roof of the building (into an external cooling
tower), where it goes out to the surrounding air. The condensed refrigerant goes on
to the expansion valve, which divides the high and low-pressure sides of the system.
Controlling the refrigerant flow, the expansion valve decreases pressure. The boiling
point of the refrigerant is lowered again (d-a), and the refrigerant flows back into
the evaporator. The heat transfer process starts again.

Carrier has a variety of chillers, depending on the type of cooling, capacity,
application field, refrigerant, and compressor. In this thesis, water-cooled chiller is
used for modeling faults.
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2.3 Faults

Faults, studied in this thesis, are chosen with respect to their importance and occur-
rence frequency on different sites and in different conditions, where chillers are in-
stalled. The top faults are fouling in the evaporator, fouling in condenser and charge
loss (refrigerant leakage). The choice of these faults is also defined by modeling
limitations, namely chiller models can simulate only a limited set of faults.

Fouling
Fouling occurs during the cooling process when some unwanted substances (bi-
ological, chemical, etc.) accumulate on the surfaces of the heat exchanger tubes.
The efficiency of heat flow from an area of higher temperature to an area of lower
temperature depends on the thermal properties of components in the thermal cir-
cuit. In the evaporator, heat exchange goes from water to refrigerant through a tube
surface. These tubes are often made of copper which has high thermal conductiv-
ity with a moderate corrosion rate. The surface of the tubes in the evaporator has
both external and internal finning enhancements, maximizing mixing and improv-
ing heat exchange. The thermal circuit is analogous to an electrical circuit, where
the temperature is voltage, heat transfer is current and heat transfer coefficients are
resistance. Total thermal resistance is a sum of resistances of refrigerant, copper and
water. Fouling factor (allowed coating of the tubes - resistance for fouling) is also
considered in the total resistance (equation 2.6):

Rtotal = Rref +Rcopper +Rfoul +Rwater (2.6)

To increase heat transfer, the thermal resistance must be as low as possible. As
fouling adds additional resistance, this results in that refrigerant temperature must
decrease to maintain the same heat flow (equation 2.7).

Qevap =
Twater −Tref

R
(2.7)

Equation below is a linear temperature difference between the refrigerant tem-
perature and the leaving water from evaporator:

LTDevap = TwaterOut −Trefrig (2.8)

Leaving water from the evaporator, that goes back to the building, should be con-
stant. Increased LTDevap means that the refrigerant temperature has become lower
and this can indicate fouling in the evaporator. LTD might also increase, when there
is not enough refrigerant in the system, the water flow rate in the evaporator is de-
creased or other situations. In this thesis it is assumed that the water flow rate is
constant.

Heat transfer (Q) is defined also as a product of heat transfer coefficient (U), area
of the heat exchanger (A) and log mean temperature difference (LMTD) (equation
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Chapter 2. Background

2.9) [Ardsomang et al., 2013].

Qevap = U ·A ·LMTD (2.9)

LMTDevap =
TwaterIn −TwaterOut

ln TwaterIn−Trefrig
TwaterOut−Trefrig

(2.10)

Overall heat transfer coefficient (UA) is inversely proportional to the total resis-
tance:

UAevap =
1

Rtotal
(2.11)

Control systems hold the heat transfer Qevap constant (in case with constant external
parameters) and as fouling increases the thermal resistance, the overall heat trans-
fer coefficient UA decreases, while temperature difference LMTD increases. With
higher LMTD, assuming TwaterIN and TwaterOUT stay constant, refrigerant temper-
ature goes down and therefore also pressure goes down. In this case the compressor
starts to work harder to get from low to high pressure.

Similar to the evaporator, heat transfer in the condenser goes from the area of
higher temperature to the area of lower temperature, but here the direction of heat
transfer is reverse: the coolant is water from the cooling tower and the refrigerant,
that flows in the condenser shell, is to be cooled. Heat transfer is then:

Qcond =
Tref −Twater

R
(2.12)

Equation below is a linear temperature difference between the refrigerant tempera-
ture and the leaving water from condenser:

LTDcond = Trefrig −TwaterOut (2.13)

And LMTD for condenser:

LMTDcond =
TwaterOut −TwaterIn

ln Trefrig−TwaterIn
Trefrig−TwaterOut

(2.14)

According to the equations above, fouling in the condenser will reduce
LMTDcond. The refrigerant temperature, and hence also pressure, will go up in
the condenser.

Fouling in both evaporator and condenser is often a long process, meaning that
dirt can gradually build up for several months before causing a significant capacity
reduction. To prevent this, the smallest possible fouling level should be detected in
time and this information should serve as a warning, that is supposed to facilitate
maintenance services.
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2.3 Faults

Charge loss
The third fault in the thesis, charge loss or refrigerant leakage, results in a reduction
of refrigerant level and pressure drop. A condenser has dry and wet tubes, where
dry tubes participate in heat transfer and wet tubes - in subcooling. With charge
reduction, more dry tubes are included in heat transfer condensation, but UA is not
significantly reduced and no pressure change in the condenser will be noticeable
while subcooling may become lower. Dry tubes in the evaporator lead to reduced
heat transfer coefficients and an increased thermal resistance. In this case the re-
frigerant temperature is forced to go down, and LMTD increases. Indicators for
charge loss are low evaporator pressure or saturation temperature, higher suction
superheating, lower condenser subcooling, and higher compressor power.
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Chapter 2. Background

2.4 Dataset

The data to train and test the FDD algorithm on was simulated by Carrier using
one of their dynamic chiller models. To make the data more representative of op-
erational conditions out in the field, the inputs to the model (namely the entering
water temperatures in the evaporator and the condenser) were fetched from a real
chiller, while the setpoint (the leaving evaporator water temperature) was set to be
constant. The dataset consists of 35 time periods of operation during different days,
each such period roughly 11 hours long. The vast majority of those periods are from
the month of July, with only a few being from August and September. The entering
water temperatures of each period were then used as inputs in the chiller model to
generate a total of 54 samples per period. A sample in this case is a specific preset of
parameters that are used to simulate the faults at varying severities. Their structure
is as follows: samples 0, 10 and 20 are identical and are generated using normal
parameters, simulating the behavior of a chiller when no faults are present. These
three samples are identical and so only sample 0 was used. Samples 1-9 had the
thermal resistance between the refrigerant and the water in the evaporator increased
gradually, simulating fouling in the evaporator at rising severity levels. Similarly,
samples 11-19 had increased thermal resistance in the condenser to simulate foul-
ing there. Charge leak was simulated by reducing the volume of refrigerant in the
system for samples 21-29. These samples have no more than a single fault active
and so are referred to as OAT (One At a Time) fault samples. The last 24 samples
have multiple faults present simultaneously at varying levels. In the simultaneous
faults, each of the different fault parameters was held at either the normal or the
least severe faulty values, while the other two faults were varied. This was done to
check if the FDD algorithm would confuse two simultaneous faults for another. The
faults severities can be seen in tables 2.1 and 2.2. Each sample contains a total of 29
signals. These include signals like the incoming water temperatures that were used
as input to the models, diagnostic signals like LTD and LMTD and others. As the
data comes from a simulation and not a physical chiller, it allows for monitoring
of system variables that are not currently measured out in the field. An example of
such a signal is subcooling. As this data was generated in a simulation the sampling
time isn’t constant with most of the samples being concentrated at the start of the
simulation i.e. the transient part.
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2.4 Dataset

Figure 2.4 A diagnostic signal from simulation on the left (LTD in evaporator) and an input
signal from field data on the right (incoming condenser water temperature) under normal
operation parameters (sample 0). The data point frequency is reduced to 1 per 15 minutes for
all 35 time periods for non-faulty operation, each represented by a different line in the figure.

Table 2.1 Normalized fault severity levels for OAT faults. Evap_foul and Cond_foul are
both nominal heat transfer resistances, while Charge_loss is the nominal volume of refriger-
ant in the system.

Sample Evap_foul Cond_foul Charge_loss
0 1.00 1.00 1.000
1 1.56 1.00 1.000
2 2.11 1.00 1.000
3 2.67 1.00 1.000
4 3.22 1.00 1.000
5 3.78 1.00 1.000
6 4.33 1.00 1.000
7 4.89 1.00 1.000
8 5.44 1.00 1.000
9 6.00 1.00 1.000
10 1.00 1.00 1.000
11 1.00 1.27 1.000
12 1.00 1.53 1.000
13 1.00 1.80 1.000
14 1.00 2.07 1.000
15 1.00 2.33 1.000
16 1.00 2.60 1.000
17 1.00 2.87 1.000
18 1.00 3.13 1.000
19 1.00 3.40 1.000
20 1.00 1.00 1.000
21 1.00 1.00 0.993
22 1.00 1.00 0.985
23 1.00 1.00 0.978
24 1.00 1.00 0.971
25 1.00 1.00 0.963
26 1.00 1.00 0.956
27 1.00 1.00 0.949
28 1.00 1.00 0.941
29 1.00 1.00 0.934
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Table 2.2 Normalized fault severity levels for simultaneous faults. Evap_foul and
Cond_foul are both nominal heat transfer resistances, while Charge_loss is the nominal vol-
ume of refrigerant in the system.

Sample Evap_foul Cond_foul Charge_loss
30 1.00 1.27 0.941
31 1.00 2.60 0.985
32 1.00 1.27 0.985
33 1.00 2.60 0.941
34 1.56 1.27 0.941
35 1.56 2.60 0.985
36 1.56 1.27 0.985
37 1.56 2.60 0.941
38 1.56 1.00 0.941
39 4.33 1.00 0.985
40 1.56 1.00 0.985
41 4.33 1.00 0.941
42 1.56 1.27 0.941
43 4.33 1.27 0.985
44 1.56 1.27 0.985
45 4.33 1.27 0.941
46 1.56 2.60 1.000
47 4.33 1.27 1.000
48 1.56 1.27 1.000
49 4.33 2.60 1.000
50 1.56 2.60 0.985
51 4.33 1.27 0.985
52 1.56 1.27 0.985
53 4.33 2.60 0.985
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2.5 Machine learning algorithms

Machine learning algorithms learn from training over data in order to recognize
certain patterns and predict targets. The problem formulated in the thesis is a super-
vised classification task, where the discrete class labels must be predicted. The data,
that is used to train a machine learning model, is called training data and consists of
some amount of input-output data samples. Inputs are variables that are somehow
related to outputs, while outputs in the classification task are discrete values. In this
thesis, outputs are labels for a respective fault or normal operation class and these
labels are chosen to be integer values. There are several types of supervised ma-
chine learning algorithms that can solve classification tasks, and, having the focus
on the implementation of a simple model with high interpretability, three methods
are chosen: decision tree, logistic regression and support vector machine. More-
over, building algorithms based on these models is not so complex and the amount
of hyperparameters is not so big. Hyperparameters are parameters that control the
learning process and they are set before the process starts, usually as arguments in
a constructor of a model. In this thesis, these three methods are created by using
implementations from respective Scikit learn libraries [Pedregosa et al., 2011]. All
machine learning methods have their own set of hyperparameters, that should be
tuned in order to get a high generalization level of the model and avoid overfitting,
which might occur when the model is trained too much on details of data. There are
two techniques, called L1 and L2 regularization, that help to prevent overfitting and
will be discussed later.

Loss function and regularization
For estimation of how well data is modeled, a loss function is applied to optimize
the learning process of a model and the goal of optimization is to minimize this loss.
For binary classification problems the loss function for logistic regression is binary
cross entropy, that compares predicted values with actual outputs:

Lossi =−[yi log ŷi +(1−yi) log(1− ŷi)], (2.15)

where yi and ŷi are true respectively predicted outputs. N is amount of data in-
stances. Cost function is an average loss over the entire training data:

Cost =− 1
N

N

∑
i
[yi log ŷi +(1−yi) log(1− ŷi)], (2.16)

The aim of this optimization task is to find an optimal set of model parameters that
minimizes the value of the cost function. The reduction of cost means the reduction
of error and thereby increased model performance. Binary cross-entropy equals neg-
ative log-likelihood, which means that minimizing the cost based on cross-entropy
is the same as maximizing the likelihood. Regularization techniques add a penalty
for increased complexity of the model, which helps to overcome overfitting of the
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model. There are two different regularization terms - L1 and L2, and they are added
to the cost function. L1 regularization adds absolute values of weight multiplied
by regularization rate λ , which influences regularization strength. A high value of
λ increases regularization and regularization hyperparameter C, used from Scikit
learn implementation, is inversely proportional to λ .

L1 = λ

N

∑
i
|ωi| (2.17)

With L1 regularized cost function less important features get zero weights. L2 regu-
larization is a sum of squared weights multiplied by regularization rate, it penalizes
insignificant features but instead of setting these weights to zero as in L1 regular-
ization, it just constricts the weights.

L2 = λ

N

∑
i
|ωi|2 (2.18)

These two techniques are used to overcome overfitting and find the best trade-off
between bias and variance, but their applications differ, depending on the goal of
regularization. L1 regularization can be used for feature selection while L2 is bet-
ter for learning from more complex data patterns as it takes into consideration all
features [Mohri et al., 2018].

Logistic regression
Logistic regression (LR) is a parametric method that predicts probabilities of a target
using independent features and the output, in that case, must be binary. Using the
cross-entropy loss and optimization, defined by the choice of the solver (discussed
later), trains a linear relationship from the given dataset:

y = w⊺x+b, (2.19)

where w and x are weight resp. feature vectors and b is intercept (bias). After this a
sigmoid function (equation 2.20) maps outputs from the model between 0 and 1 as
seen in figure 2.5 and returns the probabilities of classes.

S(y) =
1

1+ e−y =
1

1+ e−(w⊺x+b) (2.20)
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Figure 2.5 Sigmoid function

The main hyperparameters for logistic regression (discussed below) are:

1. Solver

2. Regularization

3. Regularization parameter

4. Number of iterations

5. Class weight

There are several solvers in the Scikit learn implementation to choose from: new-
ton’s method, limited-memory broyden–fletcher–goldfarb–shanno algorithm (lbgs),
liblinear, stochastic average gradient with only L2 regularization (sag) and stochas-
tic average gradient with both regularization techniques (saga). They all have dif-
ferent application fields, for example, liblinear is good for small datasets and sag or
saga works faster for larger ones. Logistic regression is an iterative process, which
means that an optimal number of iterations must be set in order to achieve conver-
gence of the learning process.

The main limitation of logistic regression is that it can construct only linear
decision boundaries and linearly separable data is very rare in real-world imple-
mentations. If data is linear and two features are enough to separate it, the boundary
can be easily visualized in a 2D plot. Logistic regression is also prone to outliers
and unbalanced data, therefore pre-processing of data might be essential.

Support vector machine
Support vector machine (SVM) is another supervised learning algorithm that can
solve classification problems and like the previous one, it also builds a decision
boundary between classes. SVM is a maximum margin method and it tries to find a
boundary with the maximum margin to the closest data instances. The classification

29



Chapter 2. Background

of two classes is shown in figure 2.6, where the decision boundary - the separating
hyperplane (a line for two dimensions), divides data instances and assigns them to a
respective class. Data instances, closest to the separating hyperplane, define support
vectors.

Figure 2.6 Linear data separation with SVM. The separating hyperplane in this case is
a line that divides two classes with the largest margin. Margin is the maximum distance
between hyperplanes for support vectors (dashed lines). Data samples lying on these hyper-
planes are called support vectors and they define the position of these hyperplanes.

As seen in the figure, there are no data points (in the separable case) between
the separating hyperplanes, which means that the basic support vector machine does
not allow misclassification, and the margin is called the hard margin. The object
of optimization for SVM is to find the best and largest margin between classes.
The best support vectors, the data instances closest to the boundary hyperplane, are
defined by the largest margin to the boundary [Schölkopf, 2002]. With maximized
margin, the model will generalize better on unseen data instances. However, the
hard margin works well for linearly separable data, but in real-world applications
data is often non-linear. In this case, a soft margin can be used as it tolerates some
errors.

Besides that SVM finds the optimal decision boundary, other advantage of the
method is a technique, called kernel trick, that can transform data into a higher di-
mension and also allows to solve non-linear problems. Kernel is a function, that can
be linear, polynomial, sigmoid, Gaussian and others. This technique gives opportu-
nity to fit both linear and non-linear decisions, making SVM rather powerful and
a flexible tool for machine learning problem. SVMs can be computationally faster
than logistic regression, depending on the choice of the kernel function, but it also
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may be less efficient if data is noisy and classes may overlap each other. More-
over, being not a scale-invariant method, the data must be scaled before training the
model.

The main hyperparameters for SVM are:

1. Kernel

2. Regularization parameter

3. Class weight

Decision tree
A decision tree is a non-parametric supervised method, that uses one feature for
data separation into classes in each node and looks like a flow chart (see figure 2.7).

Figure 2.7 Schematic of decision tree

Using a branching approach, the decision tree takes a feature in the root to split
data points into subsets of nodes with some measurement of the quality of the re-
sulting split of the data (gini or entropy index). This procedure is repeated until the
stopping criteria is reached. Stopping criteria can be, for example, the maximum
depth of the tree or other hyperparameters, that can be tuned for the tree. The last
nodes in the tree, leaves, represent class labels.

The main hyperparameters for the decision tree (discussed below) are:

1. Criteria: gini/entropy index

2. Maximum depth of the tree
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3. Minimum samples for split

4. Minimum samples for a leaf node

5. Maximum features

6. Class weight

Two criteria, either gini or entropy impurity, are used in the decision tree to
measure the quality of a split and by these parameters, the optimal split of features
is found. Gini impurity refers to how many instances are mislabeled.

Gini index = 1−∑
j
|pj|2, (2.21)

where p j is a probability of class j. Gini impurity has range between 0 and 0.5 for
a binary case. Zero gini index means that the node is pure, namely all instances in
the node are correctly classified to one class, while index 0.5 tells that both classes
have the same probability. Entropy measures a level of disorder and like gini index,
the split is perfect when entropy index is zero. As entropy lies between 0 and 1, the
maximum entropy index is 1.

Entropy index =−∑
j

pj log(pj) (2.22)

Both these metrics calculate an information gain of features and are used in the
decision tree to find the best splitter for each node.

The main advantage of the decision tree is that it is easy to visualize and interpret
the model as it is closely related to the human way of decision making. Moreover,
data does not need to be scaled, but as the decision tree is prone to overfitting, hy-
perparameter tuning has a crucial role in good model performance [Lindholm et al.,
2022]. An additional disadvantage is that small changes in data can lead to another
structure of the tree, which makes this method more or less unstable. Another ma-
chine learning method, called random forest, can usually enhance the performance
as it uses ensembles of decision trees and makes predictions by majority vote from
the trees. At the same time, it costs the ability to interpret the decision-making pro-
cess as one can in the single decision tree case.
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3.1 Initial work

This project was very iterative in nature, both the dataset and the methods used to
analyze it have changed many times throughout the project. This means that the
methodology described in the following sections of this chapter as well as the re-
sults in the next chapter do not accurately portray the total amount of work done as
they only describe the final iteration. The authors have therefore decided to include
this section where the summary of the work process can be described chronologi-
cally albeit with less detail.
The initial plan on how the data was to be analyzed was done before any data was
generated. The dataset was to be divided into several parts and the signals in these
parts were to be condensed down to several different features. The features were
decided to be statistical 1-4th order cumulants as well as the maximum and the
minimum values of each signal within the boundaries of that part. The method cho-
sen first was the decision tree as it was very interpretable, allowing us to directly
see what the labeling decisions were based on.
The first iteration of data was generated on a simpler, steady-state chiller model.
Because of the small size of the dataset, it became apparent that some tricks would
have to be adapted so that enough data samples could be generated to train the
machine learning algorithm. The sliding window method, which is described in
greater detail in section 3.2, was implemented as well as the size of these windows
was made small. The small window size and the relatively slow dynamics in the
signals resulted in many signals being constant within the window, which caused
stability issues in the code as the higher-order cumulants become undefined. Addi-
tionally, since this was a steady-state model, the faults did not affect the signal in
any dynamic way and only resulted in a static offset in several signals. This made
cumulants 3 and 4 both problematic and practically obsolete which ultimately led
to their removal. It was also noted that the initial batch of signals provided was not
well suited for the detection of the selected faults and that a bigger and/or more
carefully selected set of signals needed to be produced.
Following that, the dataset has gone through many iterations. Both the model and
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the input data have changed multiple times until the final version was settled. Sev-
eral of these iterations had problems with either the model or the parameters which
are difficult to spot directly, as it requires a good understanding of chiller dynam-
ics. The list of signals changed as well, many signals that were heavily correlated
were removed. A large signal set was generated and then pruned with the help of
feature importance features within the different ML models, and with help from
Carrier physics informed signals were introduced. An attempt was made to analyze
the transient data during chiller startup by removing the steady-state data and in-
troducing correlation between each signal within the window as features in form
of Pearson correlation. However, after being unable to produce promising results
with this strategy, it was abandoned in favor of the previous one. The dataset and
the model were finalized around the halfway point of the project and the lessons
learned during the iterations as well as the methods described below could finally
be applied.

3.2 Data pre-processing

The data had to be pre-processed before it could be used to train the FDD algo-
rithms. This included the following steps: data inspection, interpolation, creating
more data samples from given data, feature engineering, and normalization of data.

First of all, some of the samples in different periods had a single data point
per signal, presumably because the simulation crashed or did not converge to a
solution. This likely happened because the parameter changes that were used to
simulate the faults pushed the system outside of its normal operating range as all
"broken" samples had a fault in them and the vast majority of them had multiple
faults simultaneously.

Second, the data had to be interpolated to achieve a static data point frequency.
It was then also reduced to a frequency of 1 per 15 minutes as this is the frequency
currently used in the chillers out in the field. The resulting data now consists of 44
data points for each of the 29 signals in every sample.

The data was then further divided using a sliding window method, which is
shown in figure 3.1 and the features of each window (data sample) were computed.
Figure 3.2 illustrates how from 29 signals a training dataset for one fault was cre-
ated: each signal, using the sliding window method, produces 21 data samples, that
are then each condensed to 4 features (described in 3.3) and finally, the training
dataset is formed for all samples.
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Figure 3.1 Illustration of the sliding window method, that produces more data samples for
training data, but they are no longer independent of each other. A window consists of 4 data
points from the signal. It then slides 2 data points, creating another window, which partly
overlaps with the previous one. As each of 35 periods has signals for 11 hours, totally there
are 44 data points and by the sliding window method 21 data samples are produced from one
signal.

Figure 3.2 Illustration of training data set generation for one fault. There are 29 signals in
total, each signal produces 21 data samples from sliding window method and then 4 features
for each data sample are computed. Training dataset for one fault gets dimension of 116
features ( for all signals) and 21 data samples.

Machine learning models estimate weights for each data point, and as the dis-
tribution of data points can be different for each feature, it is important to scale data
for parametric methods, logistic regression and support vector machine. Normaliza-
tion, one of the scaling methods, is done for both training and test data, where each
feature value is calculated by formula 3.1. The scale is estimated from training data
and then the same scale is applied to test data.

xnew =
x−xmin

xmax −xmin
(3.1)
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3.3 Feature Selection

In this project, two different approaches are used to identify which signals and fea-
tures actually contribute mostly to the results and which are redundant. The first
approach uses physics-based assumptions about what signals might be useful for
prediction. These were made by professionals working at Carrier with a good un-
derstanding of the physics of chillers. The second one is a statistical approach using
tools from Scikit learn.

Features are created by condensing each signal to 4 features: first and second-
order cumulants (mean value and standard deviation), minimum and maximum val-
ues. Following physics-based assumptions about the signals (see section 2.3), po-
tentially good indicators of each fault are:

• Fouling in evaporator: high LMTD, LTD for evaporator

• Fouling in condenser: high LMTD, LTD for condenser

• Charge loss: low condenser subcooling, high compressor power, low evapo-
rator pressure

All provided signals from the simulation are included in feature construction
with the aim to reduce them to a minimal amount with respect to the highest KPIs.
Features were selected with the help of feature importance for each machine learn-
ing method. The decision tree method has feature importance estimation with re-
spect to mean impurity decrease and also mean accuracy decrease. Mean impurity
decrease is defined as the total decrease in node impurity: the value that tells how
well the feature separates data points into classes. If nodes get less impure data in
classes, the feature, used for split, is considered important. Mean accuracy decrease,
also called permutation importance, is a technique when values from one feature are
shuffled and a change in model performance is observed. If the accuracy drops, the
features are considered to be important. The major contributors to LR and SVM
training are found by sorting the highest absolute values of the weights assigned
to the features. In binary classification, one class gets positive coefficients and the
second one - negative coefficients, therefore absolute values are used for ranging
the most important feature for both classes.

After statistical selection of the features, they are compared to the physics-based
features, that were previously assumed to be the best ones for fault identification.
Linear separability is rare, but a desirable property of data as it indicates that the
problem can be solved with simple models. With linear separable data, classes can
be separated by a line for two dimensions, or a hyperplane for higher dimensions.
For SVM and LR it might be useful to have 2-3 features in order to provide good
visualization for separation in 2D or 3D plots. With more than 3 features, it is not
possible to plot the hyperplanes in an interpretive way.
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3.4 Machine learning methodology

Machine learning implementation consists of the following steps:

1. creating a model

2. training the model on the data and validation of the model

3. hyperparameter tuning

4. testing trained model on test data

5. evaluation of the model performance

This process is iterative, meaning that depending on the result from one step, it
might be needed to return to the previous steps and do some changes.

Binary classifiers
Data that must be classified into four classes: three faults and normal operation, in-
fers a multiclassification task, but there are some techniques for transforming the
task to a binary one. One-to-rest transformation is applied to the problem and to
implement FDD algorithm three separate binary classifiers, one for each fault, are
created. These have samples of a respective class labeled 1, and others 0. For exam-
ple, the condenser classifier has label 1 for the fault, which is to be detected by this
classifier fouling in the condenser, but label 0 is set for fouling in the evaporator,
charge loss, and also normal operation (figure 3.3). The same principle works for
the other two classifiers.

Figure 3.3 Test signal for fouling in condenser in three classifiers: evaporator classifier
predicts as no fault, label 0; condenser classifier - fault is present, label 1; and charge loss
classifier - no fault, label 0.
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The choice of using binary classifiers is motivated by the requirement of fault
isolation (as one of KPIs) and it is assumed to be an easier way for performance
evaluation: performance scores for each fault can be evaluated separately. Another
reason for binary transformation is that one of the project’s goals is to use simple
machine learning models with only a few hyperparameters and features for each
fault.

Training and validation
After data is pre-processed and labeled, each classifier is trained on the data with
the same features but different labeling and is validated by the cross-validation tech-
nique. The training dataset is divided into several equal parts of data, one part is
reserved for validation, while the model is trained on the other parts of the data. The
process is repeated until all parts are involved in validation. Scoring metrics from
each validation part averaged. Validation scores serve as indicators of how well the
model generalizes to an unknown dataset and may show a problem with overfitting
or bias. As datasets are composed from 35 days into data samples of size 1 hour
(using the sliding window method), one case has 21 data samples for one fault, one
day, and one severity level. Training of the model is done either on 34 days (one
day is for testing) or 1-5 days. Portioning of training data is set to 10 parts in cross-
validation with shuffling and the model is validated on randomly picked hours from
different days. Shuffling gives more representative validation scores as the data is
initially sorted by classes. There are 3 different sets for training data composition,
that are used in the thesis:

1. Complete data (including transient part), all signals, all features

2. Steady-state data, all signals, mean values

3. Steady-state data, the most important signals, mean values

Each of these sets has also three different combinations of running the training and
testing of the data, called cases:

• Case 1: train on 34 days and test on 1 day

• Case 2: train on 5 days and test on 30 days

• Case 3: train on 1 day and test on 34 days

Having 3 classifiers, 3 machine learning models, 3 cases for training and testing
combination, and 3 training data compositions, we got a total of 81 iterations of
machine learning process.
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Hyperparameters
Regarding hyperparameters for the machine learning models, the first approach is
to run the models with default hyperparameters from Scikit Learn libraries for each
model. Depending on the performance scores from cross-validation, some essential
tuning may have to be done. Some hyperparameters are from the beginning already
known to stay unchanged: class weight is set to be balanced as one class is always
underrepresented in each classifier: one fault class is just one-quarter of all data sam-
ples in the classifier. For the support vector machine model, a linear kernel is chosen
as a start point. Regularization is set to be L2 with default regularization parameter
C, set to 1, for both logistic regression and support vector machine. The number
of iterations for logistic regression is 200, but it possibly should be increased if the
model does not converge.

Model performance
Evaluation of model performance is done with 4 KPIs: accuracy, false alarm rate,
isolation, and latency. In this case, latency is defined as the severity of the fault
before it can be accurately detected. This was decided to be reasonable as all of the
mentioned faults usually grow very slowly and the faulty samples contain the fault
from the start-up, i.e. there is no time event where the fault is introduced into the
system. Because the FDD algorithm is being implemented as three separate binary
classifiers, the isolation metric becomes the accuracy ratings of the classifiers. Due
to the unbalanced test data, it is chosen to use a balanced accuracy, which considers
the number of data samples for each class. A false alarm rate is defined as a false
positive rate, the percentage of positive cases. A confusion matrix is used as one of
the tools that allow good visualization of performance measurements (TP, TN, FP,
FN) for predicted output.

Target for KPIs is:

• Accuracy - 95 %

• False alarm rate - 5 %

• Latency - one of 9 fault severity levels

• Isolation - 95% accuracy for each classifier
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4.1 Machine learning models

Some of the hyper-parameters (discussed in chapter 2.5) like class weight, kernel,
and criteria were set from the beginning of training process and stayed unchanged,
while others were obtained after searching for the best validation scores. Parameter
tuning was considered to be optimal after validation scores showed 97-98%. Both
default and tuned hyper-parameters for the models are presented below:

1. Decision tree:

• Criteria: gini
• Maximum depth of the tree: 40
• Minimum samples for split: 2
• Minimum samples for a leaf node: 2
• Maximum features: sqrt
• Class weight: balanced

2. Logistic regression:

• Solver: saga
• Regularization: L2
• Regularization parameter: C=1
• Number of iterations: 200
• Class weight: balanced

3. Support vector machine:

• Kernel: linear
• Regularization parameter: C=1 (regularization: L2)
• Class weight: balanced
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4.2 Performance scores: complete dataset

At first, the complete dataset was used, when all 29 signals together with 4 fea-
tures resulted in 116 features (mentioned in 3.1). The training and test data were
divided into 3 cases according to the table 4.1. Training data included training for
all 9 severity fault levels of each fault, while the test data had only the lowest fault
severity.

For case 1 training dataset got more than 25 thousand data samples from 34
days, the biggest test data (case 3) was also composed from 34 days, but as it in-
cluded only one fault level the size of the data was about 2800 data samples.

Table 4.1 Complete dataset. Number of data samples for 3 cases for training and test data.

Training data Test data
Days Data samples Days Data samples

Case 1 34 25 704 1 84
Case 2 5 3 780 30 2 520
Case 3 1 758 34 2 856

The following tables 4.2 - 4.4 are the results for One-at-time fault (OAT) detec-
tion, where the average KPIs for three cases are summarized. As it is seen from the
tables, the SVM model manages to generalize better than the other two, especially
when it is enough training data (5-34 days). Scores for LR lie rather close to SVM
scores, but the decision tree performed significantly worse with a reduced amount
of training data.

Table 4.2 Average performance scores for complete data, case 1: trained on 34 days, tested
on each of 35 days, 116 features.

Models

Classifier SVM LR Tree The most
important features

Evaporator
Accuracy,% 100 100 98.5 evap.LTD,T suction,
False alarm rate,% 0 0 0.19 T exp.valve
Condenser
Accuracy (%) 100 100 92
False alarm rate,% 0 0 3 cond.LTD,subcooling
Charge loss
Accuracy,% 98 90 83
False alarm rate,% 1.9 2.1 9 cond.rellevel, subcooling
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Table 4.3 Average performance scores for complete data, case 2: trained on randomly cho-
sen 5 days, tested on 30 days, 116 features.

Models

Classifier SVM LR Tree The most
important features

Evaporator
Accuracy,% 99.2 98.9 95 evap.LTD,T suction,
False alarm rate,% 0.8 1.4 5 T exp.valve
Condenser
Accuracy,% 98.9 98.7 86.8
False alarm rate,% 0.4 0.6 10 cond.LTD, subcooling
Charge loss
Accuracy,% 97.2 88.4 78.7 cond.rellevel, subcooling
False alarm rate,% 2 2.3 10

Table 4.4 Average performance scores for complete data, case 3: trained on 1 day, tested
on 34 days, 116 features

Models

Classifier SVM LR Tree The most
important features

Evaporator
Accuracy,% 96.4 91.7 88.5 LTD,T suction,
False alarm rate,% 2.6 3.4 10 T exp.valve
Condenser
Accuracy,% 96.8 81.9 69.2
False alarm rate,% 2 4 38 cond.LTD, subcooling
Charge loss
Accuracy,% 79.1 69.3 63.2 cond.rellevel, subcooling
False alarm rate,% 16 13 19

Table 4.4 shows average performance scores for the models, where each of them
was trained on 1 day and tested on 34 days. This case was repeated 35 times. Com-
mon for all three models is that charge loss is the most challenging part for fault
detection and with only one day for training (case 1) even SVM fails to achieve the
KPIs: accuracy is 80% (KPI is minimum 95%) and false alarm rate 16% (KPI is
max 5%).
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Figure 4.1 Accuracy scores for charge loss for case 2: trained on 5 randomly chosen days
and tested on the rest of 30 days (see table 4.3). This test was repeated in total 35 times
(iteration number on the axis)

Figure 4.1 show accuracy scores for charge loss for three models. This is case
2 when they are trained on randomly chosen 5 days and tested on 30 days. This
process is repeated 35 times to get a reliable average value for accuracy. It is seen
clearly, that SVM (blue dots on the plot) lie all the time between 95-100%, while
the other two models have much more variations between 65-95%.
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4.3 Performance scores: steady state data

To improve the performance of the algorithm for this specific dataset, the transient
part of the data (approximately 3 hours from the beginning of the 11 hour period)
was removed. Due to the stationary nature of the steady state operation, only one
feature per signal, mean value, was used and the second-order cumulant, as well
as the min and max values, were removed. Totally 29 features (the same amount
as signals) are used for training and testing. Table 4.5 shows the dimensions of the
reduced dataset.

Table 4.5 Steady state data. Number of data samples for 3 cases for training and test data.

Training data Test data
Days Data samples Days Data samples

Case 1 34 18 360 1 60
Case 2 5 2 700 30 1 800
Case 3 1 540 34 2 040

Tables 4.6 - 4.8 present the average KPI values for 3 cases.

Table 4.6 Average performance scores for steady state data, case 1: trained on 34 days,
tested on each of 35 days, 29 features.

Models

Classifier SVM LR Tree The most
important features

Evaporator
Accuracy (%) 100 100 98.5 evap.LTD,T suction,
False alarm rate,% 0 0 0.19 T exp.valve
Condenser
Accuracy,% 100 100 98.1 cond.LTD, subcooling
False alarm rate,% 0 0 0.3 cond.Win, condensing T
Charge loss
Accuracy (%) 100 100 95.9 cond.rellevel,subcooling,
False alarm rate,% 0 0 1.3 PID exv,exv out T

Superior results are seen for case 1 for all three models: SVM and LR get 100%
for all faults and the decision tree achieves scores above the baseline for KPIs. This
is consistent with what has been assumed that steady-state data should improve
performance.

44



4.3 Performance scores: steady state data

Table 4.7 Average performance scores for steady state data, case 2: trained on randomly
chosen 5 days, tested on 30 days, 29 features.

Models

Classifier SVM LR Tree The most
important features

Evaporator
Accuracy,% 100 100 99.7 evap.LTD,T suction,
False alarm rate,% 0 0 0.19 T exp.valve
Condenser
Accuracy,% 100 100 91 cond.LTD, subcooling,
False alarm rate,% 0 0 7 cond.Win, condensing T
Charge loss
Accuracy,% 99.9 99.99 86.2 cond.rellevel, subcooling
False alarm rate,% 0.004 0.05 5 PID exv, exv out T

Table 4.8 Average performance scores for steady state data, case 3: trained on 1 day, tested
on 34 days, 29 features.

Models

Classifier SVM LR Tree The most
important features

Evaporator
Accuracy,% 99.2 98.7 87.7 evap.LTD,T suction,
False alarm rate,% 1.7 2.1 12.5 T exp.valve
Condenser
Accuracy,% 99.4 96.9 70.6 cond.LTD,
False alarm rate,% 1.2 1.3 38 cond.Win, condensing T
Charge loss
Accuracy,% 99.8 98 67.9 cond.rellevel, subcooling
False alarm rate,% 0.3 0.05 21 PID exv, exv out T

Almost similar scores are obtained in cases 2 and 3 for SVM and LR, while the
decision tree is the weakest model and for charge loss accuracy decreased to 68%.
This is also illustrated in figure 4.2, where accuracy for three models is plotted for
each training day (case 3). In comparison with the result for a 1-day training with
complete data and 116 features, charge loss detection is quite improved for both
SVM and LR.
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Figure 4.2 Accuracy scores for charge loss for case 3: trained on 1 day and tested on other
34 days. SVM confirms again that it the best model of these three: for all training days
accuracy lies close to 100%.
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4.4 Signal reduction

As it was mentioned in section 3.3 for feature selection, the amount of signals re-
duced with feature importance analysis for respective machine learning model. All
three models got the same important features. Minimum sets of signals, essential for
linear separation of the faults with respect to outlined KPIs are presented in table
4.9 (for case 2 and 3). Fouling in evaporator and condenser have got two different
sets of the most significant features that achieved linear separation for these faults.
Charge loss fault was found to need at least three features to be separated.

Table 4.9 The most significant signals for detecting malfunction due to fouling in evapora-
tor, fouling in condenser and charge loss, needed for linear separation.

Signals
Fouling in
evaporator

1) evaporator LTD
2) condenser LTD

1) condenser LTD
2) expansion valve

Fouling in
condenser

1) evaporator LTD
2) subcooling

1) evaporator LTD
2) expansion valve

Charge loss
1) condenser LTD
2) subcooling
3) expansion valve

According to the previous results for the case with 29 signals, case 1 was ex-
cluded as it was proven that 5 days of training (case 2) provides similar high scores
as with 34-days training (case 1). After feature analysis, the following 4 features are
selected: LTD for the evaporator, LTD for the condenser, expansion valve (output
from the controller), and subcooling. Average performance scores for case 2 and
case 3 with selected signals are summarized in two tables below.

Table 4.10 Average performance scores for steady-state data, case 2: trained on 5 days,
tested on 30 days, the 4 most important features.

Model
Classifier SVM LR Tree

Evaporator
Accuracy, % 100 100 92
False alarm rate. % 0 0 4
Condenser
Accuracy, % 100 99.9 90.2
False alarm rate, % 0 0 6
Charge loss
Accuracy, % 99.8 98.2 86.4
False alarm rate, % 0 0 8.4

47



Chapter 4. Results

Table 4.11 Average performance scores for steady-state data, case 3: trained on 1 day,
tested on 34 days, the 4 most important features.

Model
Classifier SVM LR Tree

Evaporator
Accuracy, % 100 86 78
False alarm rate. % 0 0 2
Condenser
Accuracy, % 99.5 80.2 70.9
False alarm rate, % 0.6 9 37
Charge loss
Accuracy, % 95.5 76 69
False alarm rate, % 0 0.08 27

From table 4.11 it is seen that scores for SVM are still good with respect to KPI
baseline, while logistic regression and decision tree perform significantly worse.
Some parameter tuning was done for both of them and the biggest change in perfor-
mance is noticed for logistic regression when L1 regularization is applied instead of
L2 regularization. Table 4.12 shows scores for LR with these two regularizations.
With L1 regularization the scores are improved, including charge loss accuracy that
increased from 76% to 95% (see figure 4.3), achieving the goal for this KPI. A
significant reduction of false alarm rate is noticed for condenser fouling as it was
reduced from 9% to 1%, again meeting the requirement.

Table 4.12 Average performance scores for Logistic regression with L1 and L2 regular-
ization. Steady-state data, case 3: trained on 1 day, tested on 34 days, the 4 most important
features. L1 regularization increased the performance scores for logistic regression, that the
outlined KPIs are now met. (>95% accuracy and <5% false alarm rate)

Model
Classifier LR (L2) LR (L1)

Evaporator
Accuracy, % 86 99.5
False alarm rate, % 0 0
Condenser
Accuracy, % 80.2 98.5
False alarm rate, % 9 1
Charge loss
Accuracy, % 76 95
False alarm rate, % 0.08 0
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4.4 Signal reduction

The accuracy scores for charge loss for the SVM, LR and decision tree models
are illustrated in figure 4.3. On the left LR has L2-regularization and on the right -
L1-regularization. It is seen on the both plots that for some days (between 22-25),
used for training in case 3, the performance was significantly worse for all three
models. Comparing the input signals (entering water temperature in the evaporator
and the condenser) with other days, high values of the temperatures were noticed
and the signals of these days had much more variations. Therefore, to have some of
these particular days for training was not enough to generalize the models well.

a) b)

Figure 4.3 (a) Accuracy scores for charge loss, the 4 most important features (LR has L2-
regularization) (b) Accuracy scores for charge loss, the 4 most important features (LR has
L1-regularization)

a) b)

Figure 4.4 a) The separation of samples with (red) and without (blue) evaporator fouling
using SVM with a linear kernel b) The separation of samples with (red) and without (blue)
condenser fouling using SVM with a linear kernel.
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Figure 4.4 shows plots for linear separation with the 2 most important features
for fouling in evaporator and condenser in support vector machine. As discussed in
3.3, the straight line, seen in the plots, demonstrates that data for fouling in evapo-
rator and condenser are linearly separable with these two chosen features and this
classification task can be solved with a simple linear machine learning method. For
charge loss, it was verified that three features were needed for linear separation to
get an accuracy of more than 95%.
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4.5 Simultaneous faults

The same 4 signals were then used to see if faults could still be isolated in the
simultaneous fault dataset, displayed in table 2.2. The training data consisted of
both the data from OAT dataset as well as the simultaneous faults one (samples 0-
53, tables 2.1 and 2.2), while the test data consisted exclusively of the dataset with
simultaneous faults (samples 30-53). Table 4.13 below, shows that SVM does not
suffer any loss in performance and is able to detect and isolate these mixed faults.
We can also see that although LR performs well on two of the faults, it is unable to
meet the requirements for condenser fouling.

Table 4.13 Average performance scores for steady-state data for simultaneous faults, case
3: trained on 1 day, tested on 34 days, the 4 most important features.

Model
Classifier SVM LR Tree

Evaporator
Accuracy, % 100 100 83.5
False alarm rate. % 0 0 20
Condenser
Accuracy, % 99.8 87.6 82
False alarm rate, % 0.3 13 19
Charge loss
Accuracy, % 99.3 97 77.5
False alarm rate, % 0.02 1.9 22
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4.6 Summary

Table 4.14 presents a summary of the dataset and machine learning model with the
best performance scores. The data used for training the classifiers was simulated
from field data, where the temperature from the cooling tower (as one of the inputs
to the chiller model) varied about 0.2-4 Kelvin. Steady-state data has enhanced the
performance scores for all three models and was chosen to be the final version
for the training process. Comparing the results for 3 cases, 1 day has shown to be
enough for training the model and reaching the baseline. Support vector machine
with linear kernel has demonstrated to be the most robust model for this particular
dataset, meeting outlined KPIs: accuracy scores above 95% of the three investigated
ones, false alarm rate below 5%, the lowest fault severity (see table 2.1 samples 1,
11 and 21), and according to high accuracy for all three classifiers, the isolation
can be estimated being higher than 95%. After feature importance analysis, 4 of 29
signals were selected as the most important and data has been proven to be linearly
separable. Exact values for latency for the tests with the simultaneous faults are not
shown in the table as 24 different combinations of fault levels (mentioned in section
2.4) were used.

52



4.6 Summary

Table 4.14 Summary for the final dataset and machine learning model

Chiller model ****

Field conditions
8 hours from summer (July),
input temperature variation 0.2-4 K

Data source/ type simulation from dynamic Chiller model
Sampling time 15 min
Amount of signals/ features 4 of 29 signals / mean values

Training data
1 day, 1h window size for data sample
steady state

Faults
Fouling in evaporator
Fouling in condenser
Charge loss

Machine learning model Support vector machine (linear kernel)
Test dataset One-at-Time faults
KPIs/ Classifier Evaporator Condenser Charge loss
Accuracy, % 100 99.5 95.5
False alarm rate, % 0 0.6 0
Latency 1.56 1.27 0.993
Isolation more than 95 %
Test dataset Simultaneous faults
KPIs/ Classifier Evaporator Condenser Charge loss
Accuracy, % 100 99.8 99.3
False alarm rate, % 0 0.3 0.02
Latency combinations of fault severity levels
Isolation more than 95 %
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Discussion

5.1 Performance of the classifiers

According to the results with complete data, a significant difference is noticed in
performance between these three machine learning models. SVM does generally
perform the best and is least reliant on the size of the training data. Even with a
single period of training data, SVM only fails the requirements for the charge loss
fault as can be seen in table 4.4. Meanwhile, the decision tree model performs the
worst and quickly decreases its performance when training data becomes limited.
Another observation is made about a significant difference in the KPIs between
the three faults. Generally, fouling in both evaporator and condenser is easier to
detect than charge loss. This can either be because of that the signals observed are
not sensitive to charge loss, or because the severity of the different faults is not
similar in their relative magnitude. As shown in table 2.1, the severity levels differ
in magnitude between the faults, which possibly causes variations in difficulties to
detect them. Having said that, detection of the least severe case (samples 1, 11, 21
from table 2.1) was possible for every fault.

Improved KPIs can be seen with steady-state data for all models. This is likely
because of the way the features are calculated as only mean values of small win-
dows are studied separately. Windows of the same signal from steady state and the
transient will be very different and make detection of low severity faults more diffi-
cult.The removal of the 3rd and 4th cumulants do not seem to have any significant
negative effect on the KPIs. This is not surprising as the only fault induced change
in any signal’s steady state is a stationary offset, which would not be observable us-
ing those features, making them obsolete. In general, the same trend continues even
here, SVM seems to perform the best and decision tree the worst. We can see that
on average both LR and SVM fulfil the outlined requirements even with a single
day of training data.

In section 4.4, it is shown that 4 signals is enough to detect and isolate the se-
lected faults. Again, both LR and SVM fulfil the requirements (with 5 days of train-
ing data) while the decision tree performs significantly worse. For 1 day of training
data only SVM could achieve the scores above minimum KPIs. After changing
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regularization to L1-regularization, LR succeeded even for 1-day training data. Fur-
thermore, figure 4.4 shows that as few as two signals are sufficient for detection
of fouling in both the evaporator ("evaporator LTD" and "condenser LTD") and the
condenser ("expansion valve" and "condenser LTD"), while charge loss requires at
least 3 ("condenser LTD","subcooling" and "expansion valve"). The plots also show
that this problem is linearly separable explaining the high KPI values when using
simple linear models. We believe though, that this is only a symptom of the provided
dataset (which is further discussed in 5.3) and the complex problem that Carrier is
facing can not be solved that easily.

Furthermore, section 4.5 for simultaneous faults shows that SVM is able to iso-
late the faults. The simultaneous fault data shown in table 2.2 consists of one fault
being either at nominal level or the lowest severity while varying the other two from
low to high. It seems that no combination of two faults has the same effect on the se-
lected 4 signals as the third fault, for example, charge loss together with condenser
fouling does not have identical symptoms as evaporator fouling. This problem is
still linearly separable as can be seen by the high accuracy results in table 4.13.
SVM results demonstrate a marginal improvement with this test dataset, which is
assumed to be a result of a larger training dataset as well as that the faults at much
higher severity levels (than in the case with OAT tests) are also included now in the
test data.

5.2 Dataset

Most of the time of the work in the thesis was spent on analyzing and trying to
understand the data. The first weeks were dedicated to discussions about which
chiller models would be used, what faults should be simulated and how much data
was reasonable to have for training a machine learning model. While setting data
requirements, the dataset has gone through a number of iterations. This was partly
because of a model change, the introduction of additional signals, or bug fixes in the
simulations. Verification of simulated data is quite challenging as it requires a good
understanding of the chiller and despite some gathered knowledge about a chiller’s
basic functioning, we could not be sure that the data, we worked with, accurately
represented data from a real chiller.

Another uncertainty is the implementation of faults in the simulations. Carrier
does not have a lot of experience simulating faulty data and the models themselves
are not made for that purpose. Although there are dynamic changes in the transient
during chiller start-up, the faults mostly result in static offsets for different signals.
This is also one of the reasons why the focus shifted towards the analysis of steady-
state data as well as the removal of higher-order cumulants.

As mentioned in section 2.4, the incoming water temperatures were fetched
from a real chiller to be used as inputs to the chiller model. This induced some real-
ism into the simulated data and gave us some day-to-day variation. This variation,
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however, was very minimal, as most of the days came from the same month, and
all but 4 are during summertime. Additionally, all of the data was from one chiller
and there were no variations in climate or capacity in the data. This means that the
algorithm may be rather over-fitted to this specific data. The algorithm may succeed
in the detection and isolation of faults for this specific chiller but would suffer big
losses in performance if tested on at another time of year or another chiller. How-
ever, some thought has gone into trying to make the algorithm more generic and
applicable. Such as, for example, the use of the LTD signals which are differences
between two other signals, and therefore the steady-state data does not vary a lot
with the load.

It has to be mentioned that there are scenarios where data from a healthy system
may be classified as fouling. For example, the LTD signals that we use in classifica-
tion of each fault will increase in value when the water flow to the heat exchanger
is decreased. This will result in similar symptoms to fouling and would likely trig-
ger an alarm. However, as these situations are not present in the dataset, they are
not considered by the machine learning model. Consequently, the false alarm rates
presented in the results are likely to increase significantly if the FDD algorithm is
to be applied to a real chiller.

Due to time constraints, the algorithm’s sensitivity to noise was not investigated,
but it is not unlikely that the performance may decrease with the introduction of
noise. We believe however that, because of how the algorithm is implemented, the
effect that white measurement noise has on the features can be minimized. By in-
creasing the window size and/or sampling frequency, the mean value of white noise
should approach zero as the amount of data points per window increases. On the
other hand, other types of noise, like bias in sensor due to some drift of calibration,
may require more complex and non-linear machine learning models to solve this
problem.

5.3 Machine learning models

The decision tree was chosen as the first pilot model as being one of the most inter-
pretable machine learning methods. This method was trained first on data, simulated
from another type of the chiller, and it was not determined yet if it would be the final
version of data. After the performance scores did not meet the baseline on that par-
ticular training dataset, it was decided to test another supervised machine learning
method - random forest. Random forest is an ensemble method, that uses multi-
ple trees for prediction. The output is then selected by a majority vote of the trees’
output during training. When decision trees become deeper, they tend to overfit,
meaning high variance. In this case, random forest should reduce variance by build-
ing a bunch of trees using just some part of the training dataset for each tree. Most of
the ensemble methods usually can significantly boost the performance of the model,
but they become more like black boxes. Due to the loss of interpretability and also
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rather high demand for computational time, the random forest was excluded as one
of the possible machine learning methods.

As the problem formulation refers to a multiclassification task, four different
classes were defined, representing a normal operation, fouling in the evaporator,
fouling in the condenser, and charge loss. After training the model on some days
from data, the first tests were done on another day, that the model has never seen
before. A confusion matrix was used for performance evaluation and in the begin-
ning, it had four different classes on both axes. Two KPIs, accuracy and false alarm
rate, could be easily estimated with the help of Scikit learn functions and from the
confusion matrix. The problem occurred with the isolation metric as having only
one classifier for different faults did not allow us to see if the faults were isolated
from each other. At that point, the idea of using three classifiers, each for certain
fault detection, was developed. Multiclassfication problem transformed into three
binary classification problems. While data simulation was still in the development
stage, literature research was done on machine learning algorithms in order to find
the most suitable ones for this task. According to several studies of fault detection,
using the machine learning approach, one of the most common and powerful tools
for pattern recognition was found to be support vector machine [Han et al., 2011].
It has been shown that SVM is a rather simple and robust model for fault detection
problems. Moreover, SVM uses less memory because it stores only support vectors
(that are formed by only part of the data) to make decisions and therefore it is faster.
The performance of SVM model, constructed with a linear kernel, should give com-
parable results to logistic regression because the last one is also a linear classifier.
SVM can also be extended with a non-linear kernel function if the problem occurs
to be non-linear. The decision tree was noted to be prone to a decrease in perfor-
mance for small training datasets. Still, it was decided to have this model as the
third one in order to compare the performance scores with the other two parametric
machine learning models: logistic regression and support vector machine.

5.4 Feature selection

The LMTD signals were believed at first to be important inputs to the FDD al-
gorithm, but after some initial testing, it was clear that its response to the faults
was very similar to that of the corresponding LTD signal. While LMTD signals re-
quire some relatively complex calculation as can be seen in section 2.3, the LTD is
a simple subtraction and is already being calculated on-site for diagnostic/control
purposes. This has led us to make the decision to only use LTD in the reduced signal
list instead. However, this similarity in signal behavior may be a characteristic of
this specific chiller system and may not be applicable to different chillers. In that
case, LMTD can be used as a general method. Other signals that have very similar
behavior to the LTD signals are refrigerant temperatures at different parts of the
chiller. These are called "T suction" and "T condensing" and are noted as important
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features in tables 4.2-4.8. When simulating data, the setpoint i.e. the leaving water
temperature is held constant and the LTD becomes refrigerant temperature minus a
constant value. But this is only a symptom of the way that the data was generated
and should not be applied to a real system.

Changes in the opening of the expansion valve are also an indicator of variations
in refrigerant flow and this might serve as a sign of fouling presence in the evapora-
tor: when suction pressure drops, the expansion valve will open more to allow more
refrigerant to the evaporator.

Another replacement of signals for the purpose of practicality was made in the
subcooling case. As seen in tables 4.6-4.8, the most important features for charge
loss include a signal named "cond.rellevel", which stands for the level of refrigerant
in the condenser. This signal, however, is both expensive and difficult to measure
accurately in a real chiller, as the refrigerant level in the condenser is often disturbed
by the falling droplets of the condensing refrigerant. Instead, subcooling signal is
used, as it is dependent on the number of wet tubes in the condenser (described
in section 2.3), which gives us indirect information about the approximate level of
refrigerant there.
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6.1 Future work

As discussed in section 5.3, we consider the dataset to be the biggest uncertainty.
All the samples in the dataset come from the same chiller meaning that FDD al-
gorithm based on such data is unlikely to work on every other chiller, especially
because they are usually built to order. Therefore, similar work should be done on
a broader dataset, one that has more variance and can more accurately describe the
problem that Carrier is facing. Such a dataset would have to include noisy data from
chillers that differ in parameters, location, and the season they operate in to repre-
sent the variation of different units as well as their load. Generating a dataset would
undoubtedly be time-consuming, but it probably could be one way to ensure FDD
algorithm’s applicability to real chillers.

We believe that there is still a lot of work to be done by analyzing the transient
part of the data i.e. the chiller start-up. As faults seem to induce some change in
the transient of the signal, it may be advantageous to train the algorithm on the
dynamics of the transient instead of the of steady-state. If successful, this approach
may provide FDD algorithm that is less sensitive to the operating conditions of the
chiller. For a short time period we have attempted to implement this by calculating
and using the covariance between every signal of the same window as features (as
mentioned in section 3.1), but ultimately went with steady-state analysis after being
unable to produce satisfactory results. However, this result is in no way definitive
and further study with more sophisticated methods should be performed.

6.2 Conclusion

In the end, we were successful in implementing an FDD algorithm that fulfills the
requirements outlined in section 1.2. The developed algorithm consists of three bi-
nary identifiers, one for each fault: fouling in the evaporator, fouling in the con-
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denser, and charge loss (refrigerant leakage). It was shown in chapter 4 to achieve
an accuracy score of above 95%, less than 5% false alarm rate as well as having low
latency. The following conclusions can be drawn as the answers to the questions
asked in section 1.2 :

• Dataset that was used in the thesis was shown to be linearly separable, and
simple linear models could successfully be applied to solve the task.

• SVM performed the best and was the most consistent machine learning model
out of the three. LR was comparable in performance, but a little more sensi-
tive to small training datasets, while the decision tree was generally under-
performing.

• The number of signals required for isolation of these faults was reduced to
just 4.

• On average as little as a single day of operation (approximately 8 hours of
steady-state data) was shown to be enough training data for SVM to reach the
requirements.

These results, although promising, should not be accepted as the solution to the
problem that Carrier is facing: developing a universally applicable FDD algorithm.
The authors are skeptical that the dataset, which this thesis was based on, represents
the full scale and the complexity of the problem. The situation out in the field is very
complex, mainly because chillers are made and set up to order. This means that the
different parameters can vary widely between different chillers, and that any FDD
algorithm developed only considering a single chiller is unlikely to perform well.
Therefore, it is impossible for us to decisively answer the questions concerning the
broader problem. Nevertheless, we believe that some results from this smaller, less
complex problem can still be of use. The 4 final signals were all chosen with the
physics and ease of measurement in mind, and therefore should be applicable to
chillers of similar type. Additionally, the performance evaluation of machine learn-
ing models should still apply, and we think that SVM should serve as a base for
continued work in this area. SVM has shown to be a quite robust model and with
the help of the kernel functions, it can also solve non-linear problems, that are likely
to occur with future dataset iterations. To conclude, it is our hope that this thesis has
provided some degree of useful insight to the team at Carrier and that it can serve
as a good foundation for future studies.
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