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Abstract

One of the first results in classical computability theory was establishing the undecid-
ability of the halting problem. In this thesis we will prove an even stronger version in
the internal logic of the effective topos; more precisely in its full subcategory Mod(K;)
of modest sets internal to assemblies Ass(X;). We will do this by proving that the
diagonal halting set K is creative with our new definition. Our notion of creativity
is classically equivalent to Post’s and Myhill’s definition, but importantly, it contains
recursive content. The moral lesson is that if we do computability theory in the effective
topos, the proofs turn out to be more constructive and in the spirit of what one intended
to begin with.
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Introduction

The conclusion is inescapable that
even for such a fixed, well-defined
body of mathematical propositions,
mathematical thinking is, and must
remain, essentially creative.

Post

An analytic treatment of computability theory in a classical model for set theory
inevitably leads to leaning heavily towards informal proof methods. They are of course
partially justified by the empirical evidence provided by the works of Turing, Church
and Kleene among others [8, 19, 22]. But informal methods are mainly used to avoid
cumbersome details involving Godel numbers to be able to get to the core mathematical
ideas without having to deal with routine manipulations. This calls into question the
appropriateness of the mathematical universe in which these ideas are encoded.

A suitable mathematical universe turns out to be Hyland’s effective topos Eff [5].
Here, all functions are recursive or computable so that no reference to an external model
of computation is necessary. Synthetic or axiomatic treatment of computability theory,
pioneered by Bauer among others [1], allows us for instance to talk about recursively
enumerable sets as just the (effective) sets, which are enumerable. In this sense, the
synthetic approach reveals the mathematical structures without the encoded ‘noise’.
What is more, both the objects and morphisms between them carry constructive data in
the effective topos. It therefore captures the essence of computability theory in which
not only the results, but also the proofs are uniformly effective.

Our aim in this thesis is mainly to demonstrate how to translate results of com-
putability theory in the classical world to the world of the effective topos. A certain
amount knowledge of computability theory, logic and category theory is required
to this end. To make the work self-contained, we avoided shortcuts and redid the
proofs presented. In Chapter 1 we present two models of computation, discuss the
encoding scheme and reproduce the classical result of the undecidability of the halt-
ing problem. Chapter 2 serves as a bridge to the effective topos where we also give
an account of its internal intuitionistic logic. Finally, Chapter 3 culminates in a syn-
thetic proof of Myhill’s theorem, which is our main contribution. At the same time,



the Curry-Howard-Lambek correspondence: formulae-as-objects, objects-as-types and
proofs-as-morphisms, morphisms-as-algorithms is loosely explored.

Notation: The set of natural numbers IN starts at 0. When the domain of compre-
hension is clear we simply write { x | ... }. We write X for a tuple of appropriate length
(x1,...,x,). The Kleene equality = used in the first chapter is defined in section 2.3.
We will we will use A-notation whenever convenient. The reader not familiar with
A-calculus can think of it as a prefix notation for ‘maps to’, viz. Ax.f(x) can be taken
to mean x — f(x). See section 2.3 for a reference of untyped A-calculus with partial
application. Otherwise, we use standard notation that can be found in the references.



Chapter 1

Classical Computability Theory

This chapter will serve as a brief introduction to recursion theory or computability
theory in the classical world, where the topics covered are only relevant to the chapters
to come. The broad idea is to identify a class of (partial) functions that coincide with
our intuition of an effective procedure: a deterministic finite procedure carried on in
a discrete stepwise fashion with finite input and output. We study some properties
of this class and establish the undecidability of the halting problem in a strong sense.
The books by Roger [19, Chapters 1-7, 11] and Soare [22, Chapters 1-2] are our main
references for this chapter.

1.1 Formal characterisations of algorithms

We begin by presenting Turing’s characterisations of algorithms as it gives the most
intuitive notion of an effective procedure carried out by a calculating agent with an
infinite supply of ink and paper.

Definition 1.1.1. A partial function A — B is a pair (S, f) with a subset S C Aand a
function f: S — B.

A partial function generalises the notion of a function by allowing at most one
output.

Definition 1.1.2 (Turing). A Turing machine M consists of a two-way infinite tape
divided into cells and a mechanical reading head containing a Turing programme P
controlled by a partial map

0: QxS —>SxDxQ.

Here, O = { q,q1,---,qu }, n > 1 denotes a finite set of internal states of the machine,
S = {B, 1} (blank or 1) represents the symbols on each cell and D = { L, R } (left or right)
gives the direction in which the reading head moves.
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We view 9 as a finite set of quintuples (g, s, s’, x, ¢") where machine M in state q

reads symbol s;

changes the symbol s to §’;

moves the reading head one step either to x = L or x = R;
switches internal state to ¢’.

Ll e

Any finite set of quintuples may determine a programme P if every pair of quintuples
differ in the first or second position. This consistency criteria restricts the machine in
performing two or more courses of actions at once. The input (x;, x,, ..., xx) € IN" are
represented by (x; + 1), 1 < i < n consecutive 1’s separated by a blank cell. The machine
starts at the initial state ¢; on the leftmost 1 as shown in fig. 1.1. If the machine reaches

Reading head ) Turing programme P

Current internal state —— \q1

Figure 1.1: A Turing Machine M in an initital state with input (2, 1).

the halting state q, after a finite number of steps, we say that M halts and the output
integer is the number of consecutive 1’s on the tape. A programme P determines a
partial computable function f: N" — N, n € IN and we say that f(x, ..., x,)| converges
if machine M halts for programme P on input (x, xs,...,x,) € IN". Otherwise, it is
said to diverge f(xi,...,x,)1. A programme that determines an everywhere divergent
function is given in fig. 1.2.

1BR BiL B1L
(&) ™

Figure 1.2: A program for the completely undefined function f: @ — IN.

Recursion is an integral component in many of the basic procedures we deem
algorithmic such as factorial, exponentiation or sorting. Another way of formalising
the notion of an effective procedure is in terms of recursion. We will obtain the class of



partial recursive functions as a counterpart to the functions computable by a Turing
machine.

Definition 1.1.3 (Gddel). The class of primitive recursive functions C is defined induc-
tively as the least class of functions N" — IN,n € IN containing

(i) the constant functions C!'(xy,...,x,) = ¢ with ¢,n € IN;
(ii) the successor function S(x) = x + 1;
(iii) the projections U (xy,..., %) = x;,1 < i < m;
and closed under

(iv) composition such that for a k-ary function h € C, and n-ary functions gy, g, ..., & € C,
the function

flxr, e, x0) = h(gi (g, o %), o (15 0n 5 X))
is in C;
(v) primitive recursion such that for a (n — 1)-ary function g € C, and (n + 1)-ary

function h € C, n > 1 the function f described by

FQ0, %, ..., %) = g2, .0, X)),
f(xl + 1’x2)"'5xn) = h(xl,f(x15x25 oo :xn)5x2; "':xfl)

isin C. (For n = 1, a 0-ary functions is taken to be constant and therefore in C by
schema (i).)

Proposition 1.1.4. Let D denote the class of functions for which there exists a sequence
of functions fi, ..., f,, with f, = f,n € N such that for eachi < n, f; € C by (i) — (iii) or
directly obtainable from some f;, j < i by (iv) or (v). Then D coincides with C.

Proof. The class D is closed under schemes (i) — (v) and contained in every class of
functions closed under (i) — (v). [ |

Such a sequence is called a derivation of a primitive recursive function f in C.
Consider for instance multiplication recursively defined as,

(1.1.1)

M(0,y) = 0;
M(x+1,y) = M(x,y) + y.



A derivation of multiplication could be as follows,

filx) = U, (x) (iii)
f(x) = 5(x) (if)
f(x1, x5, x3) = Uzg(xla Xz, X3) (iii)
falxr, x0,x3) = fo( f5(x1, X3, x3)) (iv)
£5(0, x,) = fi(xz)

0+ 1,x) = filx, fi(x1, x2), x2) (v)
fsGer, %2, x3) = U (o1, %2, x3) (iif)
FrOcr, %0, x3) = f5(f(xrs X, x3), fo(01, X2, %3)) (iv)
fs(x) =0 (i)

[00,x) = fi(x)

folxi + 1,x2) = (1, fo(x1, x2), x2) v)

f(xlaxz) = fg(xhxz)

where the applied schema are indicated to the right. Note that fs(x;,x;) = x; + x,,
indeed there is a derivation of addition f; ... f; as one would expect from eq. (1.1.1). Fig.
1.3 expresses fs equivalently as a Turing computable function. A list of basic primitive

11R

Figure 1.3: A program P for Axy.(x + y).

recursive functions can be found in [8, §44]. An important one is the prime enumeration
function,

p(i) = the (i + 1)™ prime number. (1.1.2)



Let po, p1,-.., Pi» ... be an effective listing of the prime numbers. The fundamental
theorem of arithmetic states that each n € IN has a unique representation,

n=ppytpre, (1.1.3)

where all but finitely many n; are zero. It follows that the prime factor representa-
tion eq. (1.1.3) is primitive recursive. The idea is to use the prime factor representation
to assign a unique code to syntactical objects such as derivations of primitive recursive
functions. For instance we assign to each symbol such as function symbols, parenthesis,
variable symbols and numerals a unique natural number, which we then code up accord-
ing to eq. (1.1.3). To give a concrete example, let us encode scheme (iii) independently
in the following way:

U x o _ ~ () ,
3 57 9 11 13 15 17 19

Then the instance UZ(x;, x,) = x; becomes

U o ooA ( X s oX ) = X

93 3273" 527375“ 713 | 115 | 1310 172735 1915 | 2317 | 295

where o works as a successor for the variable symbol x and digits for sub- and superscript
numerals _ and ". We can code up Turing programmes in a similar way. For more details
see [19, §1.4] or [8, §52, §56]. For this encoding to be meaningful we would like it to be
effectively invertible, viz. given a number we would want to retrieve the syntactical
object it represents. It can be shown that the prime exponent function,

n; ifn > 0;
n); = 1.1.4
(n) {0 ifn=0, ( )

is primitive recursive for a fixed i > 0 [8, §45], which acts as a componentwise inverse
to the numbering.

Definition 1.1.5. The above encoding scheme is known as Gédel numbering and we
take it to be the canonical numbering of the theory.

Every primitive recursive function may be derived in a finite number of steps from
an application of schema (i)-(v). Thus we could make a listing, viz. a surjective mapping
from the set of natural numbers N to the class of primitive recursive functions C via
the Godel numbering. In principle we could device an algorithm that lists all primitive
recursive functions of one variable. Suppose such a listing exists and let f, denote the
function determined by the (n+ 1) derivation Q, in this list. Now consider the function
g defined as,

gx) = filx) + 1. (1.1.5)



Evidently, g is computable in the unrestricted sense: to compute g(x), find Q, in the list
and retrieve the derivation to compute f,(x) and add one. However, g is not primitive
recursive. For suppose towards a contradiction that g = f,, for some x, € N, then
fro(x0) = g(x0) = fr, (%) + 1, which is impossible by S(x) # x. This is an example of
a proof by Cantor’s diagonalisation method. The argument suggests that the class of
primitive recursive functions is not exhaustive.

Definition 1.1.6 (Kleene). The class C of partial recursive functions (p.r) is the least
class closed under schema (i)—(v) of definition 1.1.3 and

(vi) unbounded minimisation such that for a partial recursive (n + 1)-ary function
g € C, the function f described by

FOe, e x0) = pylgley, o X N=1 A (Vz < Y)[g(xy, .0 X0, 2= 1]]
isin C.

Remark 1.1.7. In general, Kleene’s p-operator pyR(xy, ..., X,, y) gives the least y such
that the predicate R(xy, ..., x,) holds or equivalently py[ y(xi, ..., X,, ¥) = 1], where y is
the characteristic or representing function of the predicate R,

1 if R(xy, ... X0, Y);

. (1.1.6)
0 otherwise.

x(xt, o X0, y) = {

A predicate is said to be primitive recursive if it possesses a primitive recursive character-
istic function. To give an example, the characteristic function of the equality predicate
x = y is given by sgn|x — y| and is primitive recursive [8, §45].

To see why we cannot repeat the same argument, fix a p.r function g and an input
x. Compute g(x,0), g(x,1),... in order and do not proceed to the next unless g(x, z)
converges. If there is a least y such that g(x, y) converges and is equal to 1, output y.
Otherwise, proceed forever. Thus there may be inputs for which f(xi, ..., x,) diverges.
We can therefore no longer diagonalise out of the class of partial recursive functions C
as f,(x) may be undefined. The price we pay is that { n € IN | ¢, is total } is no longer
decidable. We make precise what this means in section 1.3.

Church’s lambda calculus is yet another variant of formalisation for algorithmic
procedures. What these models of computation have in common is content of the
Church-Turing thesis. We summarise it here as fact.

Fact 1.1.8 (Church-Turing thesis).

(i) The proposed formal characterisations of algorithms are shown to define the same
class of partial functions and there exists a uniform effective procedure for translating
a set of finite descriptions of one characterisation to another. For reference see for
example [8, §68 — §69].
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(ii) Partial functions that coincide with our intuitive notion of algorithmic functions are
shown to have formal descriptions, which provides strong empirical evidence that
this class of partial functions is sufficiently inclusive.

(iii) These characterisations are in the above sense the correct classification of our informal
notion of algorithms.

The techniques developed in establishing the above points allow us to to give
informal proofs, which we can think of as pseudo code that with some effort can be
implemented in one of the models. This ‘proof technique’ is known as proof by Church’s
Thesis and asserts the validity of a proof independent of the degree of formality.

It is a remarkable fact that these characterisations are only equivalent up to the class
of functions they define in the classical world. The different notions of computability
turn out to give rise to two distinct realizability topoi, the world they model [7, 15].

In light of Church-Turing thesis the following definition is unambiguous.

Definition 1.1.9. Let P, denote the set of instructions associated with with the code
e € N in the fixed listing of all sets of instructions. We call e the index or Godel number
of P,. Let ¢ denote the partial recursive function of n variables determined by P,. We
call ¢, total recursive or simply recursive if it converges for every input.

Note that the Gédel numbering allows us to uniformly effectively go from an index
to a programme and vice versa. The following is another coding scheme that is useful
for encoding k-tuples.

Definition 1.1.10. Define a bijective primitive recursive coding (—)®: IN¥ — IN,k > 0
inductively as follows:

(1) (=)D = Ax.x;
(ii) <_>(k+1) = Axp o X {0, -~~,xk>(k), xx+1>(2),

where (—)?: N® — N is Cantor’s pairing function (x,y) ~ %(x +y)(x+y+1)+x.

Let recursive functions nfk), s n,Ek) denote the componentwise inverses of (—)®, that is

for all z, (#P(2), ..., n,gk)(z»(k) = z. The superscript is dropped whenever the context is
clear.

Proposition 1.1.11. Let ¢ be partial recursive functions of one variable, then

(i) ¥ = Ax; .o xe.d((xq, .., X))

is a partial recursive functions of k variables. Let y© be a partial recursive function of k
variables, then

(i) ¢ = 2zy®PEP(2),..., 7P (2)),

11



is a partial recursive function of one variable. Moreover, the association in (ii) is inverse to
the association in (i).

Proof. Immediate by pairing in definition 1.1.10 and Church’s Thesis. For given ¢
construct ¥® as in (i). Now define ¢’ as in (ii). Then

¢'(2) =y PP (), ..., 10@) = p(rP(2), ..., 1P(2))) = $(2);

and similarly

‘;V(xl, ---,xk) = gb((x1, cees xk))
= YOO Cer, ooy 1))y o, IO (1 s %))

= l//(k)(xl, e X3 [ ]

1.2 Some standard results

We will formulate a few important results that will be used readily throughout the
coming section.

Proposition 1.2.1. There are exactly X, partial recursive- and recursive functions.

Proof. There are at least 8, recursive— and therefore partial recursive functions as all
constant functions are recursive by Church’s Thesis. By Godel numbering there are at
most 8, partial recursive— and therefore recursive functions. [ |

Proposition 1.2.2. There exist functions which are not recursive.
Proof. Follows from diagonalisation. [

The following result, makes precise the distinction between an effective procedure
and mapping yielded by an effective procedure; a function may have multiple algorithms.

Lemma 1.2.3 (Padding lemma). Each p.r function has R, distinct indices.

Proof. We give an informal proof. Let a p.r function ¢, be given. Let { q,...,qn }
be the internal states of the program P, associated with ¢.. Add for each k € N the
extraneous quintuples (¢m+1, 1, 1, R, Gmr1)s -+ » (Gmak+1s 1, 1, R, Gmkr1)- The partial function
determined by the new program P, is unchanged as none of the states g1 can be
entered. [ ]

Remark 1.2.4. The Padding lemma allows for the following useful construction. Define
a recursive function t’ such that

(1) Az-gbt’(x,y)(z) = Az-gbx(z);

12



i) y=zy = t'(x,y) =t'(x,y),

by constructing successively larger Godel numbers for the same partial recursive func-
tion. Then define a function t inductively as follows:

(i) (0,0) = '(0,0);
(ii) suppose t(x’,y’) is defined for all (x’, y’) < (x, y), then set t(x,y) = t/(x, z),

where z = pw[(V(x’, y’) < (x, y)[t'(x,w) # t(x’,y")]]. Notice that ¢t is also recursive
as no two consecutive iterations of w can yield equality by construction of #. That is to
say, if t'(x, w) = t(x’, y") then it implies that t'(x,w + 1) # t(x’,y’) for a fixed (x/, y’),
hence z is always defined. Thus, we get the desirable properties

(1) AZ-th(x,y)(Z) = AZ-¢x(Z);
(i) [x #x'ory =y | = tlx,y) =t(x",y).

Theorem 1.2.5 (Kleene normal-form theorem). Fix k € IN. There exist fixed primitive
recursive functions p, t, of one and k + 2 variables respectively, such that for all e,

¢ = Axy ... xe.p(uylte(e, xi, ..., x, ) = 1]). (1.2.1)
Proof. Define a function s of k + 3 variables by,
1 if P, on input X yields an output y,

s(e, X, y,s) = in fewer than s steps of the computation; (1.2.2)

0 otherwise.

The encodings in the description are all primitive recursive and definition by cases
for mutually exclusive predicates is primitive recursive, which gives that s is primitive
recursive. Define two primitive recursive function ¢ = 1y.(y + 1)p and p = Ay.(y + 1);.
Finally let t; be,

b = Aexy.si(e, x, p(¥), q(y)), (1.2.3)

which is primitive recursive by definition 1.1.3. The theorem follows, for an even more
formal proof see [8, §58]. [ ]

The next theorem asserts the existence of a universal machine that can simulate any
instructions for a partial recursive function of lower arity. Intuitively, if we think that all
the k-ary partial recursive functions are listed in one column, then all the information
of that column, can be found in a single cell of in that entire numbering.

Theorem 1.2.6 (Enumeration theorem). There exists an e such that for all y, x; ..., x,

¢e(y’ X1seens xk) = ¢y(X1, X2, eues xk)

13



Proof. The theorem follows immediately from theorem 1.2.5:

Y, X1, x0) = plpzlte(y, x1, .0, X6, 2) = 1)) = ¢, (X, .0, X5,
By Church’s Thesis, { has an index e. [ ]

Definition 1.2.7. A function f of k variables is one-one if, for every y, there is at most
one k-tuple (xy, ..., x) such that f(x;,...,x) = y.

The next result is also known as parametrization theorem and is in spirit the converse
of the previous theorem.

Theorem 1.2.8 (s-m-n theorem). For every m,n > 1, there exists a one-one recursive
function of m + 1 variables such that for alle, y,, ..., Y,

Axy ... xn.¢§m+")(y1, v Vo Xy ve s X)) = ¢§;)(e,yl,‘..,ym)' (1.2.4)

Proof. Informally, let Pyn.y,...y,) on input X find P, and run it on input (¥,%). Hence,
sy is recursive by Church’s Thesis. The function can be altered to a one-one function
S = ey ... Ymt(ST(e, Y1, - s Ym)s (€ V15 oo » Ym)), Where ¢ is the recursive function defined
in remark 1.2.4. A formal proof can be found in [8, §65]. [ |

Corollary 1.2.9. There exists a recursive function g of two variables such that for all x, y,

AZ.Pox)(2) = 2.9, (2). (1.2.5)

Proof. By Enumeration theorem there exists a universal machine /(x, y) such that

n(x,y,2) = Y(x, (¥, 2)) = $x(¢,(2)).

By Church’s Thesis, the function 7 is recursive and has an index e say. It follows by
s-m-n theorem that

¢sf(e,x,y)(z) = Ue(xa Y, Z) = ¢x(¢y(z))
Now define g(x,y) = s%(e, x, y). The result follows. [ |

1.3 Undecidability of the halting problem

In this section we will show that there is no effective decision procedure that would
give us a priori knowledge of whether an arbitrary machine on an arbitrary input would
halt. That is, the halting problem is unsolvable.

Definition 1.3.1. A set A is called recursive or decidable if it possesses a recursive
characteristic function,

xalx) = {1 e (1.3.1)

0 otherwise.

14



Intuitively, a set A is recursive if we can uniform effectively decide its members.

Definition 1.3.2. A set A is called recursively enumerable (r.e) or semidecidable if it
is the domain of a partial recursive function. Let the r.e set with Gédel number e be
denoted by,

W, = dom ¢, = {x| ¢e(x)i }. (1.3.2)

By the Padding lemma, there are also infinitely many indices for a recursively
enumerable set.

Remark 1.3.3 (Dovetailing). We give a description for a useful construction that allows
for simultaneous computation of possibly infinite inputs for a fixed p.r function ¢,, or
for a fixed input x the simultaneous computation of possibly infinite p.r functions. In the
first stage, perform one step of the computation of ¢,.(0) (or ¢(x)), in the second stage
perform the second step of ¢.(0) (or ¢(x)) and first step of ¢.(1) (or ¢;(x)). Continue
the pattern as in fig. 1.4, where ¢, (x) denotes s steps in the computation of ¢.(x) and
Pe0(x)1. These diagonal procedures are known as dovetailing.

$e1(0)  he2(0)  @e3(0)  @a(0) - Bo1(x)  o2(x)  Pos(x)  Poalx) -
¢e,1(1) ¢e,2(1) ¢e,3(1) ¢1,1(x) ¢1’2(x) ¢1,3(x)
$e1(2)  ¢e2(2) $2.1(x)  aa(x)
/'
¢e,1‘(3) . ¢3,1(x)

Figure 1.4: [llustration of dovetailing for inputs (left) and p.r functions (right).

Theorem 1.3.4 (Listing theorem). A set A is r.e if and only if A = @ or it is the range
of a total recursive function . Moreover, n can be found uniformly in an index e for a
nonempty r.e set A.

Proof. Let A = dom ¢, and define a function  recursively by running the dovetailing
procedure. Set,

(e, 0) = first y such that (3s)¢.(y);

first y such that (Ely)y<x+1 [¢e,x+1—y(y)l* A (VW <x+ 1)[¢e,x+1—y(y) * l//(ea W)]]a

Viex+1)= {g&(e, 0) otherwise,

(1.3.3)
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where x + 1 is viewed as the diagonal stages in the dovetailing procedure. By Church’s
Thesis ¢/ is a partial recursive function. Indeed, whenever A # @, then n = Ax.y/(e, x)
is total and A = 5(IN) uniformly in e. Note that each x € A is listed exactly once with
exception for 1(0).

Conversely, if A = @ then it is the domain of the completely undefined partial
recursive function Ax.(1). If A # @, then A = p(IN) with 5 recursive. Now define
¥ = Ax.p(py[n(y) = x]), which is partial recursive by Church’s Thesis, then it is clear
that A = dom ¢. [ |

It is in the sense of the Listing theorem that A is enumerable.

Theorem 1.3.5. A set A is r.e if and only if it possesses a partial recursive characteristic
function,

Palx) = {1 fxea (1.3.4)

1 otherwise.

Proof. Let A = dom ¢, for some p.r function with index e. Then we have that

1 if e(x)l;

1 otherwise,

Yalx) = {

is the desired p.r function by Church’s Thesis. The converse is immediate: we have that
A = dom ¢4, where ¥/, is p.r by definition. [

It is in the above sense that A is semidecidable. Intuitively, our decision procedure
is always limited to a partial answer as negative ones have a waiting time of forever.

Proposition 1.3.6. If A is r.e and  is p.r, then " '(A) and y/(A) are re.

Proof. Suppose A = dom ¢, for some e. It is clear that y ' (A) = dom ¢.i/. The result
follows from corollary 1.2.9. We give a description of a partial recursive function whose
domain is the image of A under . For an input x, check if ¢.(x) converges and only
then dovetail ¢/ on all inputs y and check if it converges and is equal to x, otherwise
undefined. By Church’s Thesis this defines a partial recursive partial whose domain is

Y (A). [ |
Lemma 1.3.7. If A is recursive, then A is recursively enumerable.
Proof. Let ya be the characteristic function of A. Let ¢ be a partial recursive function

defined by,
1 if yalx) = 1;
OE -
1 otherwise.

Clearly, A = dom ¢.. [
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Theorem 1.3.8 (Post). A set A is recursive if and only if A and A are recursively enumer-
able.

Proof. 1t is immediate that if A is recursive, then its complement A is recursive; set
xa(x) = 1 — ya(x). The result follows by lemma 1.3.7.

Conversely, suppose A = dom ¢, and A = dom ¢, for some e and r respectively.
Define the recursive function

f(X) = ﬂs[¢e,s+1(x)‘l« \ ¢r,s(x)l«]~

We are effectively dovetailing ¢, and ¢.. Now x € A if and only if ¢, () (x)|, thus A is
recursive. |

Next we show that the converse of lemma 1.3.7 does not hold.
Definition 1.3.9. Let K = { x | §,(x)| } = { x | x € W, } denote the diagonal halting set.

Theorem 1.3.10. There exists a recursively enumerable but not recursive set, and K is
such a set.

Proof. Let ¢.(x, y) be the universal partial function of two variables from theorem 1.2.6.
Then K = dom ¢ with ¢(x) = ¢.(x,x). Suppose towards a contradiction that K is
recursive. Then we have that K is recursive, and therefore recursively enumerable by
theorem 1.3.8. Let K = W, for some x. It follows by definition of K and every choice of
x that

xeEKe=xeW, <= xecK <= x¢K,

which is impossible. We conclude that K cannot be recursive. [ |

While the class of recursive sets is closed under complementation, theorem 1.3.10
shows that the class of r.e sets is not. We are now in a position to take on the halting
problem, which is encoded in the following way.

Definition 1.3.11. Let K, = { (x, y) | ¢.(y)| } denote the halting set.
Corollary 1.3.12. The halting set K, is r.e, but not recursive.

Proof. Indeed K, = dom ¢ with ¢((x, y)) = ¢.(x, y) in the Enumeration theorem 1.2.6.
Note that x € K if and only if (x, x) € K. Thus an effective decision procedure for K,
would imply the decidability of K, a contradiction. [

The above proof gives an indirect technique for determining solvability of new
problems by reducing a known unsolvable problem such as K to them. We can intuitively
think of a problem being reducible to another if testing membership for the latter is not
harder than the first.

Definition 1.3.13. Let A and B be sets.
(i) Write A <,, B to mean A is many-one reducible (m-reducible) to B if there is a

recursive function f such that f(A) C B and f(A) C B;
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(ii) and write A <; B to mean A is one-one reducible (1-reducible) to B if there is a
one-one recursive function f such that f(A) C B and f(A) C B.

We write <, to refer to reducibility in general. Note that above condition is the same as
stating (Vx)[x € A < f(x) € Blor A= f!(B).

Proposition 1.3.14. The following are basic properties of reducibility:
(i) <, is reflexive and transitive;
(ii)) if A<, B then A <, B;
(iii) if A<, Bthen A<, B;
(iv) if A<, B and B is recursive, then A is recursive;
(v) if A<, B and B is recursively enumerable, then A is recursively enumerable.

Proof. In (i) transitivity follows from the fact that composition of recursive-and one-
one functions is recursive- and one-one respectively. For reflexivity take the identity
function Ax.x, which is recursive. Part (ii) is immediate by definition and (iii) follows
from the fact that in Set, a set it equal to its double complement, so we can use the same
f. Suppose yz is the recursive characteristic function of B in (iv), then y4 = yzf. It
follows by the proof of proposition 1.3.6 that A = f~'(B) in (v) is r.e. [ |

Proposition 1.3.15. Let Tot = { x | ¢, is total} and K; = {x | W, # @}, then K <, Tot
and K <, K, and are therefore not recursive.

Proof. Define ¢ by,

1 ifxeKk;

1 otherwise.

Y(x,y) = {

By Church’s Thesis ¢ is p.r with index z, say. Then by an application of s-m-n theo-
rem 1.2.8 we have that /(x,y) = ¢)(¥) = @si(z,x)- Therefore,

x €K = ¢pr)=Ax.(1) = f(x)€Tot (f(x)€K;); and
x€K = ¢y =Ax.(1) = f(x)eTot (f(x)€K).

Hence if Tot or K; were recursive then proposition 1.3.14 would render K recursive,
which is impossible by theorem 1.3.10. [

Remark 1.3.16. As K| is not decidable, the converse statement in theorem 1.3.4 cannot
be proved uniformly effectively in an index for an r.e set A. In fact, these two notions
do not coincide in &Eff.
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It follows from (v) in proposition 1.3.14 that if K <, A then A is not recursive or
recursively enumerable. Not only is Tot undecidable, it is not even semidecidable.

Proposition 1.3.17. We have thatK <, Tot.

Proof. We do this through a simple of dovetailing procedure. Define

T if ¢x,s (X)l,;

Vs )= {1 if s (O -

It has an index z, say, by Church’s Thesis. Through an application of s-m-n define
f(x,s) = s%(zp, x,5). Then g = Az.f(m,(2), m,(2)), is a recursive one-one function of one
variable by proposition 1.1.11, where /(x, s, y) = ¢g((x, 5)(). Then it is apparent that,

z€K = ¢, =Ax.(1) = g(z) € Tot; and
z€K = ¢, =x.(1) = g(z) €Tot. [ ]

We next show two important closure properties of recursively enumerable set.
Recursively enumerable sets are closed under infinite union and finite intersection
indexed by a recursively enumerable set. Note that finite sets are r.e: we can just give a
finite description of a partial recursive function with that domain.

Proposition 1.3.18. Let I be a possibly infinite recursively enumerable set and F a finite

set, then | JW, and (| W, are recursively enumerable.
nel neF

Proof. For a fixed x run a dovetailing procedure on partial recursive functions ¢, with
n € A. The process will terminate if and only if there an n such that ¢, (x)} in some

steps s. Thus [ W, is the domain of such a partial recursive function by Church’s Thesis.
nel

Similarly, dovetail the finite collection of partial recursive functions ¢, with n € F, the

process will terminate if and only if every ¢, (x) converges for some s. Thus (| W, is
neF
the domain of such a partial recursive function by Church’s Thesis. [ |

Remark 1.3.19. Intersection of r.e sets under an r.e index is not necessarily r.e. In-
tuitively, we can think of it as the dovetailing procedure to be in vain as possibly an
infinite number of steps s will still have to be checked. So, even if there is an answer
or the intersection is nonempty, we would have to wait forever. We give an explicit
construction. The set { x | ¢, (n)| } is r.e. as it is the domain of /(x) = ¢.(x, n) with ¢,
the universal machine described in theorem 1.2.6. Yet,

ﬂ{ x| ¢i(n)l } = Tot, (1.3.5)

nelN

which is not r.e by proposition 1.3.17. In fact, we have shown failure of closure under
infinite intersection indexed by a recursive set.
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K is in a rather strong sense nonrecursive. Namely, that it in a sense has the highest
degree of unsolvability among the r.e sets.

Definition 1.3.20. A set A is r-complete with respect to <, if
(i) Ais recursively enumerable;
(ii) (VB)[B recursively enumerable = B <, A].
Proposition 1.3.21. The sets K, K, and K; are r-complete.

Proof. Let B be any recursively enumerable set, then B = W, for some e. It is immediate
that x € W, if and only if (e, x) € K, thus Kj is complete. It suffices to show that K, <, K
by transitivity; define

1 if ¢n1(x)(7r2(x))l«;

1 otherwise,

Ylx,y) = {
then ¢ has an index z, by Church’s Thesis. A tacit application of s-m-n theorem yields
that ¥ (x,y) = ¢4 (y). We have,

x €Ky = ¢s) = Ax.(1) = ¢s0(f( = f(x) €K; and
x €Ky = ¢s) = Ax.(1) = ¢po(fON = f(x) €K.

Again, K| is r-complete by transitivity and proposition 1.3.15. [ |

Definition 1.3.22 (Dekker). A set P is said to be productive if it possesses a productive
partial recursive function ¢ such that

(VO[W: CP = [y(x) A ¢Y(x) e P-Wi]]

The set K, on the other hand, is not recursively enumerable in a very strong sense as
well. We are saying that P is not recursive and moreover there is a uniformly effective
proof of this fact in: for every x, the function /(x) gives a counterexample.

Proposition 1.3.23. The set K is productive.

Proof. Let {y = Ax.x. Note that the identity function is recursive. Then given an x, if
W, C K then ¢,(x)t and thus x € K — W, trivially. [ |

Proposition 1.3.24. The following are basic properties of productive sets:
(i) if P is productive then P is not recursively enumerable;

(ii) if P is productive and P <,, A, then A is productive.
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Proof. Part (i) is immediate by definition. Let ¢/ denote the product p.r function for P
and let P <,, A via f with fixed index z,. Suppose W, C A, then Wy = f'(W,) C
f7'(A) = P by productiveness and by proposition 1.3.6, where h(x) = g(x, z;) from
corollary 1.2.9. It follows that h(x)| and yh(x) € P — Wy(,. Thus f is witness that
fYh(x) € Aand fyh(x) ¢ W, by Wiy = f(W,). Hence fi/h defines a productive p.r
function for A. u

Thus Tot is productive.

Proposition 1.3.25. A set P is productive if and only if P has a recursive productive
function p.

Proof. Let i be a partial productive function of P. Define

1 ifg(x)l;

1 otherwise.

n(x,y) = {

By a usual application of s-m-n and Church’s Thesis, we have that n(x, y) = ¢..0().
Taking domains we get,

W,

{Wx if ()L
(x) =

@ otherwise.

To define p, dovetail ¢/ on inputs g(x) and x and take the output to be the first to
converge. The function p is total as @ C P, thus there will always be an output.
The converse is immediate by definition. [ |

Definition 1.3.26 (Post). A set C is said to be creative if
(i) C is recursively enumerable;
(ii) C is productive.
Thus K is creative. There is an equivalent characterisation.

Proposition 1.3.27 (Myhill). A set C is creative if and only if C is recursively enumerable
and there exists a unary partial recursive function u such that

VO)W,nC=0 = [u(x){ A ulx)¢W,uCl]]. (1.3.6)
Proof. Immediate by writing out the definitions and using the same p.r function. N
Proposition 1.3.28. The following are properties of creative sets:
(i) if C is creative then C is not recursive;

(ii) if C is creative and C <,, A, then A is productive;
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(iii) if A is m-complete, then A is creative.

Proof. Part (i) follows from theorem 1.3.8 and the fact that C is productive and thus
not r.e by definition. Recall from proposition 1.3.14 that C <,, A implies that C <,, A,
and thus (ii) follows from (ii) of proposition 1.3.24. For (iii) it suffices to show that A is
productive as A is r.e by definition. But A is m-complete, so in particular K <, A. The
result follows by part (ii). [ |

The content of Myhill’s theorem is the converse of (iii) in proposition 1.3.28. Before
we can prove that creative sets are complete, we need to establish a few results that are
interesting in their own right.

Theorem 1.3.29 (Fixed point theorem). For every recursive function f there exists an n
such that

P iy (x) = ().
Such an n is called a fixed point of f.

Proof. Define a partial recursive function ¢ by,

P(u,x) = {%u(u)(x) if gu(w)l;

0 otherwise.

By s-m-n theorem 1.2.8 we have that /(u,v) = @gu)(x) = ¢g(,u)(x), where 2, is an
Godel number for ¢ by Church’s Thesis. Then fg is recursive with an index v say. As
¢, = fgis total, ¢,(v) so that

P15 (%) = P4,0)(X) = Py0)-
Thus take n = g(v) as the desired fixed point. [ |

The proof of the first recursion theorem is quite odd. It looks like a diagonal
argument, but it fails. Imagine an infinite matrix with rows R; = { @4,w) }uen. The
diagonal is precisely D = { @y, () }uen With ¢,y = Ax.(1) whenever ¢,(u)?. Yet we fail
to generate any indices beyond those that already exist as

D= { ¢¢u(u) }ue]N = { ¢g(u) }uelN = { ¢¢e(u) }ue]N =R..

This is due to the strong properties of S that recovers the data. Now it is clear that
R, = { ¢4,u) buen =1 Pfgw) Juew and D must coincide on (v, v).

Corollary 1.3.30. For every recursive function f there exists an n such that
Wity = W
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Proof. Immediate by the the first recursion theorem 1.3.29. [ |

Corollary 1.3.31. There exists an n such that
W,={n}

Proof. Define a function ¢ by,

1 ifx=y;

1 otherwise.

Y(x,y) = {

By Church’s Thesis and the usual application of s-m-n we have that /(x,y) = ¢5x)(y)
so that for all x, W) = { x }. Then theorem 1.3.29 asserts the existence of an n such
that W, = Wf(n) ={n} |

In fact the first recursion theorem has the property that we can find n uniformly in
a Godel number for f whenever f is total.

Proposition 1.3.32. There exists a recursive unary function n such that for any z, if ¢, is
total, then
Pp.n2) = Prca)-

Proof. Let f = ¢,. By corollary 1.2.9 we can obtain a Godel number for fg in the proof
of theorem 1.3.29 uniformly from z. Let ¢,,) = fg, then define n(z) = gv(z) as the
desired recursive function. [ |

Actually by padding the indices, viz. defining i(z) = t(v(z), z), with t in remark 1.2.4
we can get n to be one-one. In order to prove Myhill’s theorem, we need to establish a
stronger version of the Fixed point theorem, which is parametrised.

Theorem 1.3.33 (Kleene’s second recursion theorem). For each k, there exists a recursive
function n of k + 1 variables such that for any z, if $**V is total, then for all x,, ..., x;

P n(zx1, )t noi) = Pt
Proof. Define a partial recursive function i by,

U(u,x,y) = { ¢¢u(u,f) if ¢, (u, X)|;

1 otherwise.

By s-m-n theorem 1.2.8 we have that (1, X,y) = ¢yuzx = P, 5> Where z; is a
Go6del number for ¢ by Church’s Thesis. Let v be a recursive function such that v(z) is
a Godel number for the total recursive function ¢,(g(u, x), X), then ¢,,)(v(2), X)|. Now
define n(z,x) = g(v(z), x). This is the desired fixed point, for

D450 00 = P00 = Pev(2)7)- u
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Theorem 1.3.34 (Myhill). A set C is creative if and only if C is complete.

Proof. We will show that K is a kind of lower bound for productiveness, viz. K <,, P
for any productive set P. Fix a P, then by proposition 1.3.25 it possesses a productive
recursive function p. Define

1 ifg,(Ml A plx) =z

1T otherwise.

Y(x,y,2) = {

A tacit application of Church’s thesis and s-m-n yields /(x,y,2z) = @ ¢(x,)(z). Taking
domains we get,

[ty tyex
Joe) %) otherwise.

Theorem 1.3.33 asserts the existence of a recursive function n such that

{p(n(x))} ifxeK;

Wn(x) = Wf("(x)’x) - {@ otherwise

It follows that

x €K = Wyn=0 = p(n(x)) € P; and
x €K = Wy ={p(n(x))} = p(n(x)) ¢ P =Wy = Wy £P = p(n(x)) € P.

Thus C is creative implies K <,, C. The desired result follows from (ii) and (iii) of
proposition 1.3.14, and proposition 1.3.21. |
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Chapter 2

Crossing Over to the Effective Topos

2.1 Intuitionistic logic in the language of categories

Intuitionistic logic is a logic of constructive mathematics, where a proposition is not
taken to have an intrinsic truth-value unless an explicit proof of it has been constructed
and an object exists only when its proof also exhibits a way to find it. The former leads
to the rejection of the law of excluded middle as a principle that should universally hold
for every proposition. On these grounds, proofs by contradiction must also be rejected
as we shall see. We begin by studying Lambek’s axiomatisation of intuitionistic logic in
which proof theory is put in the syntactical framework of objects and arrows following
the book by Lambek and Scott [11]. A more standard treatment can be found in the
following book by van Dalen [3]. We derive the usual rules of propositional calculus,
which hold intuitionistically.

Definition 2.1.1. A graph G is the data (X, Y, s, t) consisting of a set of arrows (oriented
edges) X and a set of objects (nodes) Y and a pair of functions s,t: X — Y assigning to

each arrow f its source s(f) = A and target t(f) = B, denoted by A L Bor f: A— B.

To a logician a directed multigraph with loops, in which reflexivity and transitivity
of entailment is captured, is of particular interest. We call such structures deductive
systems.

Definition 2.1.2. A deductive system D is a triple (G, 1, o) consisting of a graph G such
that for each object A there exists an arrow 1,: A — A, and for each pair of arrows
f: A—> Band g: B— C thereisanarrow go f: A— C.

We view the objects of the deductive system as formulas and arrows as proofs or
deductions. In the proof f: A — B, we call A the antecedent, B the consequent, and f the
witness of entailment. Operations on arrows are seen as inference rules and specified
arrows as axiom schema. We will follow the custom of denoting composition g - f by
juxtaposition g f.
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By further imposing additional structure with binary operations and A, or v and
implies =, and specified objects true T and false L we can capture the full intuitionistic
propositional calculus. Thus, as in the definition for a deductive system we insist that
for each object certain arrows exist, viz. for each operation there are introduction
rules I, which show how formulas can be derived and elimination rules E, which show
how formulas can be used to derive others. We summarise the above in the following
definition.

Definition 2.1.3. The following are axiom schema and rules of inference for intuition-
istic propositional logic:

R1. A (Taut)
ALB BAC
R2. ; (Cut)
A e
R4a. AAB E) A (/\El)
R4b. ANB 2} B (AEp)
cha 4B
Rdc. = o = (AD)
cL¥ AAB
Ra. (B=A)AB25 A (=E)
ArBL
R5b. ANBDE (=1)
A i) B=C
R6. W (EFQ)
R7a. A ﬂ) AV B (VII)
R7b. B m} AV B (VIp)
R7c. (VE)

(A:C)A(B:C)ﬁ(AVB):C

Axiom schema of classical propositional logic:
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RS. (DNE)

A= 1)=1-5A

The rules R1.-R4 and R1.-R5. constitute a conjunction- and a positive intuitionistic
calclulus respectively.

Composing operations on arrows give rise to derived rules. We say that an inference
rule is admissable whenever there are proofs of the premise, there is a proof of the
conclusion. We can therefore admit these rules without changing the specified rules of
the calclulus.

Lemma 2.1.4. The following derived rules of inference are admissable.

ALB c&bD

(2.1.1)
fng
ANC — BAD

/
B>C (2.1.2)

IA:>f

A=B— A=C

ALB c&D
D=>Ag—=>f>C=>B

(2.1.3)

/
A= B (2.1.4)

T—A=2B
T4 Ao B

I (2.1.5)
A— B

Al,c BS

AvB L& o

f g

AvCﬂBvD

¢ (2.1.6)

Proof. We give an illustration of the first derived rule.

71,/
ey ANCZES A AL B k) ANC=5C 5D
(Cut) (Cut)

frasp &7Thn

ANC — B A/\C—)D(

(frap, 74 p)

ANC —> BAD
Let f Ag = (fmap, gm) ), now we can abbreviate the above derivation to the
inference rule (2.1.1). We will only define the remaining rules. It is straight forward to
retrieve the derivation from the definition. Nextset 1, = f = fep 4, from which it follows
that g = f = e5p((1p = f) A g). Define name of f as™ f' = frra and application as
f' = ega(foa, 14). The last two derived rules are thus givenby [ f, g] = (£{5(" f 7, "g™))
and fv g=[kgpf, kKzp&l- [ ]

Al)
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Note how implication is tied to adjunction in definition 2.1.3 as opposed to negation
and disjunction in the classical case. For instance, modus ponens (=E) resembles the
counit of adjunction. Indeed, we can derive what resembles the unit of adjunction,

A B = (ANB) (2.1.8)
where n45 = 1445. Conversely, given (2.1.8) and (2.1.2) we can replace the transpose
(rule R5b.) in definition 2.1.3 by letting f = (14= f)nap. Next, we derive a few familiar
rules of propositional calculus.

Lemma 2.1.5. The following proofs are valid in intuitionistic propositional calculus for
each object. The subsequent arrows are pairwise converse.

ANT 25 A (2.1.9)

4w (2.1.10)

TS A eaT(lT=4, OT=4) A (2111)

AT A (2.1.12)
Ao T (2.1.13)
TEQA:T (2.1.14)
AnL T (2.1.15)
T (2.1.16)
1=>A5T (2.1.17)
T A (2.1.18)
?EEZVI (2.1.19)
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Ay g Dol (2.1.20)

It is possible to derive absurdity from contradiction,

AN(A= 1) eLA(TA pcsy> TAA=L) N (2.1.21)

and double negation introduction (DNI) is a valid rule.

ATY s s TAA=L) 2.1.22
A&AHA,A Ta AL (Ao 1) o1 ( )

Proof. The proof is in the pudding. [

Lemma 2.1.6. Distributivity of conjunction over implication is a valid rule of intuitionistic
propositional calculus.

C=(AAB)— (C= A)A(C = B) (2.1.23)

(C=AA(C=B)—»C= (AAB) (2.1.24)

Proof. The first derivation is given by (74 gearsc, ) pearsc) and the derivation of the

second arrow is given by (eac(7(c=anc=p) A 1), EB}C(ﬂ'(/C:, =B N 10)). [ |

Lemma 2.1.7. Commutativity and associativity of conjunction is a valid rule of intuition-
istic propositional calculus.

(AANB)—> BAA (2.1.25)
(AAB)AC 25 AN(BAC) (2.1.26)

ANBAC) 2 (ANBYAC (2.1.27)

Proof. Commutativity is given by (1), 5, 74 5). Associativity is given by,

Aape = (], /o)) and tricall
ABC = \TTABTTANB,C> \TTp BTTAAB,C> Tanp,c//s A1A Symmetrically

ajq,B,c = ((TaBnc, ﬂB,Cﬂ-//A,B/\C>’ ”é,c”;\,BAc>~ u

Lemma 2.1.8. Exportation is a valid rule of intuitionistic propositional calculus.

(AAB)=C—> A= (B=0) (2.1.28)

A= (B=C)»(AAB)=C (2.1.29)
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Proof. Let a be defined as in lemma 2.1.7, then the first proof is given by ec a\s(an)—c 45,
and the second follows by ec p(ep~ca A 1 B>“;§=>(B=>C), e [ |

Lemma 2.1.9. Conjunction distributes over disjunction in intuitionistic propositional
calculus.

(ANC)V(BAC) 225 (AVB)AC (2.1.30)

(AVB)/\CE\&(A/\C)V(B/\C) (2.1.31)

— ’ ’ — 7
Proof. Define 5A,B,C = [KA,B/\1C) KA,B/\1C] and set 5A,B,C = g(A/\C)\/(B/\C),C[KA/\C,B/\Ca KA/\C,B/\C]'
|

For the sake of brevity we introduce a new notation for negation.
Definition 2.1.10. For each formula A, define —A = A = 1, read not A.

Lemma 2.1.11. The following two rules are derivable in intuitionistic proposition calculus:

TAS A (2.1.32)

oA S —A (2.1.33)

Proof. For the first proof replace the instance A by —A in (2.1.22). The following deriva-
tion yields the converse.

(Taut) 1A — A (ON) A — —A .11)
—ANA > T—AATA (=E) ——AANAN—"TA > L
—ANA—> L

(Cut)

=D
|

Lemma 2.1.12. The converse of (VI) in definition 2.1.3 is a valid rule of intuitionistic
propositional calculus,

(AVB)=C->(A=C)A(B=0) (2.1.34)

and thus De Morgan’s law hold.

—~(AV B) > “AA-B (2.1.35)

—“AA-B— —(AV B) (2.1.36)

Proof. The converse is given by (k45 = 1¢, k), 3 = 1¢). Now replace the instance of C
by L in (VI) in definition 2.1.3 and similarly in (2.1.34) to obtain De Morgan’s law. W
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Lemma 2.1.13. Disjunctive syllogism is a valid rule of intuitionistic propositional calculus.

(AVB)A(B= 1)—> A (2.1.37)

Proof. Let 6 be the arrow defined as in lemma 2.1.9, then the derivation of the above

arrow is as follows [14, 0al(map=y V (€15 TG 1, TBB=1)))0ABB=1- [ |

Proposition 2.1.14. In the presence of rules R1 — R8, the classical axiom (DNE) can be
replaced by the law of excluded middle (LEM) T — AV (A = 1) for each object A.

Proof. The following derivation shows that LEM follows from DNE. We split the deriva-
tion into two parts for the sake of presentation.

2135) (AV-A) > AA—A (2125 CTAATA > mAA-A

Cu
AV -A) > —Anr—A (Co0 cn mAR-AS L
-(Av-A) > L
“(Av-A)—> L -
T—--(Av-4) ©Np) —(AV-A) > AV-A

Cut
TS AV-A (Cut

Conversely, we have that DNE follows from LEM by the following derivation.

@LEM) T —>AV-A  (Taw) ——A > 1A L)
TA=A— (AV-A)A——A T @3 (AV-AAA - A

T—o>—-1"A= A

(Cut)

(2.1.5)
[ |

In the previous chapter, we used the term uniformly effectively to mean different
things. For instance in remark 1.3.16 it meant that the disjunction was undecidable.
Intuitively, truth is taken to carry some data and some amount of ‘work’ must be done to
establish existence. The Brouwer-Heyting-Kolmogorov interpretation of intuitionistic
logic makes this precise [3, 5.1].

Definition 2.1.15 (BHK interpretation). Let ¢ be a sentence of Heyting arithmetic. We
say that e proves ¢ if e verifies ¢ by an explicit construction. Define inductively,

(A) eproves ¢ A if and only if e is a pair (n, m) such that n proves  and m proves ¥;

(V) e proves ¢ V ¢ if and only if e is a pair (n, m) with n € IN such that either n = 0
and m proves ¢ or n = 1 and m proves ¥/;

(—) e proves ¢ — ¢ if and only if e is a construction that converts every proof n of ¢
into a proof e(n) of ;
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(L) no e proves L;
and introduce quantifiers over a domain D of objects for which,

(V) e proves Vx.¢(x) if and only if e is a construction such that for each n € D, e(n)
proves ¢(n);

(3) e proves Ix.¢(x) if and only if e is a pair (n, m) such that n € D and m proves ¢(n),
where n is the numeral for n.

When the verifying objects are partial recursive functions ¢, and the domain of
quantification is the natural numbers IN, we obtain Kleene’s notion of recursive real-
izability. For a historical account see Kleene’s paper [9]. We understand by e I ¢
that there is a partial recursive function with index e, which realizes ¢. Note that
e F —¢p = ¢ — 1 if and only if #.(n)1 for every realiser n of ¢, that is there cannot be
a realiser n of ¢. From this point of view, rejecting double negation elimination is a
sensible choice. For suppose e - =g, then ¢, converts every proof n of =¢ to a proof
of L, thus the domain is empty. Such a realiser n would itself convert every proof m of
¢ to a proof of L, again there are no such m. All we are saying is that there cannot be a
construction that converts a proof of ¢ to a known contradiction, but this is far from
an explicit construction for verifying ¢ itself. It simply lacks constructive content. A
comprehensive list of intuitionistically valid rules can be found in [3, 5.2.1].

A topological interpretation of intuitionistic logic due to Scott [21] gives another
natural reason to why double negation elimination may not necessarily hold for all
objects.

Definition 2.1.16. Let Open(X) denote the lattice of open subsets of a topological
space X. To each formula A assign an open set [A]] € Open(X). Then define,

[4nB] = [4] n [B];
[Av 5] = [4] v [B];
[~A] = Int(X — [A]);
[A - B] = Int((X — [A]) u [B]);
[vx.pG)] = Int (Vo] ):

neD

[3x.0(0)] = | Jle("n ],

neD

where "n''is the name of n in the formal language and D a given domain.

It follows from the definition that [-—=A] = Int(X — [-A]) = Int(X —Int(X —[A])) =
Int(CI([A])) 2 [A].
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2.2 Categories with an internal logic

In this section, we give a sense of how there can be an internal logic when appropriate
structures are imposed on deductive systems.

Definition 2.2.1. A category is a deductive system satisfying
El. f1,=f =13f;
E2. h(gf) = (hg)f,

forall f: A— B,g: B—> Candh: C = D.

Every deductive sytem can be made into a category D/~ whose objects are the
formulas of D and whose morphisms are equivalent classes of proofs over a suitable
equivalence relation, which is compatible with the axiom schema and rules of inference.
For instance (ii) prevents us from differentiating between the following two proofs:

AL B BL5C B5c chbD
h
At e chD o = ADB BED
h
Ah(gf) D A(g)f D

The point that proofs differ unessentially from each other is much like the fact that
there may be infinitely many algorithms that implement a given function.

Definition 2.2.2. A bicartesian closed category is a category and an intuitionistic
propositional calculus satisfying

E3. f =04,
forall f: A—>T;
Eda. map(f, &) = f;
Edb. 7} 5(f, &) = &
Edc. (maph, ) gh) = h,
forall f: C > A, g: C > Bandh: C - AAB;

E5a. Ec)B<777-'A,B’ ”1/4,3> = f;

E5b. ecp(gman, Thp) = &
forall f: AAB—> Candg: A— (B=C);

Eé6. f = 0Oy,
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forall f: 1L — A;

E7a. [f, glkas = f;

E7b. [f, glkhp = &

E7c. [hxap, hx) 5] = h,

forall f: A->C,g: B—>Candh: AVB — C.

Each calculus given by rules R3.-R7. in definition 2.1.3 give rise to a corresponding
category. A conjunction calculus generates a cartesian category, equationally presented
in E1.-E4. and similarly, the equations E1.-E5. present a cartesian closed category
whose counterpart is a positive intuitionistic calculus. In terms of universal properties
E3. for instance, expresses that T is the terminal object 1 and E5a, b. asserts the existence
of exponential objects A? such that given products and an evaluation map ¢, for any
f: Ax B — C there exists a unique transpose f: A — CP such that the following
diagram commutes:

A AxB
75 7“85 f (2.2.1)
CB CBXB T> C

Then E5b. ensures that the mapping C(A x B,C) — C(A,CP) is bijective. Here, a
suitable equivalence relation would be one that for example includes the assertion
f~g = f~gforall proofs f and g.

It turns out that one can obtain the usual connectives, introduce quantifiers and
do n-valued logic and in a bicartesian closed category. The details are given in a paper
by Lambek [10]. To illustrate what constitutes an internal logic in such a category, we
give an example from this paper. Define 2 = 1 + 1 and interpret morphism p: 1 — 2
as propositions or truth-values. Define specific morphism true T: 1 — 2 and false
1:1— 2with T =k;; and L = k{,, not to be confused with terminal and initial objects
in the category. Then negation is the morphism —: 2 — 2 described by = = [1, T] and
conjunction is the morphism A: 2x2 — 2 described by A = [—, L] so that pAq = [p, L]q.

However, we will need more than a classical internal logic. Indeed, an in-depth
explanation would require studying more broadly topos theory. For completeness we
state the definition of an elementary topos according to Lawvere [12] and explore some
of its elementary features below.

Definition 2.2.3. An elementary topos £ is a category which
(i) is cartesian closed;

(ii) is finitely complete and cocomplete;
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(iii) has a subobject classifier Q.

Definition 2.2.4. Let C be a category and A an object of C. A subobject of A is an
isomorphism class of monics into A. Let Monic(A) be the full subcategory of C/A whose
objects are monics, then sub(A) denotes the class of isomorphism classes of Monic(A).

In Set subobjects of a set A are precisely its subsets. Indeed, monics X = Aand
Y 5 A are isomorphic in Monic(A) if and only if they have the same image [14, 5.1.40].

For suppose they are isomorphic, in Set this corresponds to having a bijection X EN Y
such that mf = m’ and m’ f~' = m and thus m’(X) = mf(X) = m(Y). For the converse
define f: x = m™'(m(x)) which is well-defined and bijective as m, m’ have the same

image and are injective. Now suppose the category C also has pullbacks, then it is easy

to see that A’ EX A induces a morphism Sub(A) S, Sub(A); [m] — [m],

g1 .5

A — A
as monics are preserved under pullback. In Set this just amounts to the inverse image
S” = f71(S). By the pasting lemma for pullbacks, we can see that Sub: C® — sets
defines a functor. If the category in addition is well-powered, viz. for each A we have that
Sub(A) is small, then the category is said to have a subobject classifier if the functor Sub is
representable [14, 6.3.26]. Namely, there is a choice of object Q and natural isomorphism

such that Sub = C(—, Q). Equivalently, a subobject classifier is a monic true 1 .. Q

such that for any subobject of A there exists a unique characteristic morphism A 450
such that the following following square forms a pullback [16, L.3.1].

In other words, monics or rather isomorphism classes of monics into A are in one-
to-one correspondence with characteristic morphisms A — Q. The object 2 is up to
isomorphism the subobject classifier in Set and indeed subsets S of A are in one-to-one

correspondence with characteristice functions A EENY
Analogously to remark 1.1.7 we can express a predicate R — A via its characteristic

P
morphism A 2 Q and take morphism 1 — Q to be truth-values. We can thus derive
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the usual connectives, as was done above, albeit in terms of universal properties; for

example
0 —2* 51 1 — 51 O—>2 41
Do[ T 1 T (T,T{ T
1 --—-- iniaininks Q Q-3 Q QxQ B ek Q

and forget about the archery and operate as if we were using set theory. We could
therefore say that subobjects are generalisations of subsets, but the subobject classifier
is a much more powerful tool than what it appears to be in Set.

Consider the category of graphs Grphs, where the objects are graphs G as defined
in definition 2.1.1 and morphisms are functors F mapping nodes to nodes and edges to
edges. Then the notion of a subobject is the familiar notion of a subgraph. Consider
the red arrow in fig. 2.1 below. It is obviously not included in the ¢, yet its source
and target are. In the right setting we can fine-tune our answer to account for such

g

Figure 2.1: Graph ¢ is a subobject of G in Grphs.

subtleties. In Grphs the subobject classifier is up to isomorhpism a graph that takes
into account the five cases for source, edge, target and the two cases for nodes [13], see
fig. 2.2. Now, we can instead of simply asking if something is or is not true, ask more

Q
1
:I:\\\‘~\ (//

Figure 2.2: Subobject classifier in Grphs.

complicated and interesting questions like where is it true or how true is it. In Eff, we
even require that there be proof of a simple membership problem.
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Similar to how the notion of subobject generalises subsets, the power object P
generalises the notion of powerset. This is more complicated and we will not describe
it here, but in the same way in which P(X) = 2% in Set, internally QX functions as
the powerset. In £ff, the subobject classifier is Q = P1. True 1 and false 0 are its
elements, but unlike the classical world these are not its only elements. Nor is it true
that there are elements that differ from both 1 and 0, much like Q in Grphs, except
not as dicrete. Another way to describe it is Q = (P(N), [p «— q]) with non-standard
equality P(IN) x P(N) — P(IN); (p,q) — [p <— q] as sets, where <— is in the sense
of Kleene in definition 2.1.15. The resulting internal logic of the effective topos is
higher-order intuitionistic logic with a built-in notion of uniformly effectively in the
sense of recursive realizability. This of course is a massive simplification, but good
enough for the purposes of this thesis.

2.3 Partial combinatory algebras

In this section, we take a more abstract view of the models of computation and study
the so called Schonfinkel algebras (A4, ., i, k, s) with a closure property crucial to logic.
We establish this combinatory completeness and introduce our model of computation
following van Oosten [18, Chapter 1] and Longely [15, Chapter 1].

Definition 2.3.1. A partial applicative system (pas) is a nonempty set A equipped with
a partial binary operation . : Ax A — A.

We call the map (a, b) — a.b application and denote by the juxtaposition ab the result
of applying a to b. As we will see, the application map is not necessarily associative.
We adopt left-association and write abc for (ab)c whenever unambiguous.

For elements a,b € A, the term ab may not denote an element of A. The following
definition provides a formal distinction between elements of A and terms over A.

Definition 2.3.2. Let A be a pas and let V be an infinite set of variables. Define the set
T(A) of terms over A to be the least set such that

(i) ACT(A);
(ii) V C T(A):;
(iii) ift € T(A) and t’ € T(A) then (') € T(A).

We understand by t(xy, ..., x,), the term ¢t whose variables are among x, ..., x, € V.
Let t,t’ be terms and x a variable. We write t[t'/x] to mean the term obtained by
substituting ¢’ for x in t. We write t[a/X] instead of t[a, /x, ..., a,/x,]. A term is called
closed if no variables occur in it. We establish a relation between closed terms and
elements of A.
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Definition 2.3.3. For a closed term tla, read t € T(A) is defined and denotes an element
a € A, is the least relation such that

(i) alaforalla € A;
(i) (¢t')a if and only if there exists b, ¢ € A such that t|b, t’|c and bc = a.

If there exists an element a € A such that t|a, we simply say that t denotes and write
t}. We write t1 if ¢ is undefined. Strict equality on closed terms is such that t = ¢’ if and
only if t,¢" are both defined and denote the same element. Clearly, if t|a and t|b then
a = b. The Kleene equality t =’ says that if either ¢ or ¢’ denote then t = t’. Let t,¢’ be
terms with variables in x, ..., x,. Then in general, we write

t if tla/x|{;

l / : [f/f” o 3.1
t=t" if tla/x]=1t[a/x]

for all substitution instances a, ..., g, € A.

Definition 2.3.4. A pas A is combinatory complete if for any n € IN and any term
t(x1, ..., X,+1) there exist an a € A such that for all a,,...,a,,; € A

(1) aa,...a.l;
(i) aa;...ans; = tla/x].
A pas A is called a partial combinatory algebra (pca) if A is combinatory complete.

Proposition 2.3.5. If A is a pca then there exist element s,k,i € A such that for all
a,b,ce A

(i) kab = a

(ii) sabl
(iii) sabc = ac(bc).
(iv) ia = a

Proof. Suppose A is combinatory complete. Take for k, s and i an element of A satisfying
the conditions of definition 2.3.4 for the terms t(x;, x;) = x3, t(x1, X2, x3) = x7x3(%2%3)
and t(x;) = x; respectively. Then we have that for all a,b € A kab = a, but a always
denotes. Conditions (ii), (iii) and (iv) follow in much the same way. [ |

It is entirely natural to require an identity element, albeit (iv) in proposition 2.3.5 is
superfluous. Indeed i and skk are extensionally equal as for all a € A, skka = ka(ka) = a
and a| always. In fact, one can take skX for an arbitrary X € A as long as Xal [20].
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Typed combinatory logic corresponds to Hilbert-style axiomatic system. Curiously, this
gives another natural reason to choose k. For regard

Ak : (o = ¥ = o))
As:(p = (= ) = (0 = ¥) = (¢ = Y

as axiom schemes and function application as modus ponens, then skk corresponds
exactly to a proof of an instance of the identity with

s: (A= (A= B) = A) = (A= (A = B) = (A = A));
k: (A= (A= B) = A));

k: (A= (A= B));

skk : (A = A).

From now on we will use i and skk interchangeably.

Lemma 2.3.6. Properties of s and k extend to corresponding facts about terms just when
terms denote.

Proof. Follows from definition of s, k and (2.3.1). [ |

Lemma 2.3.7. Suppose A satisfies the conditions of the proposition 2.3.5. For any term
t € T(A) there exist a term Ax.t € T(A) whose variables are those of t excluding x such
that (Ax.t)l and (Ax.t)a = tla/x] for all a € A.

Proof. Define for every x € V and every t € T(A) a term Ax.t inductively on the structure
of t as follows:

(i) Ax.t =kt if t is a constant, a € A or a variable different from x;
(i) Ax.x =1i;
(iii) Ax.tt’ = s(Ax.t)(Ax.t").

The base case follows immediately by definition and the conditions of the proposition.
For the inductive step, suppose (Ax.t)}, (Ax.t')| and (Ax.t)a = t[a/x], (Ax.t")a = t'[a/x].
Then it follows by lemma 2.3.6 that

Axtt’ = s(Ax.t)(Ax.t)|;
(Ax.tt")a = s(Ax.t)(Ax.t)a = (Ax.t)a(Ax.t")a = tla/x]|t'[a/x] = tt'[a/x]. [ |

Lemma 2.3.8. Ift’| and x is not among the variables of t’, then (Ax.t)t’ = t[t’/x].

Proof. Follows by structural induction on t and lemma 2.3.6. [
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Remark 2.3.9. Notice that A is merely a meta-syntactic sugar. It is itself not part of the
formal expressions, T(A). A-abstraction is used as a way to avoid writing long terms
involving k and s. We write Axy.t to abbreviate Ax.(Ay.t). This can formally be done
by first translating Ay.t to a term ¢, then taking Ax.t’ to a term t”.

On the level of substitution, A-terms and terms may not agree, viz. that (Ay.t)[¢'/x]
and Ay.t[t" /x] are different, even if the pca is total. For instance, take t = x and t’ = ss,
then while (Ay.x)[ss/x] = k(ss), we have that Ay.x[ss/x] = s(ks)(ks) . The point is
that A distinguishes between the term and the constant the term denotes. It is the case,
however, that A is functorial with respect to substitution for constants and unbounded
variables, as long as we stay in the realm of A-terms. That is, given a term with variables
in x and y, by construction we get that

Ay.tla/x] = (Ay.t)|a/x]. (2.3.2)

just when Ay.t[a/x] denotes, but by lemma 2.3.7 it always does.
We will use lambda abstraction readily as it allows us to go to the level of terms
which always denote regardless of the terms denoting.

Lemma 2.3.10. Given a term t(xy, ..., X, Xy41, ... , Xnt1), there exists a denoting term
t = AXyyq... Xpe1.t With variables in x, ..., x, such that (Ax;...x,.t)a;...a, denotes and

((Ax1..%.0)ay...0,)ar 41 ... Aniy = t[@/X].

Proof. By our construction in remark 2.3.9 and lemma 2.3.7 it follows that the term £
with variables in x;, ..., x, denotes. Again, by repeated application of lemma 2.3.7 and
(2.3.2) we get that

(Axy..x,B)ay...a, = (Axy..x,.0)[a1 /x1])ay...a,

= (Axy..x t[ay/x1])as...a,

= t[a,/x1, ..., ar /%]
= (Axpyq.. Xp41.D)[a1 /x4, ... 0,/ %]
= AX 1. X1 t[ar /x4, ..., a0 /%]
denotes and thus
(AX1..%,8)a1...0,)ars1 ... Gnyr = (AXpi1.. Xpgrt[ar /%0, .., @)% )yt ... Gpan
= tla/x]. [ |
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Proposition 2.3.11 (Feferman). Let A be a pas. Then A is a pca if there exist elements
s,k € A satisfying the properties (i)—(iii) in 2.3.5.

Proof. Take t = Axy.. X001 L, say with no free variable. Hence all these A-abstractions
must denote an element, now that all the free variables are exhausted. It follows by
lemma 2.3.10 that it is precisely this element ¢ we want for the converse of proposi-
tion 2.3.5. |

Proposition 2.3.12. There exist constants p, p,, p1 € A such that for all a,b € A,

pabl, po(pab) = a, p1(pab) = b.

Proof. Let p = Axyz.zxy. It is clear by lemma 2.3.7 and (2.3.2) that pab = Az.zab
denotes. Have k denote ki so that kab = kiab = ib = b. Then define p, = Av.vk and
p1 = Av.k. Tt follows by lemma 2.3.8 that

po(pab) = pabk = (Az.zab)k = kab = a;
p1(pab) = pabk = (Az.zab)k = kab = b

forall a,b € A. n

We can therefore take p, p, and p; as a code for our pairing and projection operators.
We can further take k or likewise Ayz.y and k or likewise Ayz.z to act as our Booleans,
true and false. From here we can create ’if-else’ statements by identifying an element if
by Axyz.xyz with the property that for all a,b € A ifabl, iftrueab = a and iffalseab = b.
We can also simulate the natural numbers in a pca.

Definition 2.3.13. The Curry numerals in a pca A are defined as follows:

ol

1l
e

<y

S
+
—_
IIl
)
S

where p is the pairing operator.

The succ operator is thus described by Ax.pkx and the first projection, p, simply
gives a code for an iszero test. From which, we obtain a code Ax.if (iszero x)0(p;x) for
the pred operator.

Proposition 2.3.14 (Fixed point operators). There exist elements y,z € A such that for
alla, f € A,

yvf=fQf) zfl, (zf)a = f(zf)a.
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Proof. Let w = Axu.u(xxu) and define y = ww, then we get the desired result:
yf = wwf = (AxwuCex)wf = (Auu(wwi))f = fwp).
Similarly, let v = Axyu.y(xxy)u and z = vv so that
zf = (Axyu.y(xxy)uwv f = (Ayu.y(woy)u) f = Au. f(zf)u,

which always denotes. By another application of lemma 2.3.7 we have

(zf)a = (Au.f(zf)wa = f(zf)m

Proposition 2.3.15. The primitive recursive operator rec is in A with the property that
foralla, f € A
reca f0=a, recafn+1= fn(recaf n).
Proof. Let R = Arx fm.if (iszero m)(kx)(Ay. f(pred m)(rx f(pred m)i)) and use the fixed
point operator z to define rec = Ax fm.(zR)x fmi. We get,
recaf 0 = (Axfm.(zR)x fmi)af 0

= (zR)af 0i

= R(zR)af 0i

= if (iszero 0)(ka)(Ay.f(pred 0)((zR)a f (pred 0)i))i

~ kai = a;

and

recaf n+1=(Axfm.(zR)xfmi)af n+1

= (zR)afn+1i
= R(zR)af n+1i
= if (iszeron + 1)(ka)(Ay.f(predn + 1)((zR)af(pred n + 1)i))i
= (Ay.f(pred mF 1)((zR)af (predn ¥ T)D))i
= fa((zR)afTi)
= fn(recaf n)

as desired. u

Addition can now be easily expressed as add = Axy.rec x (k succ) y. There is nothing

inherently unique about the representation of the operators we have identified so far.
Rather, objects are determined by their relative behaviour.

Proposition 2.3.16. Suppose there are elements 0,1,... € A and succ’,rec’ € A with the
properties that foralla, f € A

suc W@ =n+1, rec’ af 0 = a, rec af n+1 = fi'(rec’ af ).

Then there exists elements ¢,d € A such that for alln cn =7’ and dn’ = 7.
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Proof. The elements ¢ = rec 0'(k succ) and d = rec’ 0(k succ’) do the job. [ |
Proposition 2.3.17. A pca A is trivial if and on if
(i) the application map is associative;
(ii) the application map is commutative;
(iii) k =s.

Proof. For (i), let A = { a } be a trivial pca. Then either aala or aa?. In either case,
(aa)a = a(aa). Conversely, associativity would imply that k = kkk = k(kk) so that for
alla € A, a = kak = k(kk)ak = k.

Commutativity is evident for (ii) in the case that A is trivial. It follows by commuta-
tivity that skk = ksk = s so that for all a € A, a = skka = (skk)kka = kka = k.

For part (iii) it is obvious that k = s if the pca is trivial. If k = s, then skk = kkk = k
from which it follows that for all a € A, a = skka = skk(skk)a = kka = k. [ |

Proposition 2.3.18. Suppose A is non-trivial and that the application map is not total.
Then there exist an element e € A such that for all a € A, eaf.

Proof. As the application map is not total, there exist elements b, c € A such that bct.
Then Ax.bc does the job: for all a € A, (Ax.bc)a = s(kb)(kc)a = kba(kca) = be. [ |

Recognise that this is the everywhere divergent function. Our model of computation
will be Kleene’s first model £; in which we take A = IN and application e.n = ¢.(n),
where the ¢, are precisely the partial recursive functions we studied in Chapter 1.

2.4 Category of assemblies and modest sets

In computers every datatype has a binary representation, but we might as well have
taken a different representation such as the natural numbers. Here, we use the Schon-
finkel algebras as abstract machines on which various datatypes are implemented. We
will see that these form a bicartesian category with non-standard truth-values. Our
references are again from [18, 15].

Definition 2.4.1. Let A be a pca. An A-valued assembly X is a set | X| together with a
function E: |X| — P*(A) assigning to each x € X a nonempty subset Ex of A.

In the setting of recursive realizability, we think of Ex as the set of proofs for x.

Definition 2.4.2. Suppose (|X|, E), (|Y|, F) are two A-valued assemblies. A function
f+|X| — [Y]is said to be tracked by an element t € A if for all x € X and for all a € Ex,
tal and ta € F f(x).

Proposition 2.4.3. Assemblies on A form a category Ass(A).
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Proof. Leta morphism f: X — Y of assemblies be a function f: |X| — |Y| that is tracked
by some element t € A. Clearly, i tracks 1x: X — X. Suppose s tracks f: X — Y and
t tracks g: Y — Z, then Ax.t(sx) tracks their composition. That assmeblies and their
morphisms form a catgeory follows now from the underlying function satisfying the
identity laws and associativity. [

By abuse of notation we will sometimes refer to the assembly and the underlying set,
and the morphism and the underlying function by the same name. Assemblies are one
way of categorising pcas [18, 1.2.1]. They can intuitively be thought as data types with
an underlying set of values | X| whose elements are given machine-level representations,
or in our setting, realisers Ex [15]. Then morphisms between assemblies are precisely
the functions that can be simulated, in our case, by a partial recursive function acting
on the realisers instead of elements.

Proposition 2.4.4. Ass(A) is cartesian closed.

Proof. The terminal object 1 is given by the assembly (|{ = }|,T), where T« = A and
every morphism into 1 is tracked by i. Products of assemblies X and Y are given by
(IX] x |Y|, P), with Px,y = { pab | a € Ex,b € Fy }. It is easy to see that the following
diagram commutes and that the construction is unique.

(1X],E)
sk fi
Po I+
(12, G) T==- Axps0e) v (i ) -—-3 (IX] % |Y], P)
prka’
tfo
([Y], F)

It remains to show that the functor — x Y: Ass(A) — Ass(A) has a right adjoint (—)".
Let exponential objects be given by

|Z¥| ={ f: [Y| - |Z|| fis tracked by some t € A}
Hf ={t e Alttracks f }.

Suppose t tracks f: |X| x |Y| = |Z|, then Axy.t(pxy) tracks the exponential transpose
?. Similarly, if s tracks g : |X| — |Z"| then Ax.s(pox)(p;x) tracks g. In particular,
the evaluation map ¢: X' xY — X is realised by Ax.(pox)(p;x). We show that the
universal property (2.2.1) is satisfied. Given f : |X|x |[Y| — |Z| define 7 such that
f@) = f(x,y) so that e((fm, 7'))(x,y) = e((f(x), y)) = f()() = f(x,y) as
desired. Also, e((g7, 7/))(x)(y) = e((gr, 7' ))(x,y) = g(x)(¥). u
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Remark 2.4.5. Indeed, terminal objects are unique up to a unique isomorphism, but
what is interesting is the choice of T*. It can be any nonempty subset of A with the
unique map tracked by a constant operator Ax.a for some a € T.

The representations of the elements in the underlying set is not unique as the set of
realisers are not necessarily disjoint. We therefore ask for those datatypes for which
the codes uniquely determine each value. The following definition captures this idea.

Definition 2.4.6. An assembly is said to be a modest set if for all x, x” € | X],
x#=x = ExnEx' =¢.

Let Mod(A) denote the category of modest sets. It is easy to see that it is a full
subcategory of Ass(A), for the morphisms between two modest sets are precisely those
that are tracked. The following lemma states that Y* is modest whenever Y is modest.

Lemma 2.4.7. Supposet I f, f': X —> Y andY modest, then f = f’.

Proof. We have that for all x € X and for all a € Ex, ta] withta € F f(x) and ta € F f'(x)
so that Ff(x) n Ff/'(x) # @. It follows that f(x) = f’(x) for all x as Y is modest, hence

f=r. .

Proposition 2.4.8. The category Mod(A) is cartesian closed and the obvious inclusion
J: Mod(A) — Ass(A) preserves the structure.

Proof. The terminal object 1 is clearly modest. Let X,Y be modest sets, then X x Y is
modest. For suppose r € Px,y n Px’,y’ then p,r € Ex N Ex’ and p;r € Ey n Ey’ so that
x = x" and y = y’. It follows from lemma 2.4.7 that Mod(A) is cartesian closed. [ ]

Proposition 2.4.9. Both Ass(A) and Mod(A) are finitely complete (and finite limits are
preseved under J ).

Proof. Tt suffices to show that Ass(A) has equalizers [14, 5.1.38]. Given morphisms
f.g: X - Y, take X’ ={x € X| f(x) = g(x) } and let E’ be the restriction of X to X’
so that E’x = Ex with i IF e: X’ — X. Itis clear from the definition that the equaliser
X’ is modest whenever X is. [ |

Proposition 2.4.10. Both Ass(A) and Mod(A) are bicartesian closed and finitely cocom-
plete (and ] preserves the structure).

Proof. The initial object 0 is given by (@, ®) which is trivially modest. The coproduct of
two assemblies is the object with { 0} x|X|u{1}x|Y]| as the underlying set and existence
Gz={pOa|a€ En'(z)}u{plb|b € Fr'(z) }. The coproduct is modest whenever both
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are by definition. The universal property is easily checked from the following diagram.

(X1, E)

Ax.pOx Ik

(X +|Y],G) ---- Auif (iszero w)t(prw))(spru) + [g1 2] --=% (|Z], Q)

Ay.ply Fx’

(Y], F)

For finite colimits, it dually suffices to show that we have coequalizers. Given the
maps f,g: (|X],E) — (|Y|,F) the coequalizers is given by (|[Y|/~, F’), where ~ is the
equivalence relation { (f(x), g(x)) | x € X[} ={(y,)) [Ix e X(f(x) =y rg(x) =) }
and F’[y] = | Fy. Theni F p: (|Y|,F) = ([Y|/~, F"). Note that the quotient is modest

y~y
whenever Y is, for [y] # [y’] then y # y’ and so F'[y] n F'[y’] = @. [ |

Proposition 2.4.11. Mod(A) and Ass(A) have a natural number object (and it is preserved
under J ).

0 s
Proof. Given the modest set N = (N, E) with En = {7 } and morphisms 1 -» N,N - N

— y f
tracked by Ax.0 and succ respectively, if Y is an assembly with morphisms 1 - Y, Y =Y

X
then there is a unique morphism N — Y such that

N succlks N
| |

|

l

Ax0F0 rec(ri)(kt) I x rec(ri)(kt) I x

~ -

I

+

\ \
l—— Y ——

commutes. For define x recursively by x(0) = y, x(s(n)) = f(x(n)). We then have that
rec(ri)(kt)0 = ri, with i € A so that ri| and ri € Fy. Now suppose rec(ri)(ki)n € Fy’
with f(x(n)) = y’, then rec(ri)(ki)n + 1 = t(rec(ri)(ki)n) denotes and is in Ff(y’). M

In Ass(K;) and Mod(K;) we can take the natural numbers to represent themselves.
The internal language of a cartesian closed category is simply typed A-calclulus, where
the objects of the category A serve as basic types and morphisms as basic terms [11].
We also have product types A x B and the internal homs B# serve as function types. For
15 A we write x: A to mean x has type A. Then if f:B* and a: A, in terms of (2.1.5)
f'a: B is just internal function application. We will use a suitable internal language
without much reference hereafter.
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Chapter 3

Synthetic Computability Theory

The first steps in synthetic computability theory in the effective topos have been taken by
Bauer [1]. In this chapter, we take a few extra steps in this direction. Now the following
is a nice fact: modest sets Mod(K;) can be regarded as a category internal to assemblies
Ass(K;) which is internally complete [6]. For what this kind of internalization means in
amore general context see [4]. We will use this fact in order to carry on our investigation
in Mod(K;) and Ass(K,).

3.1 Preliminaries

While Q itself is not an object of Ass(K;), two of its subobjects of interest 2 and ¥ are.
We explore their basic properties in this section.

Definition 3.1.1. The set of decidable truth-values is described as

2={peQfpv-p}

The morphism 2 — Q is a subobject of Q and p € Q refers to the global elements

120 regarded as truth-values. Here, these are precisely the truth-values that satisfy
the law of excluded middle. Up to isomorphism it is the set ({ 1,0}, E), where E1 = {1}
and E0 = {0 }, which is clearly modest [18, 3.2.7]. The object 2 is called the decidable
subobject classifier and indeed there is a one-to-one correspondence between the decid-
able subobjects of X and morphisms X — 2. In particular, 2" is the object of decidable
subobjects of N. Recall that these are precisely the subsets of IN that posess a recursive
characteristic function.

Definition 3.1.2. The Cantor space 2V is described by the assembly (R, E) with

R={f: N — 2| f is recurisve }
Ef ={e]eis Godel number for f }.
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Definition 3.1.3. The space of functions N* is described by the assembly (Rec, E) with

Rec={ f: N - IN| f is recursive }
Ef ={e|eis Godel number for f }.

Fact 3.1.4. [18, 3.2.26] In Eff, the objects 2N and NN are isomorphic.
Definition 3.1.5. The set of semidecidable truth-values is described as
S={peQ|af:N"(p o @n(f(n)=0))}

The category of partial functions over sets Ptl(Set) is quivalent to the category of
pointed sets Set, with a distinguished element L, under the canonical mapping

A A =Au{l};, (disjoint union) (3.1.1)

fla)ifaeS;

1 otherwise,

(S.9) fu

S— B~ A, — Bj; al—>{ (3.1.2)

where S C A [14, 2.3.12]. This is part of a more general construction called lifting
monads [2]. In the effective topos X = 1,, here however, L gives an undefined element
that is not-so-distinguished from the others. We can understand this peculiarity based
on our intuition from the classical world. Recall that K denotes the diagonal halting set,
which possesses a partial recursice characteristic function. The following fact shows
that truth and falsehood are not quite seperated.

Fact 3.1.6. [18, 3.2.27] In Eff, the object X is up to isomorphism the assembly ({ 1,0 }, E)
with E1 = K and E0 = K.

In technical terms, truth and falsehood are recursively inseperable, that is there is
no recursive set C C IN such that K € C and K C C. A good intuition for what goes on
in the £ff is to revisit the topological view and consider the analogous object to ¥ in
the category of topological spaces Top. There the Sierpinski space S, the space with two
points and three open sets, plays the role of the object X. For in the same way that there
is a one-to-one correspondence between continous maps from any topological space
X — S and open subsets of X in Top [14, 4.1.30], there is a one-to-one correspondence
between semidecidable subobjects of N and tracked maps N — X. The subobject ¥ — Q
is called the semidecidable or r.e subobject classifier because of the following reason.

Fact 3.1.7. [18, 3.2.28] The object 3N is isomorphic to the assembly (RE, W) with

RE = { R C IN | R is recursively enumerable }
WR={e|R=W,}.
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The analogy is pretty good and indeed we could consider 3V as the lattice of ‘open’
sets of N, albeit r.e subsets are only closed under countable join, see proposition 1.3.18.
Many of the p.r functions informally defined in Chapter 1 had a similar form to the
mapping in eq. (3.1.2), but unlike there, the membership problem was semidecidable.
The X-partial functions N — N, are the synthetic analogue of partial recursive functions
in the effective topos whose domains are precisly the semidecidable subobjects of N, for
details see [1, 4]. It is now clear that 2 C ¥ C Q with equality in Set, and thus 2V C 3V,

Definition 3.1.8. An object P inatopos £ is called internally projective if the exponential

f
object functor (—)*: & — & preserves epis. That is, given an epimorphism X —» Y then
fP
X? — Y7 is also epic.

Definition 3.1.9. Let C be a locally small category. An object P is said to be projective
if the hom-functor C(P,—): C — Set preserves epis.

Fact 3.1.10. [18, 3.2.3] The terminal object 1 in Eff is projective and the natural number
object N in Eff is internally projective.

Putting the above two facts together we can deduce the following neat result.

Corollary 3.1.11. The axiom of countable choice (ACC),
vn:Nix:XR(n, x) = 3a:(XY)vn:NR(n, a(n))

holds for any object X in Eff.

f f
Proof. Given an epimorphism X — N then we have that XN = NV is also epic. Now as
Eff(1,—) preserves epis we have that Eff(1, XN) — Eff(1, NV) is surjective and thus

there exists a morphism N % X such that (N 5 X EN N)=(N AN ). That is, every
epimorphism to N splits. Given a relation R, the above internally reads as the desired
statement. |

Fact 3.1.12. We take for granted a pairing and an unpairing

N x N — N;(a,b) — (a, b),
N — N x N;n +— (ng,ny),

that are an isomorphism.
Fact 3.1.13. There exists an enumeration ¢: N — NV such that ¥y :NN3e:N¢(e) = .

Using pairing we get an enumeration ¢p: N — NfNZ) such that ¢,(e)(a,b) = @(e)({a,b)).
We can continue the pattern to get a epimorphism ¢, for any natural number k.

Fact 3.1.14. There exists an enumeration W: N — XN such that vA:>N3e:NW, = A.
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3.2 Basic synthetic results

The various results in the two coming sections emerged in discussion with Professor
Martin Hyland. Unless otherwise stated, to the best of our knowledge these results
have not appeared in the literature.

Theorem 3.2.1. In Eff, the s-m-n theorem holds:

3™ NN"e, y1, .., Y : NAT. Pmsn(€)(F, ) = $u(s(e, 7))

Proof. We give a proof for the case s, the general case follows by pairing. Take e, y:N
so that Ax.¢,(e)(y, x):NN. By fact 3.1.12 and 3.1.13,

V(e, y):N?3d:NAx.¢,(e)(y, x) = ¢(d).

Then the desired result follows by ACC,

EIs:N(NZ)V(e, 1):N?Ax.$;(e)(y, x) = P(s(e, y)). [ |
Theorem 3.2.2. In £ff, the Fixed point theorem holds cf. [1, 4.23]:
vf:NY3n:Ng(f(n)) = ¢(n)

Proof. Take f:N", which gives a map Au.f(s(u,u)): N - N. Composing with ¢ we
get Au.d(f(s(u,u))): N —> NN or equivalently a map Aux.¢(f(s(u,u)))(x): N* > N,.
By surjection of ¢,, there exists a v: N such that for all u, x:N,

$2(0)(u, x) = P(f (s(u, u)))(x). (3.2.1)

Now let n = s(v,v), then for all x:N

P(f(m)(x) = $(f (s(v, v))(x)

= $2(v)(v, x) by eq. (3.2.1)
= ¢(s(v,v))(x) by theorem 3.2.1
= ¢(n)(x).

Theorem 3.2.3. In Eff, the Second recursion theorem holds:
Vv :NN3n: NN¥vx: Ng(f(n(x), x)) = ¢(n(x))

Proof. Take f : N, which gives a map Aux.f(s(u,u,x),x) : N> — N. Then we
compose with ¢ to get a map Aux.¢(f(s?(u, u, x),x)): N? > NN or equivalently a map
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Auxy.d(f(s¥(u,u, x), x))(y): N> - N,. By surjection of ¢, there exists a v: N such that
forall u,x,y:N,
$2(0)(w, x, y) = P(f(s7(u, u, %), ))(Y)- (3.2.2)

Now let n = Ax.s%(v, v, x), then for all y: N

$(f(n(x), x)(¥) = $(f (s (0, v, %), X))

= $o(v)(v, x, ) by eq. (3.2.2)
= ¢(s7(v,v,X))(¥) by theorem 3.2.1
= ¢p(n(x))(y).

3.3 Synthetic Myhill’s theorem

In this section we establish our main theorem, namely that creativeness and complete-
ness conincide in the effective topos. We will also show that K : =V is undecidable
in the strong sense that it is creative. This version is even stronger than its classical
counterpart as we shall see. We begin by showing the weak version, which is well
known.

Proposition 3.3.1. In £ff, the set K is undecidable, that is

VR:2"R # K.

Proof. The argument mimics the classical one. Suppose towards a contradiction that
K = R:2N, consider R:2N. By fact 3.1.14 there exists an e such that R = W,, but then

e:R < e:W, «> e:K < e:R,
which is impossible as 2V is the object of decidable subobjects. [ |

Let us first consider Myhill’s characterisation, see proposition 1.3.27 in our setting.
The statement that K is creative would read as follows,

VA:SN[In:AnK vian(n:AuK — 1)]. (3.3.1)

Now consider A = @, then first assertion of the disjunction is false and the second is
true, while if A = N then the situation is reversed. Recall, however, that > truth-values
are recursively inseperable. Thus the above statement is asking us to do too much
‘work’, and in fact the standard characterisation is not valid in Eff.
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Definition 3.3.2 (Hyland). In &ff, a set A:3V is creative if Ju:NNve:N
(i) In:W,nA v u(e):N;
(ii) u(e):W, U A — In:W, n A.
Remark 3.3.3. We have that N is regarded as a 2-subobject of N, via the pullback

N———1

N ——— >
so that u(x): N means u(x)|.

Note that our definition implies the standard one and is classically equivalent to it.
Constructively it is a version, which has as much constructive information as possible.

Proposition 3.3.4. A set C is creative if and only if there exists a unary partial function
u such that for all x,

(i) ImeW,nA Vv ulx);
(ii) u(x) e W, UA = dIne W, nA.
Proof. It is a matter of fiddling around with the logic. Suppose C is creative, that is

Vo)W, nC=0 = [u(x)l A ulx)gW,uCl];

V) [u(x)) A ulx)¢W,uC] = —[W,.nC =Q]];

VO)[[ul(x) Vv ulx)ewW,uC] = —|vn(neW,nO)]l];

VO)[[u(x)) = Im(-(neWw,nC))] A [ulx)eW,uC = In(-(n¢W,nC)]l;
VO)[[u(x)l v InewW,.nC] A Julx)eW,uC = IneW,.nCl];

as desired.
Conversely, fix an x and suppose W, n C = @, then u(x)| by (i) and u(x) ¢ W, U A
by (ii). [ |

Proposition 3.3.5. In £ff, the set K is creative.

Proof. Take u in definition 3.3.2 to be the identity morphism. Then (i) is trivially realised
and note for (ii) that e:W, if and only if e: K. [ |

Note that f~1(A):3N whenever A:3" with characteristic morphism A o f.

Definition 3.3.6. In £ff, the set A:3N is complete if and only if VB:ZV3f:NNVB = f~1(A).
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Theorem 3.3.7. (Synthetic Myhill’s theorem) In Eff, a set A is creative if and only if A is
complete.

Proof. Suppose A is creative with u as in definition 3.3.2 and fix B:3V. Construct R: 3"
by { (x,¥,2z) | y:B Au(x) = z }. Apply the Second recursion theorem 3.2.3 to get n: N~
such that Vx: N W,y = {z|x € BAu(n(x)) = z}. We claim that f = u o n is total.
To this end apply (i) to e = n(x) for a fixed x: N. Then either 3z: W, N A, and that
z has to be u(n(x)): N or u(n(x)) : N outright. That proves our claim. Now suppose
x : B, we know that u(n(x)) : N so that the definition gives u(n(x)) : Wy). By (ii) we
have u(n(x)): Wy = 32: Wy N A means z = u(n(x)) = f(x):A. On the other hand,
suppose f(x):A and apply u(n(x)): A — 3z: Wy N A, but z: W, only if x:B. Deduce
B = f7'(A) as desired.

Conversely, suppose A is complete. Given a B:3~ and an f:N" as in definition 3.3.6,
we claim that A is creative whenever B is. Consider the following diagram:

N—Y 5N

g =/

|

I

|
A

N ———» 3V
We assert that it commutes. The upper right corners reads
Ve:N3e:NW, = f'(W,)
and thus by ACC applied to N
3g:N"Ve:NWy) = f7'(W,).

Now suppose B is creative with a creative morphism v as in definition 3.3.2. We assert
that u = f, cv o g is a creative morphism for A. Pick r:N and look at g(r). From (i) in
definition 3.3.2 for B it follows that

In:WyyNB v v(g(r)):N;
by completeness of A and the above argument
I fT W) fA) v u(gr):N;
or equivalently
W nA) v (g(r):N.

Thus fi(n): W, n A or f(v(g(r))): N, establishing (i) of definition 3.3.2 for A. Now
suppose u(r) : W, U A. Then v(g(r)) : f~'(W, U A) or equivalently v(g(r)) : Wy U B.
Applying (ii) for B gives that In:Wy,) N B and repeating the same argument establishes
In:W, n A. This proves our claim. Now in particular, for K:3" there exists f: N~ such
that K = f!(A) and the desired result follows from proposition 3.3.5. [ ]
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3.4 Conclusion and future work

The s-m-n theorem while being an important result in the classical world, has turned
out to be a simple application of the axiom of countable choice in the effective topos.
This structure was previously not present in the classical informal or formal proof.
We showed that K being creative is a straightforward fact, despite the fact that our
definition of creativeness is constructively stronger. Indeed, we have demonstrated
that non-trivial facts about computability theory find their home in the effective topos.
Synthetic Myhill’s theorem is such an example. In general, the synthetic results made
no explicit reference to Godel encoding or Turing machines. As Andrej Bauer puts it
“we just [did] ordinary math-in an extraordinary universe” [1].

There are various directions we can explore from here. One thing we want to
investigate next is how Roger’s admissable numbering would look like in the effective
topos. Originally, the project started with looking at a paper by Moschovakis [17],
where Myhill’s theorem appeared among the applications of the Second recursion
theorem. Another interesting result there concering partial recursive functionals is the
Kreisel-Lacombe-Shoenfield-Ceiten theorem. As we did not use the full force of the
effective topos, such a translation would show how higher-order computability results
appear here.
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