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Abstract

In this master thesis, a broad theoretical description is done of a novel
quantum state tomography protocol called KRAKEN. This protocol is
meant for the determination of the density matrix of an electronic state
created by absorption of XUV radiation in the vicinity of a Fano res-
onance. At first, a description of the KRAKEN protocol is provided.
Then, the theory of Fano resonances is discussed. After that, the physics
of two-photon transitions is presented. Finally, possible expansions of
KRAKEN using chirped or broadband IR probe pulses, are examined.

1 Introduction

Quantum state tomography (QST) is a process by which one reconstructs the
density matrix of a quantum system. This is analogous to the classical case,
in which tomography means reconstructing a three-dimensional image of an
object by measuring the two-dimensional cross-section many different times and
piecing together these measruements into a three-dimensional image. Hopefully
this image then approximates the original object in question. In the quantum
mechanical case, each of these cross-sectional measurements then corresponds to
a measurement in a certain basis, i.e. a projection of the object on the basis[1].
We have a ground state from which we have electronic transitions from photon
absorption. We end up with an electron wavepacket in an energy continuum.
By changing appropriate parameters for the photons, we can get the density
matrix of the photoelectron, and we have a QST protocol.
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Figure 1: A schematic of the kind of transitions considered in this thesis. The
red arrows correspond to electronic transitions due to photon absorption. The
blue oval represents an electron wave packet in the continuum.

This thesis, then, aims to examine a new proposed method of quantum state



tomography called KRAKEN, which currently is only theoretically robust. This
method is based on attosecond optics.

Previous measurements using attosecond pulses (for example RABBIT) have
been used for the reconstruction of the wave function of the photoelectron (as-
suming perfect coherence).

This thesis will be separated into roughly four parts. The first part will
focus on introducing the KRAKEN protocol and explain how it works. The
case study for KRAKEN in our case will be the Fano resonances, which provide
a specific instance of entanglement relevant to quantum optics. Essentially we
apply the KRAKEN protocol to a photoelectron with an energy close to that of
an autoionizing state. For these states, Fano resonances can occur[4]. After this,
we need to perform an in-depth study on the physics of two-photon transitions,
since KRAKEN is based on a two-photon transition pump-probe scheme (two
photons since we have interaction with both an XUV and IR photon). This
will be done perturbatively to the lowest necessary order, and the aim of this
section will be to derive the transition amplitude of the transitions relevant to
KRAKEN. Special care will be given to the two-photon transition matrix ele-
ment, and a dipole approximation will be used to ground the theory in standard
quantum optics.

Once the theoretical background and basic simulations have been presented,
we will move on to potential expansions of KRAKEN that were examined over
the course of this master thesis. Several topics were examined, but the two
main ones are as follows: one is regarding the possibility of using a chirped
pulse to significantly shorten the time of the KRAKEN measurements. The
idea is straightforward: since KRAKEN QST requires us to use several (ap-
proximately) monochromatic pulses to perform all of the cross-sectional mea-
surements required, one could for example use a chirped pulse to cover all of
these frequencies within one single pulse. Essentially, having one pulse which is
capable of scanning through all the frequencies necessary for performing quan-
tum state tomography. Emphasis will be placed on how the presence of chirp
affects the theory of the physics involved, essentially studying how the equations
and derivations are affected by it. Simulation results with chirp added will be
discussed as well.

The second possible expansion of KRAKEN that will be discussed is regard-
ing the use of broadband radiation. The original protocol assumes monochro-
matic light, which of course is not consistent with experimental reality. The
possibility of recovering the result for bichromatic fields, when using broadband
radiation, is discussed. Again, emphasis was placed on the theoretical aspect
of this data analysis, with some simulation results being included as a proof of
concept, though the method needs to be further developed in order to actually
be of use scientifically.

In summary, the aim of this thesis is primarily to serve as a theoretical
description of KRAKEN and the theory required to understand it, coming from
a range of papers from different research groups. Finally, some possible and
original expansions of the protocol will be discussed.



2 KRAKEN protocol

Now, the KRAKEN protocol [2] will be described. At first, the general prin-
ciples of the protocol will be discussed. Following this, a detailed derivation
of the protocol (i.e. how the density matrix subdiagonals are acquired) will be
presented. In order to understand why the KRAKEN protocol is being devel-
oped, consider the current state of attosecond interferometry. RABBIT and
streaking are very good at recovering the wavefunctions of attosecond electron
wavepackets. However, in order for this to fully characterize a quantum state,
said state must be pure. If it is not, a full characterization requires the density
matrix. This is what KRAKEN attempts to address, and so far the protocol
in the original article [2] is purely theoretical. Some useful experimental data
exists, however, and will be presented below.
First, as a reminder and to compare and contrast, consider RABBIT:
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Figure 2: Energy levels of RABBIT to the left, where the two purple arrows
correspond to adjacent harmonics, and the two red arrows correspond to an IR
photon being absorbed and emitted, respectively. To the right is a scan with
harmonics and sidebands. Figure taken from [3].

In RABBIT, and attosecond pulse train is generated through HHG (high
order harmonic generation). In figure 2, the purple arrows denote two adjacent
harmonics of the pulse train. There is also an IR field present. As can be
seen in figure 2, if an IR photon is emitted and absorbed, respectively, by
two adjacent harmonics we can reach the same energy through two quantum
paths. This causes an interference phenomenon which can be seen as a beating



frequency in the sideband (to the right in the figure). The idea is that one
can extract information on the phase and amplitude from the information in
the scan, which allows the reconstruction of the wave function. As will be seen
shortly, the interferometry of KRAKEN is very similar in principle but with
some key differences.

2.1 General principles

The main idea behind KRAKEN is to perform quantum state tomography on
electron wavepackets created by absorption of XUV pulses. In KRAKEN, an
XUV pulse (i.e. a pulse generated through HHG) interacts with the target
atom or molecule and ionizes it. Thus we have an EWP in the continuum.
Furthermore, a bichromatic IR field is interacting with the system and as such
couples different continuum states within the EWP bandwidth. The bandwidth
of the EWP can be called 612, and the bichromatic IR field has the frequencies
w1 and ws. In the KRAKEN protocol, the electron spectrum is measured as a
function of the time delay 7 between the XUV pulse and the bichromatic IR field,
as well as the frequency difference dw = ws - wy between the two components of
the IR field. One of the components, say w; is fixed and kept close to d§2, while
the other is varied from wy to wy + §§2/2. This spectrum then, can be shown to
be proportional to the subdiagonals of the ionized electron’s density matrix.

The following schematic image illustrates the general physical situation at
hand:
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Figure 3: Energy diagram of transitions relevant to KRAKEN measurement.
lg) is the ground state,  is the harmonic (which is also the purple arrows), the
blue blob is the XUV electron wavepacket, |e;) and |epsilony) are the IR probe
energy levels and w; and wo are the energies of the two probes. [ef) is the final
energy. dw is the shear frequency and 612 is the XUV bandwidth.

Consider the energy levels in figure 3. While there is still a pulse train
generated through HHG, much like in RABBIT, in this case the harmonics
are broad. The two purple arrows in figure 3 are both from the same broad
harmonic with central frequency 2 and bandwidth §§2. So the blue oval in the
figure represents an EWP with different frequency components, due to the fact
that the broad harmonic itself has different frequency components. Similarly to
the RABBIT case, the interferometry is due to an IR field present, however in
this case the field is bichromatic (i.e., there are two monochromatic components
in the probe).

Now, consider the two energy levels |e1) and |ez) in the figure. The two IR
probes are going to "hit” the EWP at different energies within the ionized gas,
however what remains consistent is the energy difference dw (which we call the
shear frequency) between the two probe fields. As will be shown shortly, this is
what is utilized to perform the KRAKEN measurement. Similarly to RABBIT,
there are two quantum paths that lead to the same final energy, corresponding
to the state |ef) in figure 3. We expect this to lead to interference effects that
we use for interferometry.

Now, consider what is actually measured when the above is perfomed. The
scan that is acquired can be considered in analogy with the one for RABBIT



seen in figure 2:
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Figure 4

To the left is the scan, which is from real experimental data. Similarly to
RABBIT, we have the harmonics (note that they are broad in this case) and in
between them we have the sidebands. The harmonics correspond to the broad
XUV light pulses generated through HHG, while the sidebands are what we
get from the interfering quantum paths leading to the state |ef). Figure b) is a
zoomed in image of one of the sidebands. It is there that we have the information
used for KRAKEN. The beating frequency corresponds to the shear frequency
dw, and as we will see it is the shear frequency we can change to extract all the
information we need. The data in the scan, specifically the figure to the right,
is a so-called electron spectrum, which we denote as S(e, 7, dw).

The spectrum in question can be written as

S(Ea T, 5(*)) = <E| Pxuv+ir |E) 5

where pxuv+ir 1S the continuous variable two-photon density matrix for the
ejected electron. As will be shown below, the following holds:
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where fic ., , are the matrix elements for the dipole transitions and e; 2
= ¢ - wi2. Note that the first two terms in the spectrum as written above
are populations and the remaining two are coherences. To acquire the density
matrix subdiagonals, we simply want the coherences and to get these we take
the Fourier transform over the spectrum with respect to the delay 7 and then
filter out the dw component, which is the one we are after. This gives the
subdiagonals as functions of the Fourier transform variable, which we can then
have corresponding to the shear frequency dw, i.e. we vary this parameter to
”scan” over all the different subdiagonals we are interested in. Put another way,
we can choose the components oscillating at the frequencies +éw. This assumes
that the dipole transition matrix elements are constant over the relevant energy
range, so that we simply get that the Fourier transform is proportional to the
subdiagonals and nothing else.

The density matrix in question is structured as seen in the figure below:
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Figure 5: Structure of the matrix, as compared to the matrix elements derived
from equation 2.1. The main diagonal contains the populations.

One parameter that is of particular interest here is the purity. Given a
general density matrix p, the purity of the corresponding quantum system is
defined as

7 = tr(p?).
One interpretation of the purity is that it tells us how much a state is mixed.
If the purity is 1, it means that the state is pure as opposed to mixed. The
purity is of interest since we can easily compare the theoretical purity of a given
quantum system with the purity of the reconstructed density matrix. Thus, the
purity is an indication of how good the protocol in question is. For example, the
2s2p resonance in helium theoretically corresponds to a pure state, and as such



one would expect the purity to be 1. For the KRAKEN simulation performed in
the original paper [2], the purity of the reconstructed density matrix was found
to be 0.96. This indicates that KRAKEN is quite robust in simulations. The
error here was due to the small but finite bandwidth of the IR field employed
(about 3 nm).

2.2 Detailed description of protocol

Here we describe a more detailed description of the KRAKEN protocol, which
itself is an abbreviated version of the supplementary material to the original
KRAKEN paper [2]. This treatment is based on the fact that the density
matrix of the electron wave packet, following its interaction with the IR probe,
is given by

Pxuvir = U (T, 5w)pxuvUT(T, dw)

where U(7,dw) is a unitary matrix given by

U(T,dw) = exp (—% f dt ’Hir(t)) )
What we also need to establish is the Hamiltonian of the system, which is given
by
_h
V2ro?

Here, 11, is the transition operator, which describes the transition driven by
dipole radiation between the energy state |¢) to the energy | +w). We can
write this operator as

Hir (t) __ 6—t2/202e—1’(w—w0)(t+7—) (Hw n e—iéw(t+r)Hw+5w) +he. (1)

I, = fde Heswe |e +w) (€],

where in the above, u denotes the dipole transition matrix elements such as
Perwe = (€ +w|d|e). Here d is the dipole operator. Analogously, we also have

I 16w = / de He+w+dw,e |6 tw+ 5W> <5| .

Inserting these into the integral expression for U (7, dw) we arrive at the follow-
ing:

U(r,dw) = exp ( \/22_2 ([ dt e7t/20° gmilw-wo)(t+7) (Hw + e‘ié‘“(t”)ﬂwww) + h.c.))
o —oo

= exp (’L (e—i(w—wo)fe—%(w—wg)2021—[w i e—i(w-#&u)re—%(w+6w)2021—[w+6w + hC) )

In order to simplify the remaining steps we introduce the following:

(w-wg)?e?

g = il @
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—i(w+6w)7’e—7(w+5z> ua

; (3)
IT= ngw + gw+5wHw+6w~ (4)

Gu+éw = €

Using the above, we can then write the unitary matrix U(7,dw) as
U(r,dw) = exp (z [H+HT]) (5)

We can make the following approximation, since we have that the coupling
constants g are small and satisfy |g,| * |gu+sw| = ge:

U(r,dw) w1+i[H+HT]+(’)(gf). (6)

Now, what we want to do is consider the energy of the electron after interaction
with both the pump and probe field. In order to do this, we take the following:

(el pxuv+ir [€) = (el U (T, 5W)pxuvUT(7', dw) le)
= (el (L+i [T+ 10" + O(g2)) pxuv (1 - i [T+ IIT] + O(g2)) .

Doing the above, we get 9 terms, but some of them we can immediately see are
zero. This is because we have that w > AS), where A is the spectral width of
the XUV pulse. We then get

(elIlpxuv [€) = (e] pxuvIl]e) = <5|HTquv le} = <5|quanr e} =0,

as well as
(e| Tpseuy I [€) = (| TTT py ITT [€) = 0.

Thus, the expression for the energy becomes
(el pxuv+ir [€) = (€] pxuv [€) + (€] 1_[pxuvH]L e} + + (el HTpxuvH le) + 0(93)- (7)

We now end up with a large number of overlap integrals to compute, and all
of these can be seen computed in the supplementary material to the KRAKEN
paper. We will consider one of these, and because the rest will be very similar
we will move directly to the final result and the way we treat it.

One of the overlap integrals we end up with is the following:

(el prxuvHI; le) = f dEIdEHNE’er,E’N:"m,s" <5|5I +w) |5,> Pxuv |5”) (5" +wle)
= |/~Ls,sfw|2 (5 - w| Pxuv ‘5 + w) )

and similarly for all the other overlaps. Doing this, we eventually end up

11



with the following:

<5| Pxuv+ir |5> = (5| Pxuv |5>

190 e el (€ ~ @] pruv e~ w)

oYt swbe.c~whe,e—w-dw (€ = W] Pruv € = w = dw)

Gursoeo Goghe et e (€ = W = 0| pxuv € = w)

el ol (6 = 0 = 6] pr e = 0 — )

G Gost 80l 4o ble,erwtdw (€ + W Pruv € + w + 6w)

gwg:)+5wu€’€+wu;,e+w+5w (e +w+0w| pxuy € +w)

+ |gw+5w|2|p€,€+w+5w|2 (e +w + 0w pxuvy g + w + dw)

+0(g2).
Since the above expression is a population we know we can measure it experi-
mentally (it is in fact an energy expectation value). What we want to do is take
a Fourier transform of this data such that it depends on the shear frequency
dw. If this gives us the subdiagonals of the density matrix of the photoelectron,

we know that we have a protocol for quantum state tomography. We introduce
the following to simplify the expression:

G = hwe—i(w—wg)r = e—i(w—wo)‘l’e—%(w—wo)272
Doing this, it can be shown that we get

Sr = gwg:+6wu87€—w/’[’;,e—w—6w (e = W] pxuv € —~w = dw)

* *
+ 9w 9urswhe,ctwhle crwtdw (e +w + 0wl pxuv € + w)

We thus get two components, and can choose to filter out one of them so we are
left with the final result:

Sr = gwg:;+6wU€,6—wU;,e—w—6w (€ — w| pruv e —w = dw)

Thus, if we take this measurement for different dw, we can reconstruct the
density matrix p,., to good approximation. This protocol thus is a theoretically
valid quantum state tomography.

2.3 Case study

Now that the general principles of KRAKEN have been laid out, the next ques-
tion to consider is what EWP we should study. There are two general criteria to
consider here, we want a wave packet with structure, so that there is something
to actually study that we understand well. And we also want a wave packet
that exhibits entanglement, to necessitate the use of QST to fully characterize
it. In our case, the structure will come from Fano resonances and the entangle-
ment will come from spin-orbit interactions. More specifically, the transition to

12



be considered which exhibits these properties will be the 3s7'4p transition in
argon.

Aside from that, another transition that will be studied (and contrasted with
that of argon) is the 2s2p transition in helium, which is a pure state as will be
seen shortly.

In the following sections, the Fano resonances and the effects of spin-orbit
interactions will be discussed in more detail. After that, the density matrix for
said argon EWP will be shown and discussed.

3 Fano resonances

The Fano resonance is a physical phenomenon that shows up in many areas of
physics (for example atomic physics, nuclear physics, optics, condensed matter
physics, engineering applications in electrical circuits, microwave engineering,
some materials science and so on) and has a wide variety of applications. For
this master thesis, the Fano resonances will show up in a manner very close to
how they were originally discussed, namely during electron transitions within
atomic systems due to interaction with dipole electric fields. It is central to this
thesis, since the transitions studied will be subject to said resonances. The res-
onance phenomenon was originally studied because the absorption cross-section
of photons on a target atom exhibited asymmetries which were not properly
explained by the quantum physics at the time. As such, Fano presented in
his paper a rigorous mathematical description of how this asymmetry came to
be. In this section, we will begin by recollecting the important parts of this
derivation to lay the mathematical foundation for understanding the Fano pro-
file. Said profile will then be discussed in more detail. Once that is done, we
will conclude by considering the phase properties of the Fano transitions. The
most important aspect of this final discussion is the expression for the transi-
tion amplitudes, which will be central to the next section where we derive the
transition amplitudes used in the simulations of the KRAKEN protocol.

3.1 Theory of Fano resonances

Fano resonances occur because electrons changing energy levels in atoms can
access both bound states and continuum states. This interaction causes an
interference effect.

13



3.1.1 One bound state and one continuum

9)

Figure 6: Energy diagram showing the transitions. We have a ground state |g),
and the red arrows show the two paths we can go during transition. We have
the bound state |¢) and a set of continuum states |i).). The blue double-ended
arrow denotes the Fano resonance between the states.

As can be seen in figure 6, we have a discrete bound state |p) and a set of
continuum states we denote by |1).). When we have a transition from the ground
state |g), we get an interference between the bound state and the continuum
states (different possible pathways for the electron will be superposed with each
other, as is typical of quantum physics). The photoelectron, i.e. the electron
excited by light such that it transitions as described in the energy diagram, can
then be represented as an electronic state that is a superposition of the possible
states it can end up in, as follows:

|\IJE):a|np)+[d5 be [10.) 8)

with the two terms corresponding to the aforementioned different sets, where
|o) are bound states and |¢).) are continuum states. The coefficients a and b,
are functions of E and are to be determined in order for us to understand how
Fano resonances work. In order to do this we need to consider the following
transition matrix elements [4]:

(el Hlp) = E,
(el H ) = Ve,
<ws’|H|1/JE> :55(51_5)'

Here H is the hamiltonian of the system. What we want to do now is consider
the time-independent Schrédinger equation,

14



Taking the Schrodinger equation and multiplying by (¢| and (.| from the left,
respectively, we end up with the system of equations from which we can get the
coefficients we are interested in:

Eqa+ f de bV = Ea, (10)

V.a +¢eb. = Eb,. (11)

Solving the above system of equations requires quite a bit of algebra, as well
as the assumption that the electrons behave as plane waves when they are far
enough removed from the atomic nucleus. The most important steps will be
outlined here, as well as where the physical assumptions become relevant.

The first thing we do is that we try to express b. in terms of a, i.e. simply
get rid of one of the two unknowns. If one considers equation 11, we see that
we can rewrite it as follows:

Vea
E-¢
However, the expression in equation 12 has a pole for some of the energy values
we might expect to get in a physical scenario. As such, we need to employ a
trick to get around this issue. We introduce the following solution, which was
formalized by Dirac:

b = (12)

be = +2(E)6(FE -¢) | Vea. (13)

—€
To be more specific, the trick is to consider quantization in a finite box, so
that one ends up working with a discrete spectrum as opposed to a continuous
one. This case can then be considered for the limit case of an infinite box. The
procedure will not be outlined in detail here though, and the reader is advised to
take the above result as given. What z(F) actually is will be discussed shortly.
Now we consider how to proceed with equation 13. What we note is that
when integration is taken over the term with the pole, we take the principal
value of the integral. What we then do is consider the approximation that the
ejected electron is a plane wave.

e o< sin(k(e)r +90), (14)

where ¢ is some phase. The reason this approximation is valid is that we assume
we are far away from the atomic nucleus when the electron is in the continuum,
which is a standard approximation in this type of atomic physics. With this
form for 1., we then consider what happens with the integral in equation 8. We
get in the integral two terms, which will be the sine expression multiplied by our
expression for b.. The first term will be the integral taken over the product of the
sine function and the term (E-¢)~!, and using contour integration, one can show
that the contribution from this first term is —wcos(k(E)r+0)Vga for sufficiently
large r, and similarly for the second term we get z(E)sin(k(E)r+§)Vga. What
this means is that we can write the following for the sum of the two terms, using
elementary trigonometry:

15



f Ao, oc sin(k(E)r +6 + A)Via, (15)

where we now also have the term A = —arctan(7/z(E)) which corresponds to
the phase shift we get due to the interaction between the 1. and the ¢ states.

Now that we have an approximation for ¥, (making it a known variable,
essentially) as well as having used equation 8, we can also determine z(E) by
substituting the expression for b, (in equation 13) in equation 10. Note that if
we do this, we get the coefficient a on all terms, so we get rid of it and what
remains is

E,+F(E)+2(E)|Vs]* = E, (16)
where
F(E) = P/dgH (17)
- E-¢’

where P denotes the principal value of the integral. z(E) can then immediately
be recovered from equation 16:

E-E,-F(E)

2(F) = TR

(18)

Now, we have enough information to determine a to a satisfactory degree. In or-
der to actually compute this we need to use a normalization condition (\IIE|\IJ E)

= 0(E - E):
(V5[¥E) = a*(E)a(E) + f deb? (ENb-(E) = 6(E - E). (19)

Since we have already expressed b, in terms of a in equation 13, and we have
already arrived at an expression for z(F), we can substitute the expression for
b. into the above expression and use that to solve for a. This part is pure
algebra, with the exception of the following result one can use to perform the
computations [4]:

1 1 (1 - 1)
(E-e)(E-¢) E-E\E-¢ FE-¢
+7r25(E—E)6(5—%(E+E)).

Considering the above, we end up with

la(E)P Vel (n* + 2(E))0(E - E) + a* (E)
x (1 += i =(F(E) - F(E)+z(E)|Vg[* - z(E)|VE|2)) a(E) =6(E - E).

Now, we can finally arrive at an expression for a. The above expression can
be simplified by considering the relation F(E) = ~E,, — 2(E)|Vg|* + E that we

16



derived above, and the analogous relation for F(E). Namely, the fact that we
have

F(E) - F(E) +2(B)|Vg [ - 2(B) |V
=-E,-2(E)|Ve*+E+E, + Z(E)|V§|2 - E+2(E)|Vg|* - Z(E)|VE|2
=E-E.
Insert this relation into the brackets of the expression we derived earlier, we can
see that the expression inside the brackets disappears and we are left with
1

a Z-
= opte () 20

We can get a more useful expression for a than the one above, and in fact we
find that a oscillates as a function of the energy. In order to show this, one can
consider the fact that we have the following

1 1
Ve 1+ (2(E)/7)2

We can therefore write a as a sinusoidal function of A using the following argu-
ments: we know from before that we have A = —arctan(w/z(E)), which means
that we can write 7/z(E) = tan(-A) = y/z for some trigonometrically relevant
y and x on the unit circle. This means that we have

Y 1 1

Vit ? T+ @) it (-afy)?
1 1

Ve (-d) /I GE) )

which means that we can rewrite our expression for a(E) as

a(E) = (21)

sin(A) =

1 1 _sin(A)
Ve 1+ (2(E)[7)2 Ve '

which is our final expression for the coefficient a. Using this, we can then arrive
at a similar expression for our coefficients b.. Performing this algebra, one can
arrive at an expression for b. that also oscillates with respect to A. The results
for the two coefficients are collected below, and are the main result of this rather
lengthy mathematical derivation:

a(E) = (22)

sinA
a =

) 23
7TVE ( )
= [sinA
e = Ve [ S meos(A)S(E - 5)] , (24)
Vi LE -¢
as well as
2(E) = -7 cotA. (25)
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From this we can then get the Fano profile. In order to proceed with our
mathematical treatment, we must first understand what is interesting about
what we have arrived at. Of course, the results in equations 23 and 24 allows
us to describe the eigenvector Wg, but the point of deriving the equations on
this particular form (i.e. oscillations of A) is that what we are really interested
in is the variation in the probability of excitation of the stationary state ¥g.
In order to formalize this further, we want to introduce a transition operator
T describing the transition from an initial state [¢) and the final state |Ug).
Using the form of the final state we see in equation 8 in combination with the
expressions seen in equations 23 and 24 we get the following matrix element
representation for the transition operator:

(VEITH) = = (eI Thsind
+7TV*P/d ve ¢E|T|> (| Ti) cosA
= 7rV* (P| T i) sinA — (| T |i) cosA

B

where we introduced ¢ as simply being the following combination of states:
+Pfdv|¢5. (26)

Now that we have arrived here we are ready to discuss the famed Fano profile,
which is the goal of this section of the thesis. What we want to consider is the
following ratio:

K5I Tl [

(el T i) >
Note that we have Ug in the numerator and g in the denominator. If one
takes a look at the expression for A, it can be seen that it varies extremely
sharply as the variable ' passes through the resonance at ¥ = F, + F. This
behaviour will, in turn, cause a very sharp variation of the transition matrix
element (U g|T'|i). That is to say, we expect some interesting sharp behaviour
for the transition probability from our initial to final state as we approach this
resonance. If one examines the above expression even closer, one can note that
sinA is an odd function of A and cosA is an even function of A. As such,
we have two terms (¢| T |i) and (¥ g|T'|i) that interfere with each other with
opposite phase. This interference is consistent with what we outline previously,
where the physical interpretation is that we have continuum and bound states
that interfere when we consider an electron being taken from its ground state by
absorption of a photon (represented by the transition operator T'). Note that
¢ has an extra integral term with it, which corresponds to the bound states
being modified by the fact that V. and . are both dependent on ¢ (there are
theoretical treatments in some papers where this is not the case and in those
instances the integral term vanishes and we are left with just the original bound
state).

(27)

18



One thing that is interesting about expression 27 is that the numerator is
proportional to the absorption cross section for a photon. What we can now
use is that expression 27 can be parametrized as

(Rl TP (g |, a1+ 2 o)
[(Ye|Ti)? 1+€ 1+e2 7
where G
i
g= ot (29)

- 7V (¢pl T
and € here is the so-called reduced energy variable

E-E,-F(E) E-E,-F

= — tA = =
B VP /2

(30)

Note that € here is not the same as €. The latter is the continuum variable, and
not the reduced energy. This distinction is notationally subtle but will be crucial
for understanding the later parts of this thesis. For the energy variable above,
we have that I' = 27|Vg|? corresponds to the spectral width of the autoionized
state p. More specifically this is the spectral width of the resonance. One can
plot this ratio, then, for different values of ¢, and this is what is discussed below
while anchored in a less abstract and more physical interpretation than the one
outlined above.

Now, we want to consider the special case where the transition operator T'
is, specifically, that of a dipole transition. For this case, we can call it O, where
O = O -¢, where O is the dipole operator and ¢ is the polarization direction of
the light in question. Using the above result, we immediately find

(5| 0i) = L= (5] 1) (31)

€—1

which is important for this thesis, since it expresses the dipole transition
from the first state |i) to the final state |Ug) for the case where the final state is
subject to a Fano resonance. We thus have, on the right-hand side of equation
31, the transition to the continuum but modified by the Fano resonance. This
expression will be used later when constructing the theory for the simulations.

Taking the absolute square of the above transition matrix element, we get
something that is proportional to a cross-section of the absorption, as follows:

(6 + Q&g)2

o(E) = ony ()28

(32)
where oy is the background cross-section, which corresponds to direct photoion-
ization. This cross-section is then multiplied by the Fano profile. Note that in
the limit of € going to infinity we get only the background cross-section since the
Fano profile factor is unity. This is consistent with our physical understanding
of the phenomenon, where a sufficiently large energy should correspond to us
having gone far beyond the energy interval of the Fano resonance.
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Now, what we have here is going to unfortunately be incomplete when con-
sidering the case for argon [7]. This is because here we assume that we have one
continuum channel (as well as one set of bound states). However, when we do
experiments with Argon we must take into account that we have two continuum
channels for the Fano resonance we want to study. So we get one extra term
that is added to the above expression for the cross-section.

(€+dag)*
o(F) =opg(E)——— + 0y, 33
(B) = 0y (B) 220 1 0, (3)
where oy, is this extra term. What this contribution actually is, more mathe-
matically, will be discussed in-depth a bit later in this thesis.

3.1.2 One bound state and two continua

Now, we look at the case where we have one bound state and two continua.
The reason for considering this case is due to the fact that it is relevant for the
case of argon, just like how the previous discussion is of relevance to the case of
helium.

The total electronic state, in this case, then becomes

) = alph+ [ de oo i) + o)) (34)

where we now have two sets of continuum states [¢.) and |x.), and the bound
state is represented by |p) once again. The index h refers to any other parameter
required to characterize the final state |U.) since we have a degeneracy in E
now that we have two continua. Similarly to before, we consider the time-
independent Schrédinger equation and the matrix elements that emerge when
we project on the relevant states from the left.

(¢l Hlp) = Eyp, (35)
(Ve Hp) = V2, (36)
(xe| H ) = We, (37)
(er| H [tpe) = {xer| H [xe) = €6(¢" - €), (38)
(e[ H [x:) = 0. (39)

Treating the Schrodinger equation as before, we end up with a system of three
equations:

Eqa+ f de [V2be + We.] = Ea, (40)
Vea + b, = Eb., (41)
W.a +ec. = Fc.. (42)

We can construct two equations by considering 41 and 42, respectively. Using
that V.a + eb. — Eb. = W.a +ec. — Ec. = 0, we have:

VX(Vea+eb. — Eb.) + W2 (Wea+ec. — Ec.) =0, (43)
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which can be rewritten as
(Ve + We)a+e( Vibe + Wre.) = E( Vb + Whe.). (44)

Taking a similar linear combination, but instead with coefficients W, and -V,
one arrives at

We(Vea+ebe — Eb.) = Ve(Wea + ece — Ec.) =0, (45)
which can be rewritten as
e(Webe = Vece) = E(Webe — Veee). (46)

What we do now is consider equation 40 and 44. These two together form an
analogue to equations 10 and 11. Employing the same method that was used to
solve for a and b, for the two latter equations, we solve for a and Vb, + W},
in the two new equations.

In the new case for 40 and 44, by generalizing equations 17, 18 and 25 we
have

x m(IVel* + W)

A = —arctan , (47)
E-E,-G(E)
for which ) )
G(E) = P/dgw. (48)
E-¢
The coefficients then become, in analogy with equations 23 - 25,
TS (19)
Vr([Vel? +WE[?)
; 1 sinA —
bie = Ve [ Sma cosAJ(E — 5)] , (50)
VIVEP +[Wg]? LT E-c
1 sinA —
Cle = We [ el cosA§(E —5)] = %bls (51)
Vel + W L7 E-¢ Ve

Once again, note how these coefficients are completely analogous to the case of
one continuum. Also note the indexing for b1, and ci.. There is another set of
coeflicients to be found by considering equations 40 and 46:

as = 07 (52)
W*
boe = —=——E—-xi(E ), (53)
Vel + Wl
YR/ S— ) (54)
Vel +Wgl?
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Note that as = 0 comes from the fact that equation 46 does not couple to a.
Now, if we want to consider how dipole transitions behave, we simply get
the following:

[{(Up|Oi) [ = (D16 O i) P + [(T2p|Oi) [ + ... (55)

In equation 55 above, only the first term on the right-hand side (| (V12| Oli)[?)
actually has the Fano profile. The remaining terms simply form a constant
background. This is consistent with what was said regarding equation 33, and
we can identity these constant terms as contributing to the o, term.

3.2 Fano profile

In order to understand how the Fano resonances actually affect the transitions
at hand, consider the fact that we have dipole transitions. This is because we
have an electric field inducing a transition from lower to higher energy levels,
and we model this with dipole transitions of the form (f|O|:i) where |i) is an
arbitrary (bound) initial state and |f) is an arbitrary (continuum) final state.
The transition amplitude, which corresponds to the probability of transition, is
then |(f|O[i)|>. Now, the way that Fano resonances, i.e. the presence of the
bound state, affects this amplitude is simply through the multiplication of the
factor (¢ +¢)?/(1+¢)?. This factor plotted against the variable ¢ can be seen,
for different ¢ parameters, in figure 7:
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Figure 7: The absorption plotted as a function of the reduced energy, with three
different plots for different values of q. The blue, symmetric, graph corresponds
to ¢ = 0, the green graph corresponds to ¢ = 1, and the red graph corresponds
to ¢ = 2. Figure from [11].

In the case of argon, the ¢ parameter is very nearly 0, which means that we
approximately have the blue graph in our case (a so-called window resonance).
The most important thing to consider here is the zero that the graph has. As
will be seen shortly, this is what gives the desired structure to the EWP.

4 Spin-orbit interactions and entanglement

Next, there needs to be an explanation of how the case of argon introduces
entanglement that justifies the use of QST. In order to undersand this, first
consider the energy level diagram of the argon transitions in question, as seen
in figure 8.
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Figure 8: Energy level diagram describing the relevant transitions in the argon
case study. Figure taken from [2].

The two sets of continuum energy states are separated by the spin-orbit split-
ting, by the energy es,. Spin-orbit splitting like this occur due to the electron
experiencing a magnetic field due to its movement relative to the charged and
stationary atomic nucleus (in this sense it is a relativistic effect). This magnetic
field induces an interaction between the electron’s spin (i.e. its intrinsic angular
momentum) and the orbital angular momentum. In this case, the energy level
of interest is split into the two levels corresponding to quantum numbers j = 1/2
and j = 3/2, respectively.

Consider the quantum state which describes both the photoelectronic state
and the ionic state, namely:

Watom) = C1y2| J=1/2) @ [th1)2) + csp2| 5 = 3/2) ® [1h3/2) (56)

Here the |j =1/2,3/2) states are the ionic states and the |¢1/2,3/2) states are
the photoelectron states. When we perform measurements we only measure the
photoelectron. As such, we do not interrogate ionic degrees of freedom, and this
is where mixing comes in.

Mixed states can occur due to several causes. Some examples include de-
coherences (for example, in the light pulse used for ionization) or incomplete
measurements of entangled particles [2]. In this case, we assume that the latter
is the only reason for the mixing. In other words, the light pulse is assumed
to be completely coherent (i.e. a pure state) and interactions with the envi-
ronment are neglected. The latter of these points is motivated by the fact that
we are observing processes at the attosecond time scale. For physics that fast,
environmental interactions will not affect measurement results of the processes
at hand.

Consider what it means to interrogate only the electronic states of |¥atom)-
The following then holds:
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Pelectron = T‘I‘I(patom) = Z (.7| Patom |7/> ) .] = (57)

J

N W

1
2 b
where

Patom = |\Ilatom> <\I/atom| (58)

and Tri(patom ) denotes the trace over the ionic degrees of freedom. Using equa-
tion 56 and 58, and inserting them in the trace seen in equation 57, we get:

Pelectron = €172 [Y172) (V12| + leajel [3/2) (32| (59)

which is just a weighted sum of two density matrices, for the two respective
photoelectrons. Denote these by pi/; = |1/}1/2>(1/J1/2| and pgjp = |1/J3/2>(1/13/2|.
Both of these density matrices are identical, but shifted in energy by the spin-
orbit splitting such that py/s(€1,€2) = p3j2(€1 — €so, €2 — €50). Writing the sum
with the correct coefficients [9], one ends up with:

1 2
electron = + 60
Pelect 3Pl/2 3P3/2 (60)

When we speak of mixing in this case, what we are interested in is whether
or not these two components are spectrally resolvable. If they can both be fully
resolved, there is entanglement, since a measurement on the photoelectron will
tell us something about the ionic state. However, when they are not spectrally
resolvable, measuring the electron does not tell us anything about the ion and
we have no entanglement.

Whether or not the components are spectrally resolvable depends on the
XUV bandwidth §©2. When we have 62 < €5, we have fully resolvable compo-
nents, which can be understood intuitively as the XUV bandwidth not ”cover-
ing” both continua such that we cannot resolve the two. In the limit 62 >> €4,
however, we lose entanglement and get a pure state.

In short, the mixing is due to the incomplete measurement of only the elec-
tron degree of freedom but not the ionic degree of freedom. The entanglement
is due to the spin-orbit interaction.

5 Density matrix of photoelectron wave packet

In section 3 and 4, the structure and entanglement of the EWP was discussed
(Fano resonances and spin-orbit splitting, respectively). Now, it is instructive
to present the actual density matrix of said EWP (for the argon transition as
discussed). It is shown in figure 9 below:
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Figure 9: Amplitude of the density matrix of the argon EWP.

Note the ”crosses” of zeros that can be see in the density matrix. This is
the result of the Fano resonances, and gives the structure we were referring to
before. Consider once again figure 7, and the zero of the curve. For each energy
axis, there is going to be some energy for which the dipole transition becomes
zero. This holds for every other energy on the other axis, hence the zeroes
forming right angles in the density matrix.

The second thing of note is th elliptic shape of the density matrix, which is
due to the entanglement. For a pure state, the density matrix would have been
disk shaped, but since there is entanglement the matrix becomes elliptical. In
other words, there will be less coherence between larger energy differences.

Another way of conceptualizing the elliptical appearance of the matrix is
through equation 60.
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Figure 10: The argon EWP density matrix amplitude (bottom figure) as a sum
of two contributions (two upper figures) due to spin-orbit splitting.

As can be seen above, the figures show the two respective spin-orbit compo-
nents py/p and p3/p, which are shifted in energy relative to each other and added
through a weighted sum to give the final result pejectron. If one views the final
result as two discs being added together, but shifted relative to each other, it
becomes intuitive that the end result would be elliptic.

6 Implementation of KRAKEN

Now, our task is to write an expression for the transition amplitude. Since
we have two-photon interactions in the KRAKEN protocol, we want to begin
by deriving a general expression for the transition amplitude of a two-photon
transition. We use a perturbative approach. Doing this, we encounter a matrix
element which requires special attention. We will finish this section by using
our treatment of the two-photon matrix element to derive the two expressions
for the transition amplitudes used in the simulations. These simulation results
will then be presented and discussed.
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What we have in this case can be seen by considering the following figure:

I T

Figure 11: Energy diagram over the transitions considered in this section of
the thesis. The red and green arrows correspond to the two photons in the
process. The blue arrow denotes the Fano resonance between the intermediate
continuum state and the bound state.

In figure 11 the physical case considered here can be seen. Note that what
we are doing now is observing exclusively the two-photon transition to the con-
tinuum, i.e. the right side of the figure with the red and green arrow. The goal
is to write an expression for the transition amplitude of this two-photon transi-
tion, when the intermediate state [tne) is resonant. Note the subtle difference
in notation between [¢o.) and |¢gg). The indices « and f correspond to the
two different channels. ¢ is the same energy variable seen before, correspond-
ing to the continuum of energies. Meanwhile, F simply represents an energy
reached by two-photon absorption. It is thus not to be confused by the energy
eigenvalue F discussed in the Fano formalism.

6.1 Transition amplitude

Since KRAKEN employs a two-photon interaction with an XUV and IR photon,
respectively, we need to consider the physics of two-photon transitions in order
to derive expressions for the transition amplitudes.

We will approach this by considering an appropriate perturbative expression
for a two-photon transition amplitude with finite pulses. And we will especially
derive the expression for both time and frequency representation.

Using a dipole approximation, one can consider the standard quantum me-
chanical case of a target atom (or molecule) interacting with a dipole field. The
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Hamiltonian will be a sum of the field-free Hamiltonian of the target as well as
an interaction term, as follows [6]:

H(t)=Hy+ F(t)O,
0=¢0
where H(t) is the total Hamiltonian of the system as a function of time ¢,
Hy is the field-free time-independent component and F(t) is a function that
essentially describes the temporal profile of the light pulse (could be a Gaussian
pulse, for example). The light field is described by F(t) = F(t)é, where € is
a unit vector denoting the polarization direction of the light. O is a dipole
operator corresponding to the light pulse.
Assuming the system outlined above is initially in a ground state |g), such
that Ho|g) = wy |g). The wave function |¢)(t)) is then given, using the interaction
picture, as

W) =lgh i [ ar B0 o)) (61)

where ' '
O1(t) = HO O H®), (62)

Note that we will use atomic units throughout this derivation. Perturbative
expansion to abritrary order then gives us:

i(t)) = i (1)), (63)

[ @ ()) = lg) oy
|1/)(n+1)(t)> - [zo dt’F(t’)O[(t') |1/)(n) (t’)) . (65)

We take a close look at equations 64 and 65 and consider n=1 and n=2. For
n=1 we have

wOW) =i [ A0 o). (66)

Moving on to n=2 we get, by substituting the above expression, the following:
t
WO (1)) =i [ aty P(t)01(8) [pD(15) (67)

- —/:;2 dty F(t5)O0;(t5) /::j dt] F(#)O:(t))|g) (68)

What we note here, is that for n=2, we get contribution from two pulses, i.e.
pulses F' centered around different times t5 and ¢;. What we can state, then,
is that the lowest order for which we can describe a two-photon state using the
interaction picture in a perturbative expansion is n = 2. Now, we consider how
to mathematically write the transition amplitude. This is done by:

A = (flp™ (00)). (69)
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Here we have a transition to a final state |f), such that Ho|f) = E¢|f). Using
equation 62 we get the following:

(flef1i) = glorta ( f (70)

e M) g) = g7tz |g) (71)

Here, wy and w, are equivalent to the energies of the final and ground electronic
states, respectively. This is because we use atomic units, and as such angular
frequency and energy are equal up to h which is set to unity. Inserting equations
70 and 71 into equation 68, we end up with

o] to
- [ [t Ft)F@) (£10:1(8)01(t1) Ig)
=) t 4 ) v ) 4 , | ,
T [oo _[: dtydty F(t)F(t1) (f| el (t2) )=t H (t5) JiH (11) 9 =i H (t1) lg)
= k ; ’ . ’ i ,
— [ /_ 2 dt'thll F(t’Q)F(tll)ezwftgewwgh <f| Qe H t11) 0 |g> .

In order to treat the above, we pay some special attention to e (2711 which
can be rewritten by considering the following Green function:

G*(ta—t1) = —i0(to — t;)e H(2710) (72)

where 0 is the Heaviside step function. This allows us to include the time-
ordering in the integrand. Inserting this expression for the Green function into
the transition amplitude, we then end up with:

o t2 . ’ . ’
AR =i [T [ athane st (8 F(5) (F1OGT (8- 1)0lg)  (73)

Note that since we have atomic units, we can write out photon energies as being
the same as their corresponding angular frequencies.

Now, we want to look at equation 73 and write its frequency representation.
This will be the central mathematical expression in this section of the thesis:

AR = =i [ dwF(wry - @) F@)Myy(w) (74)

where F is the Fourier transform of the electric field, wp, = wy — w, is the
energy difference in atomic units between the final and ground state, and M,
is a two-photon transition matrix element which we can write as:

My = (fl|OGT (wy +w)O|g) (75)

Here the so-called retarded resolvent G*(w) is the Fourier transform of G* and

can be written as:
G (w)=(w-H+i0")! (76)

In order to reach the final expression, we consider how to treat a pump-probe
scheme. During a pump-probe process, the total external field is the sum of the
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pump and the probe. This is written by considering the pump as F}(t) and the
probe as Fy(t;7) = Fy(t—7). That is, the probe field has a certain delay T from
the probe. What we end up with is a physical situation where the total field
can be written as the following [6]:

F(t) = Fi(t) + Fa(t-7), (77)
with the frequency representation of the above being simply given by
F(w) = Fi(w) + Fy(w)e™™ (78)

Using this, the following follows directly from equation 74 that one can write:
Agg==i [~ dwFi(ugy - wim) Palwi ) My, () (79)

We reiterate again that the above describes a pump-probe scheme, and it is
only the probe that is of interest to us in practice. After all, it is only the probe
excited electron that the KRAKEN protocol aims to study. In short, the pump
is the XUV pulse which is sent into the atomic gas in question. The pump
excites electrons such that photoelectrons are ejected. The IR fields then probe
the system in question, according to the above scheme. Keep in mind, however,
that the above only takes one probe into account. Whereas for the previously
described KRAKEN protocol there are two probe fields.

6.2 Two-photon transition matrix element M

What we want to do now is examine how we can write the expression in equation
75. Here we consider the case of a Fano resonance.

6.2.1 Some general properties

Before moving on, we will examine some general properties of the matrix ele-
ment M. Indeed, this matrix element will require the lengthiest mathematical
treatment in this thesis, and as such we will start with an overview. What we
want to do is make an expansion in terms of the eigenstates |1qe), by using
the completeness relation on M, [6]. Using the fact that a corresponds to a
discrete set of states and ¢ is our continuous energy variable,

[ de Wae) <¢a6| =1 (80)

Note that we here only consider one channel «, as opposed to summing over
many different such channels. We also do not consider any additional bound
states below the continuum, in which case using the symbol ¥ would be more
appropriate than the integral sign. These approximations will be discussed
shortly. Inserting the completeness relation in equation 80 into the expression
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for M seen in equation 75, we get

Mf!J:fd5<f|0|wa€><¢as|G+(wg+W)O|g>
= [ @ {10l Wael ———-0la).

+wg — H +10*

Now, we can use the fact that H [)a:) = €|ac) as well as (f|O[ae) = Of ae
and (a:| Olg) = Ope 4 to arrive at

Of,ac0ac.g

wg +w—¢+i0*

Myy(w) = [ de (81)

6.2.2 M for one continuum

What we want to do now is consider how the matrix element M behaves for
our specific cases, i.e. helium and argon, respectively. We start by considering
helium, in which case we only need to consider one continuum.

Writing the general expression for M for this case we get:

wﬂEl o |was> <1/}as| 0 |g>

wg +w—¢g+10*

Mgy = [ et (82)
Now, our task is to rewrite equation 82 to a more manageable form, which
can be done using equation 31, since the dipole transition is subject to Fano

resonances: €ea + Gz
(1/)oz£| @ |g) = MOQE,W (83)

€cq T 1

where, just like in our original discussion of Fano resonances, we have the dipole
transition matrix element to the continuum states of the a channel (Oge )
modified by the bound state. This gives the rational expression, containing the
q parameter, as a factor. Substitution of this expression in equation 82 gives us

(VsE|Oac) €ca +qag
wg+tw-—e+i0% €41

Migo(w) = [ de Oucg (84)
Now, what we need to do is consider what happens with the dipole transition
(¥8E| O|¥ae). Unlike expression 31, here we have a transition from a continuum
state to another continuum state. The derivation of this dipole transition matrix
element is complicated, and we refer to the original paper by Jimenez-Galan for
a more complete treatment [6].

What we will do here is simply state that the expression in equation 84 can
be written as follows

€Ea t Gag 650¢Oo¢,g

Mpp.g(w) = €Ea +1 wg+w—E+i0% (85)
1 0800,

#(Bam — ) aag =) 202 (56)
€Eq t+1 W — Wag



where we have introduced the parameter 3, = 7O0g 4 V4a /@Ba. The above can
now be inserted into the integral expression 74 which gives us our final expression
for the transition amplitude. But before that, we need to look at a special
function that needs to be employed here [6].

In the above expressions, we have introduced 6/@ (E), which we define as the
integral of the actual transition amplitude Ogg o. Over a small energy interval:

Osa) = [ de (| Ol (87)

For a deeper understanding of this, we once again refer to the Jimenez-Galdn
paper [6]. For the purposes of this thesis, the form with the overline (on the
left-hand side of equation 87) is the only one that needs to be considered.

6.2.3 Faddeeva function formalism

Now that we have arrived at a useful expression for M, we need to examine one
more aspect of the transition amplitude A before the final expression can be
presented. For the purpose of manageable numerics, special functions were em-
ployed, and the formalism will be discussed here. We begin by writing equation
74 on the following form [6]:

Agg==i [ dwFy(wry - wim) Fi(w) Mg,y () (88)

The physical interpretation of equation 88 above is that we have a two-photon
transition from an initial state |g) with energy wy, to a final state |SE) with
energy E. This process occurs through an absorption/emission of a photon (here
labeled 1) which we consider as a Gaussian pulse of shape Fj, with frequency
w1, centered around ¢; = 0, and a subsequent absorption/emission of a photon
labeled 2, as a Gaussian pulse of shape Fy (with frequency ws) centered around
to = t;1 + 7 = 7. We proceed by considering the following treatment of the
matrix element M, as seen in the Appendix of the Jimenez-Galdn paper [6]:

1

~ Wag

Mpsp.g(w) ~ — (89)

In order to continue, one can rewrite equation 88 in a more general form without
the integral. The fields in question are assumed to be Gaussian, so one ends up
with the following (n = 1,2):

ﬁn(w):an(t)eMdt
=F, [ e on (/2 g [wn(t - zfn)]ei“”5 dt

-F, [ —o2 (t-tp) /21[ i[wn (t=tn)] +e—i[wn(t—tn)]:|eiwt dt,

where F,, is the amplitude of the field (the n:th pulse), w, is the central fre-
quency, t, is the starting time and o is the temporal pulse width. Note especially
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that the expression substituted for F,(¢) is simply a standard representation of
a Gaussian pulse in the time domain. The integral above splits into two terms,
which correspond to absorption and emission, respectively. The exponent with
the negative sign corresponds to absorption and the one with the positive sign
corresponds to emission. Since we are only interested in absorption, we choose
to study the negative term exclusively. Thus we only consider the following
contribution:

I (W) = Iy f o= (t=tn)? /2 ilwn (t-tn)] it gy (90)
" 2
We perform a variable substitution by shifting the integration variable by +tg,

which gives a more manageable form of the above expression. We will also
perform yet another substitution. All of this is done as follows:

5l Fn w . .
Fo(w) = 5 ¢ bn / exp {—ait2/2 —dwpt - zwt} dt. (91)
Using the substitution u = Unt/\/i we get

Fp(w) = &Qem" exp{— [ 24 i?(w —wn)u]} du (92)

2 o, n

2
Fa/2 i 1 1 )
=——e"“" [ expi—| u+2 W —wn, + —(w-wy, du
2 o, p{ l( \/§Jn( )) 20%( )]}
(93)

F, . 1
= \/Zgnewt”exp{—%‘%(w—wnf} (94)

By inserting equation 94 and 89 into 88 we arrive at one of the key expressions
of this thesis:

1

Afg:-if dw F(uwgy - wi TR (w)— (95)
. o
it FoF oo —i(wpg-w)T _WBgmww)?  (w-wi)?
=—% 02011 L dwS T e 2k (96)

W~ Wag

What is done in the Jiménez-Galan paper, then, is rewriting equation 96 so
that we can employ special functions for the purpose of easier numerical treat-
ment. Specifically we use the Faddeeva function, which can be written with the
following integral form [6]:

,t2

w(z) = % [:o dt%, Im(z2) >0 (97)

So we want to rewrite the integral expression using 97. The following form is
from the Jimenez-Galan paper [6], and will be presented here without further
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explanation:

A im FhFy 52 72 02T
g = —— ——— — —— — i — — +{WaT
fa 2 o901 P{ 7552 202 o010 2
o exp[ E(th-t-%g Ult) ]
x dw

oo (JJ1+OJ—UJag

Here we have introduced some new variables defined by ¢ = /o7 + 03, 0y =
Vo2 +03% and § = wy + wi + wy - E. Note that E here is not the same as w.
The latter is our integration variable and the value E denotes the continuum
state energy corresponding to the state |[SE). This rewrite is performed in the
paper by Jimenez-Galén [6], and will not be demonstrated in detail in this thesis.
By comparing the above to the expression in equation 97, we find the following;:

Zg= — wl——d—i;—wag (98)

Again, we refer to the Jimenez-Galdn paper for this result [6]. So we have
the Faddeeva function formulation of the integral expression for the transition
amplitude, and we thus finally arrive at the following:

2
TR i

Asg = 2 0907
X exp (—62 - i —iﬂlé +iw27) w(zq)
202 207 o010 “
= F(1)w(za)

where we in F(7) collect all of the terms in front of the Faddeeva function.

6.2.4 Final expression

We now insert equation 86 into equation 74 to arrive at the final expression of
the transition amplitude:

Apy = —i f dwF(wpy - @) F@)MP) (@)

- f : dwF (wpg - w) F(w)

_ o o) 1 05,0
N eEa+Qa'g Ba a,g. - +(5a— ')(qag_i)w
€Ea+1 wg+tw—FE+i0 €Ea +1 W - Wag
€Ea t Qag—~ [oo I n 1
=i ——03,0, dwF —w)F(w)——————
Fepari OpaOas | dwF (s —w)Fw) i
. 1 55 * wF »
- (/6(1 - €FEa +Z) (ng - Z)Oﬁaoa7g -[m dWF(ng B W)F(W)w — Wag
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Thus one gets two terms, and each of these can be rewritten using the Faddeeva
function, except with zg being dependent on a different E for the two terms,
due to the differences in their respective integrands’ denominators. The final
expression for the transition amplitude then becomes

App.g = F(1)e* " 0pa0us,g
at9a 1 J
[ ) (5= ) g - D)

€ERg T 1 €Epa t1

We want to employ some approximations to further simplify the above expres-
sion, which will give us the final expression we consider. The approximation we
consider is simply that we have eg, >> ¢ as well as ez, >> gz4. This gives us

Asp.g = F(1)e"* 050 Oap g [w(zE) + (Be — €5a) (4ag — Dw(zz,)],  (99)

which is the final expression that will be considered for the transition amplitude,
and the one to be used in the simulations.

6.3 Simulations

Here we present the result of simulations performed using equation 99. The
code was written by David Busto, and the input parameters in question are
chosen as follows: the resonance energy is set to 26.6 eV, the g parameter is set
to -0.25, T'ies = 0.076 eV, and an IR wavelength of 790 nm, as well as an IR
bandwidth of 7 nm. For the XUV pulse we have a detuning of 0.05 eV and a
bandwidth of 0.1 eV.

We then get:
<108 Absorption path
25 10 T T T p T p T T T 2b
2r ' N
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— 15F ) | \ 2
_% — / \ | \ $
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Figure 12: Simulation results for the parameters discussed above. The most in-
teresting part here is the blue graph, which shows the modules of the amplitude.
The orange graph, in contrast, shows the phase.

In figure 12 we see the amplitude modules for the absorption as blue graph,
and the phase as an orange graph.
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7 Simulations and limitations of KRAKEN

In this section the KRAKEN simulations will be examined in more detail, before
the possible extensions of KRAKEN are discussed. At first, we will demonstrate
that simulating KRAKEN actually does give the desired density matrix to a
very high fidelity. After that, the limitations of KRAKEN will be discussed. In
particular, the effects of the IR bandwidth on the sampling will be examined.

7.1 KRAKEN simulations

Now that the theory of two-photon transitions has been presented, and the
expression for the transition amplitude derived, we are ready to see how the
results of actual KRAKEN simulations.

Consider the case of Helium, where we have no entanglement due to the
absence of spin-orbit splittings and as such no state mixing occurs when mea-
suring the photoelectron state. The result is a pure state, but the principles of
recovering the density matrix remains the exact same.
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Figure 13: Constructing the density matrix from a KRAKEN simulation. Figure
taken from [2].

Consider figure 13 above. In the top left, we have at first the sideband of a
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scan, compare with the experimental data in figure 4 b). This data corresponds
to S(e,7,6w), and in the top right figure we can see the Fourier transformed
data. From this the desired frequency component is extracted, and performing
this over and over one recovers the subdiagonals seen in the bottom left of figure
13. This data is then interpolated to give a clearer picture of the density matrix,
which can be seen in the bottom right.

In order to examine the fidelity of this simulation, the end result can be
compared with a density matrix acquired through a direct calculation. That is,
simply computing 58 directly and plotting the resulting matrix. The result of
this can be seen in figure 14 below. The top figure is the one from the direct
calculation and the bottom figure is from the KRAKEN simulation. As can be
seen, the two are near identical which indicates that the KRAKEN simulation
is indeed quite robust.

62 62.2 62.4 62.6
Energy [eV]

Figure 14: Comparison of KRAKEN simulation and direct calculation for the
amplitude of the density matrix of a helium EWP. The upper figure is the direct
calculation and bottom figure is the KRAKEN simulation. Figure taken from

[2].

7.2 Limitations of KRAKEN

Now, consider the effects of IR bandwidth on the KRAKEN simulations. Again,
the case of Helium is considered. Initially in the simulations, both of the IR
probes have IR bandwidths of 1.5 nm, which is approximately monochromatic.
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Then, one of the two IR probes is increased to 5, 10 and 20 nm, while the other
is kept at 1.5 nm. The results can be seen n figure

% 624
i{f
‘g "
s3]
6180 / 8 ‘
61.8 622 624 626 61.8 622 624 62.6
Energy [eV] Energy [eV]
(a) Both probes with bandwidth 1.5 (b) One IR probe with bandwidth 1.5
nm. nm and the other with bandwidth 5
nm.
Figure 15
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(a) One IR probe with bandwidth 1.5 (b) One IR probe with bandwidth 1.5
nm and the other with bandwidth 10 nm and the other with bandwidth 20
nm. nm.
Figure 16

As can be seen here, as the bandwidth of one of the IR probes increases, there
is an increasing region of information loss around the main diagonal. In order to
understand this behaviour, consider what it means for the pulses to be Fourier
limited. In this case, the most important consequence of the pulses being Fourier
limited is that the bandwidth is inversely proportional to the pulse duration. So
the broader the IR pulse becomes spectrally, the shorter its temporal duration.
Recall how the simulations are actually performed: in order to acquire the
transition amplitude A, a convolution between the two pulses (and also the M
dipole transition matrix element) has to be computed. Consider the coherences
around the main diagonal (which is where the information loss occured). There
the energy differences considered, i.e. between €; and ey are small (they are
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zero on the main diagonal). A small energy difference corresponds to a long
time. I.e. when taking the autocorrelation there is a longer time required to
actually recover the information. However, if the pulse duration is short (due
to the longer IR bandwidth) there is a possibility that the pulse is too short in
duration to scan over the energy difference. I.e. the pulse is too short to capture
all the information needed. This leads to information loss, and as the IR pulse
becomes broader the more coherences it becomes unable to recover. Hence the
growing information gap.

It is also important to understand that this is not a component of the physics
itself, but rather the sampling. This is lost information, which is impossible to
recover due to the sampling theorem. As such, this is a fundamental limitation
of the data analysis that KRAKEN requires to work.

8 Single-pulse KRAKEN

The second limitation of KRAKEN we consider is the fact that it is very ex-
perimentally demanding. What is meant by this is that KRAKEN takes a very
long time to perform (the order of magnitude here is dozens of hours). This
is because one scan is performed for each bichromatic IR pulse, to acquire one
subdiagonal at a time. The idea here is to examine if KRAKEN could be made
much quicker by employing a single IR pulse that could allow us to recover all
subdiagonals, as opposed to each IR pulse corresponding to the acquisition of
only one subdiagonal.

Two approaches to this idea were investigated. The first was to have a
chirped IR pulse, and the other was to employ an IR pulse with a square spec-
trum. Both of these will be discussed in detail here.

8.1 Chirped pulse

The first extension of KRAKEN that we examine in this thesis is adding a chirp,
i.e. atemporal variation of the frequency, to one of the IR probe fields. The main
idea here is, as we outlined before, to examine whether the scan of frequencies
can be replaced by the use of a chirped pulse. The mathematical treatment
presented here will be analogous to sections 6.2.3 and 6.2.4. We examine how
adding chirp changes the final expression for the transition amplitude that is to
be employed numerically.

In figure 17 below the situation at hand can be seen, with the previous case
for KRAKEN discussed in section 2 contrasted with the chirped case to be
studied here.
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Figure 17: Time-frequency graphs describing the bichromatic IR probe field.
In the left figure, we have two monochromatic pulses represented by constant
frequencies in time. To the right we have added linear chirp to one of the pulses,
so it becomes a straight line in the time-frequency plane. The other probe pulse
remains unchirped.

So we have two IR pulses above and give one of them a chirp, i.e. the
instantaneous frequency is a straight line with an incline specified by a chirp
parameter.

8.1.1 Implementation of chirp

To understand the effect of adding a chirp to the pulse, the derivations and
results acquired in the paper by Jimenez-Galan were studied in detail. We start
by writing the chirped Gaussian in the following form [10], where we analogously
to the previous discussion have the two pulses denoted by n = 1,2:

Fo(t) = Fe on )2 cog [, (t = tn) + Bu(t — £,)2], n=1,2. (100)

and also
p1=0, B2 #0, (101)

since only one of the probe fields is chirped.

This is simply the expression for a Gaussian pulse profile but with a chirp
added, as seen by the extra phase term 3, (t—t,)?. Similarly to before, F}, is the
amplitude of the pulse, o, is the temporal width, w,, is the central frequency of
the pulse, t,, is a constant time and [, is the so-called chirp parameter. This
means that we get an instantaneous angular frequency given by (here ¢, (t) is
the phase)

dén

— =wy + 20, (t—1,),
T = oy + 2B (= 1)

such that a straight line of slope 28, specifies how quickly the instantaneous
angular frequency changes as a function of time. In order to find the transition
amplitude, we simply use this new chirped Gaussian to perform a derivation
analogous to the one in section 3.
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Considering only the absorption term:

Fo(w) = % fexp{-ai(t—tn)‘l/z —i[wn (= tn) + Bt — t)?] + it} dt
(102)
We then perform substitutions of the same kind as was done to compute the in-
tegrals for the Faddeeva function. We thus end up with an expression analogous
to the one we have seen before:

F, _; ; i
76 win f exp {—Uit2/2 - Z[wnt + ﬁntz] + ZWt} dt

_In @eﬂ'wtn f exp {_(1 +i28, )02 )u? + i—ﬂ(w - wn)u} du
2 o, On
-\/2
11— (W — Wp
o’n( ) ] d

+1i28, /o7

= fexp ~(1+i2B,/02) luz

2 o,

We treat the above by performing completion of the square for the expression
inside the exponential. Doing this we get

Fn \/§ Wty . 2 i(w—wo) 2 (w—wn)Q
726 exp{—(l +i2B,/07.) l(u - Vaon(1 iQﬁn/U%)) + 202 (1 i25n/02)2]} du
F, piwtn eXp{ —(w - wn)z } VT

V20, 202(1 +42f3n/02) ) \/1+i2B,]02

We introduce g,, = 02 (1 +1428,/02) so that we can rewrite the above as follows:

) _ _ 2
Fnemnexp{(ww} ™ (103)

V2 20n 9n
Now, we can finally consider equation 79 since we have arrived at an expression
for the integrand. We get the following:
mFy Fy 1

4\/ 9192 W = Wag

Note that equation 104 is on the same form as equation 96, except o, has been
substituted with \/g,. This allows us to immediately consider the Faddeeva
function formalism, as long as the substitution of o, is made. Doing this we
arrive at the following:

ei(wEg*w)Te*(wEg*erM)2/292 e*(w+w1)2/291 dw (104)

App,g =

i FoF 52 2 )
App, =T 120 eXp(_Q—TQ—z' 927+¢W2r) (105)
2 4./9291 20 20} g1 010
2
o exp[—% (atw+ %ngia%) ]
v / dw : (106)
oo W1 +W = Weag
2 BEF 52 2 5
= W—Aexp ——2—7——2—1' g—zlering w(zq) (107)
2 4. /9201 20 20; g1 010
= F(7)w(za) (108)
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where we have that

gt —g—lé—il—wag , Im(z,) >0

w1
V2 o? o}

as well as 0 = /g1 + g2 and oy = \/g7* +g5'. Now we can simply follow the
same steps as demonstrated in section 4, since the matrix element M is not

affected by the pulse shape F,,(¢t). And it is the pulse shape that is actually
affected by the chirp.
So we simply end up with

Asp,g = F(7) (w(za) + (Be = €pa) (dag — Dw(zz,))

Zq =

8.1.2 Outlook on the chirp method

While the above mathematics are deemed to be robust, there still has not been
enough work done on simulations for any results to be presented on the matter.
More work thus needs to be done.

8.2 Square spectrum

Now the effects of bandwidth, and how to treat the data given these effects, are
to be examined. To start, consider what happens to the interaction Hamiltonian
when we take into account that we do not have monochromatic light, but rather
broadband radiation centered around our frequency of interest.

Consider the previously shown derivation of the KRAKEN protocol. If one
observes just one of the two probe fields, the interaction Hamiltonian due to the
IR field can be written as

h
V2mo?

where the Gaussian pulse shape has been replaced with a more general f(t).
Moving forward, f(t) will be chosen so that we have a rectangular pulse in
the frequency domain, which would imply a sinc function in temporal repre-
sentation, though the specifics of the temporal shape are not of interest here.
The reason for this choice of pulse shape will become clear in the following
derivations. It should also be noted that rectangular pulse shapes are a decent
approximation of the kind of pulses employed, perhaps even more so than the
Gaussian shape.
The pulse shape in frequency representation is

Hir(t) = F(t)e D1, (109)

flw)=0(w-wy+0,/2)—0(w-wy-0,/2),

where wy is the central frequency and o,, denotes the spectral width.
Considering an analogue to the derivation of the KRAKEN protocol, we
have the following:
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(el pruvir [€) = (] pxuv [€) + (€] H/oxuvHJr le) + (el HTPXWH le) + O(gé) (110)

In this case, we have II = g,II,,, because we only have one IR pulse, with a
square profile in the frequency plane (which is why we don’t also have an w + dw
term).

Now, consider the contribution from one of the above terms with Il oper-
ators. One ends up with

(el Ty prun I €) = f dwde'dw'de" gogiypervw o1t L sy o
x (ele’ + w) (€] pruo [€") (" + W),
where we now have
G = €T (0(w —wo + 0,)2) = 0(w —wo — 0,/2)) = €“Thy,, (111)

We rewrite the above by using (ele’ +w) = 6(e' +w-¢) = §(¢' - (¢ —w)) and
equivalently for the other braket expression. This gives us the following integral
expression:

Sl = [ deEIdw, gwg:’M€’+w ,E’M*la’ﬂu ,5’6(8, - (5 - w)) <€,| Pruv |€ - w,>
which can be rewritten as
Sl = f dwdw’ gwg:),#5,+w,5’l'['*l€’+w,€’ (5 - CU| Pruv |5 - WI) (112)

Now, consider the contribution from the other term, and call it Sz, such that
we get the complete lowest-order contribution & = §; + S3. This second term,
ie.

<€|Hlpxuvnw le) (113)

is extremely similar to the one we already saw, in fact it is purely a complex
conjugate of the contribution from the other term. As such we can ignore its
contribution when simulating the results.

Now, we consider which oscillation frequency we have in expression 112. By
considering equation 111, the dependence on the shear frequency can be seen
from the following:

Gl = ei‘s‘”hwh:ﬂ, (114)

where dw = w —w’. To arrive at the final expression, we Fourier transform the
integral expression in equation 112. The important thing to note is

F(e 7Y oc §(w-w' - ) (115)

Where z is the transform variable, which is a frequency since we transform from
the time domain (specified by 7) to the frequency domain (specified by z). We
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set  as dw. Also keep in mind that in the simulation we set the p terms to
unity, and for that reason those are excluded from this treatment. The Dirac
delta function we get by performing this transform turns equation 112 into the
following:

S~ fdw ho bl s (€ = W] poun | = (= 0)) | (116)

where

b = Nw—bw = 0(w — 0w —wo + 0,/2) — O(w — dw —wy — 0, /2) (117)
and z is dw as previously used. Considering the overlap between the two rect-
angular pulses we get the following:

wo+0, /2
S~ Pruv (€ —w+ 0w, € -w)dw, (118)
wo—0 [2+5w
Here we have used the product of rectangular functions to simply cut off the
integration interval. Note the new notation for the integrand. p(a,b) here is
simply (a| p|b) written in a more compact form. Taking the gradient of this in
the w direction we get the following:

OSF ~ pruv(E—wo—0y,[2+0w, e—wo—04[2) = pruv(E—wo+0, /2, e—wo+0,[2-0w).

(119)
Thus there are two terms which contribute to this gradient. When applying this
to data analysis, the goal would be to isolate one of the terms. This is because
each of these terms is, individually, a density matrix element (just evaluated for
different arguments). The attempts at solving this problem numerically will be
outlined in the next section.

8.2.1 Protocol applied to data

What we now want to do is to examine what happens when the above protocol is
applied to simulation data. We start by considering the case of an IR bandwidth
of 500 nm. This number was somewhat arbitrarily chosen, but the main idea
is that the two terms in equation 119 are completely separated. Recall that
while bandwidth in question is the IR bandwidth, the two terms of the density
matrix correspond to the XUV pulse. So a sufficiently large IR bandwidth
corresponds to an essentially complete separation of the two XUV density matrix
components.

Now, consider the part of the delay scan from which we acquire the infor-
mation used in KRAKEN, as in the case of figure 4 b). This part of the scan
can be seen in figure 18 below:

As outlined in the theoretical description of the KRAKEN protocol, the
above scan is Fourier transformed to extract the desired frequency component,
which can be seen in figure 19 below:
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Figure 18: The oscillating part of the scan, which has the pump-probe delay on
the vertical axis and energy on the horizontal axis. Equivalent to figure 4 b).
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Figure 19: Fourier transform of the scan seen in figure 18.

Now, as outlined in the theoretical description of the square spectrum proto-
col, we take the gradient of the Fourier transformed scan seen in figure 19 above.
Doing this, as predicted one gets two components for which one provides the
desired density matrix.
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Figure 20: The gradient of the Fourier transform of the spectrum plotted. This
matrix is thus equivalent to what we have in equation 119.

In the above figure, we see the plotted equivalent of equation 119, and as ex-
pected we see the two terms distinguished clearly with this choice of bandwidth.
What we want to do is to focus on just one of these terms, and perform some
appropriate Matlab operations to get the axes to match the simulation result
used in the original KRAKEN paper [2]. In more specific terms, the circshift
function was used to ”straighten out” the elements in the left matrix, to align
it with the axes in such a way as to match the density matrix discussed in the
previous sections. Doing this, we get the following result:
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Figure 21: The data in figure 20 reworked so that we see half and have prepared
the left side to reconstruct the density matrix (hence the new angles).
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Here we have circshifted one of the components to get a result which more
closely matches the one we see in the original KRAKEN paper [2]. We can see
that the left part is exactly the desired density matrix, except it’s only half of
it and the scale is slightly off. Dealing with these two things, we end up with
the following:
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Figure 22: The data in figure 21 treated such that we take the left one of the
two contributions and rework the axes such that we recover the density matrix.
Note that the result in that figure is now mirrored and conjugated across a
diagonal, as should be done to construct a density matrix.

Which we can see is exactly the density matrix that was recovered through
quantum state tomography through simulations in the original paper [2]. Now,
consider the phase. The phase can be recovered from the interference between
the two components that give the coherences.
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Figure 23: Phase corresponding to the density matrix in figure 22.

The above figure is also very consistent with the results found in the original
paper [2]. Now, the above results are for a very ideal case. Having an extremely
spectrally broad and flat IR pulse is an ideal case, which is extremely difficult to
actually achieve experimentally (and literally not possible with any experimental
equipment available for this research). This result is simply an indication that
equation 119 is consistent with the same kinds of simulations as the ones used
in the KRAKEN paper [2]. So the next step is to study what happens when
we actually decrease the IR bandwidth. We start by considering half of the
above IR bandwidth, i.e. 250 nm. Since 500 nm gave us more or less complete
separation, we expect that when we take 250 nm we have that the two terms in
equation 119 overlap such that for each of them, half is isolated from the other,
but the remaining half is overlapping with it. Where this overlap occurs, we see
a loss of information that we want to work around.

The solution for this case is, in principle, very simple. We can simply choose
to take the information from the two isolated halves and combine them into one
to reconstruct the above density matrix. Doing this, we end up with the figure
below:
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Figure 24: Attempt at reconstructing the density matrix for an IR bandwidth
of 250 nm. Notice where the two halves meet, we have a loss of information,
as evident by the inconsistency between this result and the one seen in figure
22, not to mention the evident discontinuity which is also inconsistent with the
physics at hand.

As can be seen in figure 24, we have recovered essentially the same matrix as
the density matrix we are looking for, except a slight loss of information occur-
ring near the middle, where the two halves are ”cut off”. One can suspect that
a further decrease of the IR bandwidth is going to lead to further loss of infor-
mation until the protocol is no longer usable for analyzing actual experimental
data.
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Figure 25: Attempt at reconstructing the density matrix for an IR bandwidth of
125 nm. Notice that the loss of information is quite significant, when compared
to figure 22, much more so than in figure 24. At this point, the protocol is no
longer robust enough to be usable in experiments.

Indeed, as can be seen in figure 25, the loss of information has become quite
significant. Not only is the matrix thinner across the anti-diagonal (representing
the main diagonal of the density matrix), but the distortion of the picture around
the middle is much more significant. At this stage, as we approach values for
bandwidth more similar to the ones used in the lab, the protocol falls apart and
is no longer usable for real experiments. This means that while equation 119
seems to be powerful, at least when considering simulation results, there is yet
a robust method for using this to actually deal with broadband contributions
to experimental data. One should take equation 119 as being the main result
of this section, with the simulation result for 500 nm being the indication of its
validity. The remaining discussion regarding the shortening of the IR pulse’s
spectral width is a negative result as is.

8.2.2 Two square pulses

The case considered here is one for which we only have one IR pulse, and where
both the single IR pulse and the XUV pulse are square in the frequency domain.
By having a large IR bandwidth of 500 nm, we can easily examine the feasibility
of the above square pulse protocol.

Direct calculation gives the following density matrix:
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Figure 26: Direct calculation of density matrix for two square pulses, with IR
bandwidth 500 nm.

Taking the gradient of the fourier transformed spectrum, as described in the
protocol, one gets the following result:
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Figure 27: Gradient of the spectrum for two square pulses, with the same pulse
parameters as for the direct calculation case.

Comparison with the theoretical protocol tells us that we have two terms
and what to isolate one of them. Taking exclusively the left part of the above
figure, and rearranging in Matlab, one ends up with the following result:
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Figure 28: Left side of the gradient of the spectrum, with circshift employed to
make the angles closer to the direct calculation case.

As can be seen here, we can acquire the density matrix for this case using
this method. The same information is contained here as was seen in figure 26.

9 Summary and conclusions

In this work the proposed KRAKEN protocol has been discussed. This dis-
cussion has been separated into roughly two parts. One of them is aimed at
explaining the protocol in question, with special attention being given to provid-
ing the necessary theoretical background to understanding not only the protocol
in principle, but also how it was implemented numerically in simulations.

To this end, we began by describing the principles of the KRAKEN protocol.
In short, it is a form of quantum state tomography (QST), which means that it
aims to provide a way of reconstructing a density matrix by changing a frequency
variable in measurements. Specifically a pump-probe scheme was considered
where the probe is a bichromatic IR field. Having the transitions driven by two
IR pulses and one XUV pulse respectively, one finds that the Fourier transform
with respect to delay (and evaluated at the shear frequency) is proportional
to the subdiagonals of the density matrix. This means that varying the shear
frequency allows us to reconstruct the density matrix of the photoelectron and
thus KRAKEN is a QST protocol.

Special care was taken to motivate a choice of electron wave packet (EWP) to
study. The two requirements were that it needed to have an interesting enough
structure, and that it needed to exhibit entanglement to justify the use of a
QST protocol over, for example, RABBIT. The case study chosen was argon.
The structure came from Fano resonances, and the entanglement came from
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the spin-orbit splitting of the energy level under consideration. Following that,
the amplitude of the density matrix of the EWP in question was studied (from
direct calculation).

KRAKEN simulations were then discussed, starting with a theoretical de-
scription of two-photon transitions, to show the theory underlying the code.
After that, a comparison was made between direct calculation and KRAKEN
simulation for the case of an EWP from helium ionization.

The next part of the thesis is a discussion of the limitations and extensions
of the KRAKEN protoco. As for limitations, special attention was given to
the limitation given by the IR bandwidth, and its effects were demonstrated
through simulation.

The extension was focused on overcoming the issue of KRAKEN being exper-
imentally very demanding. The possible solution investigated was a so-called
single pulse KRAKEN, for which two variants were suggested. The first was
the use of a chirped IR pulse, and the second was the use of a square spectrum
IR pulse. Neither of these were fully extended into a functioning KRAKEN
simulation.
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