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Abstract

We develop a deep learning model that uses financial news articles and historical ex-
change rates to predict the rate for the Euro/US Dollar currency pair one hour ahead.
From the articles’ titles and bodies we extract sentiment scores using two different
transformer based classifiers – one for short text and one for long text. The long-text
classifier is built and trained by us. These sentiment scores are used as a proxy for the
market participants’ mood. We combine the mood with technical indicators derived
from historical exchange rates to make the future prediction. Our long-text sentiment
classifier obtains 72% test accuracy, and our predictive Forex model achieves 44% im-
proved test loss compared to a similar model not leveraging sentiment from article
bodies. Moreover, the Forex model heavily outperforms a model not using financial
articles at all. Using these results we discuss the efficiency of the EUR/USD currency
market. It hints at some inefficient tendencies in the market, but more data and further
experiments are needed before any conclusion can be drawn.

Keywords: Forex, efficient market hypothesis, sentiment analysis, transformer, long-short term

memory
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1 Introduction

1 Introduction

Finding a way to accurately predict market prices has been a dream for speculators for as long as
the modern markets have existed. However, it is in the nature of speculation that it is not perfectly
possible. If it was, it would allow for possibly unbounded returns in zero time, given sufficient
leverage. The prized economist Eugene Fama has contributed a lot to the view of an unbeatable
market through his Efficient Market Hypothesis (EMH) (Fama 1970). Due to the amount of gold
waiting at the end of the rainbow, substantial efforts have been made to find the best way of predict-
ing markets, utilising different kinds of information as exogenous signals. One factor that strongly
influences the today’s price is expectations about future price movements (Adam and Nagel 2022).
However, quantifying these expectations can be tricky. Ideally, one would want to read all market
participant’s minds. This is not yet possible. Another approach for capturing expectations and
moods is to instead probe information sources where the expectations are expressed. This could be
financial news articles, trending Google searches, financial blogs, Twitter feeds, to state a few.

Over the past years, advances in machine learning, natural language processing and computer
hardware has enabled the academia and industry to process huge amounts of multimodal data
(Kalyanathaya, Akila, and Rajesh 2019). Specifically, the development of large language mod-
els based on the transformer architecture (such as GPT3 and BERT) has shown huge potential
in several natural language related tasks (Devlin et al. 2019). Tasks related to sentiment analysis,
machine translation, question answering, dialogue systems, and text classification are now solved
with greater accuracy (Kalyanathaya, Akila, and Rajesh 2019). Anbaee Farimani et al. 2022 utilizes
this language technology to try to extract the general mood of the currency market participants
through the article titles of financial news. From the article titles, they extract the mood using
state-of-the-art machine learning sentiment classifiers. However, they do not leverage the article
bodies to extract the mood. They combine these mood signals with more conventional technical
indicators to create a predictive machine learning model, FinBERT-SIMF. The model predicts the
future closing price on the Foreign Exchange (Forex) market for a number of currency pairs. We
further develop this idea, and use it to investigate the validity of the Efficient Market Hypothesis.

Our contribution is as follows.

• We further develop FinBERT-SIMF by including the sentiment obtained from article bodies in
the model, creating our own Forex model "Financial Bidirectional Encoder Representations
from Transformers based Long Sentiment and Informative Market Feature", or FinBERT-

LSIMF. It predicts the closing price of the EUR/USD currency pair the coming hour using
financial news and historical Forex prices. We do this to see if the addition of article bodies
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2 Related work

enhances prediction.

• To build FinBERT-LSIMF, we additionally build, train, and evaluate a long-text sentiment
classifier for analysing the article bodies. It is a Longformer-based model capable of handling
long sequences of text, fine-tuned on a financial sentiment task.

• We publish as open source our implementation of FinBERT-LSIMF1 and the long-text sen-
timent classifier2.

We evaluate the performance our model to see if there is an improvement to be found when in-
cluding the article bodies. The result is then used to discuss whether there is reason to question
the Efficient Market Hypothesis, particularly of the semi-strong form, for the EUR/USD currency
exchange market between October 2020 to May 2021.

2 Related work

The study of the dynamics governing financial markets can be traced back to the 1960’s (see for
instance Fama 1965 or Davies and Canes 1978). A ubiquitous goal with this has been to make
accurate predictions about the future state of the market.

Historically, the market dynamics have often been studied from a purely technical perspective,
taking into account technical market indicators and conducting analyses using financial statistics
(Alamatian, Jahan, and Fard 2021). Over the last couple of years, researchers have started to incor-
porate other types of information in their analyses, such as textual news data or Twitter posts, and
use financial sentiment analysis for deriving additional signals used for making predictions. See
Daudert 2021; Bollen, Mao, and Zeng 2011; and Nisar and Yeung 2018 for examples of such.

This processing of text can be done in numerous ways. For instance, Tetlock 2007 and Seifollahi
and Shajari 2019 uses a rule-based approach and uses a fixed generic lexicon for assigning sentiment
values to words, while Ferguson et al. 2015 use a domain-specific lexicon. These lexicons generally
lack flexibility and are not fully capable of capturing the semantic content of the text. Antweiler
and Frank 2004 and O’Hare et al. 2009, among others, improve these by taking a machine learning
based approach to analysing the information content and sentiment of the texts. They use trained
machine learning sentiment classifiers to infer the sentiment of texts.

1https://github.com/simondanielsson/FinBERT-LSIMF.
2https://github.com/simondanielsson/longformer-financial-sentiment
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3 Theory

With the recent advances in natural language processing with the advent of large language models,
see for instance Devlin et al. 2019, the performance of machine learning sentiment classifiers have
improved significantly. Among these is the model developed by Araci 2019–a transformer-based
sentiment model fine-tuned for financial articles. Lastly, Anbaee Farimani et al. 2022 combines
this novel transformer-based sentiment analysis approach with classical technical analysis to build
a deep learning model for predicting future prices on the Forex and cryptocurrency markets. They
find an improvement in model performance when taking into account both sentiment and histori-
cal technical indicators, compared to using only the technical indicators. Specifically, they account
for the sentiment derived from the titles of financial articles, but leave the article bodies unpro-
cessed. They propose adding news bodies to see if it enhances prediction, which is what we do in
our experiment.

3 Theory

We begin by briefly introducing some fundamental theory required to understand the problem we
are trying to solve, and the means by which we solve it. It requires having an understanding of
the Efficient Market Hypothesis, the Forex market, and how to build predictive machine learning
models capable of processing both text and time series data. Note that this is by no means an
extensive description of the field we are operating in; to get a proper understanding of the subject
matter we refer to the sources referred to in the following sections. However, what is stated here
should give enough insight into machine learning and natural language processing to follow the
core concepts discussed in this paper.

The section is outlined as follows. We start by introducing the Efficient Market Hypothesis and
its different forms in section 3.1. In section 3.2 we briefly cover the pricing of Forex assets and the
difficulty in predicting the price trajectory. In section 3.3 we describe the core concepts in machine
learning and deep learning, and explain the workflow for building and evaluating machine learning
models. Finally, section 3.4 outlines the field of natural language processing and how to make a
computer program understand human-language text.

3.1 The Efficient Market Hypothesis

The Efficient Market Hypothesis (EMH) states that the price of an asset on an efficient market re-
flects all available information regarding that asset (Fama 1970). When new information becomes
available, the price is adjusted immediately.
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3 Theory

Fama 1970 defines three different forms of the efficient market, depending on what information is
to be regarded as available. The following list states what information is considered available for
the different forms.

• Weak form: Historical prices only.

• Semi-strong form: All publicly available information. This additionally includes e.g. company
statements and news articles.

• Strong form: All information, including private and insider information.

Under the assumption that a certain form of the EMH holds true, then it is not possible to system-
atically make risk-free returns using only the corresponding available information (Fama 1970).

For example, assume that the foreign exchange market is semi-strong form efficient. Then, one
should not be able to make risk-free returns using neither publicly available information, nor his-
torical prices alone. Similarly, a model using historical prices only to predict future prices should
not systematically improve when additionally given public information (such as news articles).

3.2 Forex pricing

Forex trading refers to the act of buying an amount of one currency using a different currency (Side-
habi, Indrabayu, and Tandungan 2016). The price for such a transaction is the fraction between the
amount of units you pay in one currency and the amount you obtain in the new currency. Thus,
one always refer to a specific currency pair when considering Forex trading, for instance EUR/USD
for buying Euros using US Dollars.

The set of factors affecting the price of a certain currency pair is vast. It spans inflation, interest
rates, historical Forex prices, speculation, GDP, political stability, macroeconomic and geopolitical
events, among others (Patel et al. 2014). This results in a noisy and non-stationary observed FX
price time series (Deboeck 1994), tricky to effectively predict.

There are five fundamental measurements in a Forex time series; opening price and closing price mea-
sures the first and last price, respectively, in a certain time period; high and low measures the highest
and lowest prices, respectively, in the same time period; volume measuring the total amount of units
traded in the same time period (Kirkpatrick II II and Dahlquist 2010).

There exists numerous specialized technical indicators that are derived from the five fundamental
quantities above (Kirkpatrick II II and Dahlquist 2010). These indicators are commonly used in

6



3 Theory

the literature to augment the Forex price series, and are commonly used as input to predictive
models along with the five fundamental quantities. We do not cover in detail how to compute these
technical indicators; they are included in many software packages, such as the Technical Analysis3

Python distribution.

3.3 Machine Learning

Machine learning (ML) is all about distilling patterns and information from raw data (Goodfellow,
Bengio, and Courville 2016). This is often referred to as ’learning from data’–hence the name.
In practice, this often amounts to creating a mathematical function (or model) which accepts as
inputs raw data (or so-called features), and outputs a value (outputs or labels) (Hastie, Tibshirani, and
Friedman 2001). This function can subsequently be used to make inferences, or predictions, about a
certain subject.

As a first example from the financial world, the features could be descriptive values of a stock (such
as stock price volatility the past day), and the output could be the stock price in the future. The
function that you create could then be used to predict future stock prices using historical price
volatilities for that same stock.

Creating any function that maps features into outputs is not difficult. However, what is tricky is
to find a function that is able to do these predictions accurately (Hastie, Tibshirani, and Friedman
2001). We also want the function to predict accurately on examples it has never seen before. Creat-
ing such accurate functions by hand is almost always infeasible. Instead, one could choose a family
of functions with tunable parameters – whose values are unknown in the beginning – and use an
algorithm that finds the set of parameters that make the function predict the data the best. This
algorithm usually minimizes some type of error function – or loss – such that the model in some
sense is as good as possible (Hastie, Tibshirani, and Friedman 2001). Minimizing the loss is often
referred to as training the model.

The canonical example of such a model is linear regression. It has parameters that we can tune (the
coefficients), and as an algorithm to find the set of optimal parameters we minimize the squared de-
viation between the model outputs and actual values (equivalently, the L2-loss). The final, trained,
model is then a linear function with parameters determined by this minimization procedure.

What is described above, and also what will only be discussed in the following sections, is referred
to as supervised learning for parametric models. This is merely a small subset of what the vast field of

3https://pypi.org/project/ta-py/
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3 Theory

machine learning offers. Neither will we give a thorough treatment of the probabilistic nature of
ML which is required to fully understand some of the concepts described.

There are several programmatic frameworks for building machine learning models. Among the
most popular are TensorFlow and PyTorch, which have API’s available for e.g. Python and C++.

This section is outlined as follows. In section 3.3.1 we describe the main components required to
build a machine learning model. Section 3.3.2 outlines how to train the model on a certain task.
In section 3.3.3 we introduce deep learning and how it connects to machine learning; section 3.3.4
shows the simplest type of deep learning layer and briefly cover the topic of activation functions.
Following, section 3.3.5 introduces the LSTM layer. Section 3.3.6 covers how more complex mod-
els can be created out of LSTM layers. Lastly, in section 3.3.7, we display some common issues
and pitfalls one might stumble upon when building a model, and what to take into account when
addressing these.

3.3.1 Creating a model

There are four key components required to create a machine learning model.

First of all, one has to decide on a function fθ : X → Y to train, parametrized by some θ ∈ Θ ⊆ Rk

(Hastie, Tibshirani, and Friedman 2001). Here, X is the set of features and Y the set of possible
outputs. For instance, simply defining the mapping as fθ : x 7→ β⊺x for x ∈ X = Rk gives us linear
regression. The parameters in this case are θ = β. However, there is no restriction in how complex
we can make fθ . More complex models are usually required for capturing complex relations between
the the input and output data (Hastie, Tibshirani, and Friedman 2001). Complexity, or capacity,
can often be described in terms of the number of parameters of the model (Goodfellow, Bengio,
and Courville 2016).

The second component is the data. In order to make the model capable of capturing the entire
relation between X and Y, we need to provide it with (many) examples of this relation (Hastie,
Tibshirani, and Friedman 2001). Since the ultimate goal is to find a function which performs well
on data it has never seen before, we also need data that is not fed into the model during training.
This is often referred to as a test set.

Let us bring back the previous example of predicting stock prices using past volatilities to make this
more clear. We want to create a model for predicting stock prices in the future using information
about the stock that is available to us at that point in time. What we can do then is to train a
model on historical examples of the relation between the stock price volatility the past hour and the
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3 Theory

actual price in the future. Given that the relation between past price volatility and actual price is
kept constant, training a model on a set of such examples should give a model that is accurate on
predicting stock prices in the future as well. In this case, examples of past price volatilities would
constitute examples in X, and the actual stock prices (that we aim to predict) are inY.

Thirdly, we need a loss function L = L(y, fθ(x)). Its purpose is to penalize erroneous predictions,
i.e. be large when the prediction fθ(x) is far from the real value y (Hastie, Tibshirani, and Friedman
2001). This means that if we have a historical example (x, y) ∈ X × Y that we want fθ to reflect
(meaning fθ(x) ≈ y) then L(y, fθ(x)) should be as small as possible. If we provide an entire dataset
X = (x1, x2, ..., xn) ∈ Xn and Y = (y1, y2, ..., yn) ∈ Yn, then L(yi, fθ(xi)) should be small for all i.
Equivalently,

∑n
i=1 L(yi, fθ(xi)) should be small. The loss can therefore indicate the "goodness" of

our model when applied to our dataset. An example of a loss used in the real-valued output setting
is the well known L2-loss (or residual sum of squares). In the setting where outputs y are in some
finite set of categories, a popular choice of loss is the categorical cross entropy (Zhang and Sabuncu
2018).

Finally, we need an algorithm that finds the set of parameters that makes the model as good as
possible in our relation to our loss. This amounts to finding the parameter θ = θ̂ that minimizes
the loss across the dataset (Hastie, Tibshirani, and Friedman 2001). If we judiciously choose a
loss, and manage to minimize it, one would expect to get a good model. Unfortunately this is not
generally the case: we will discuss this problem further in section 3.3.7. Also, the minimization
problem

θ̂ = arg min
θ∈Θ

∑
i

L(yi, fθ(xi)) (1)

generally does not admit an algebraic solution (Sra, Nowozin, and Wright 2011). This means we
resort to numerical methods for finding the optimal function parameters. We also have to spec-
ify what we mean by "finding the minimum"; in general the loss is non-convex and non-smooth,
meaning that we cannot be certain that there exists a unique minimum, there might be several lo-
cal minimas, or a minimum value might not exist at all (Sra, Nowozin, and Wright 2011). Figure
1 shows what a loss function landscape might look like in a low-dimensional setting. The field of
mathematical optimization is thus highly relevant for machine learning, and has brought lots of
techniques and strategies for finding θ̂ under different conditions (Hastie, Tibshirani, and Fried-
man 2001).

Next, we describe one of the most popular approaches to try to solve (1).
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Figure 1 A low-dimensional example of a non-convex loss function. It may con-
tain several stationary points which could be local or global optimums,
or neither of them.

3.3.2 Training the model

The act of training a model essentially means finding the best set of parameters θ̂ for fθ , done by
minimizing some loss function. Numerical methods for doing this are often iterative, meaning we
step by step try to make small progression toward finding θ̂. First we describe the method gradi-

ent descent, which forms the basis for many optimization techniques. We then introduce stochastic

gradient descent which solves the problem of running gradient descent on huge datasets. Finally we
briefly discuss the Adam optimizer, a popular adaptive optimizer with good track record in practical
Machine Learning.

The motivation behind gradient descent is based on one fundamental observation; if we step in the
loss function landscape in the direction of the negative gradient, we can expect the value of the loss
to decrease (given that the step size is sufficiently small) (Sra, Nowozin, and Wright 2011). Refer to
Figure 2 for intuition. If we repeat this stepping over and over, we should hopefully get to a smaller
and smaller value of the loss function. In certain cases, this will make us end up at the optimal
parameter value θ̂. Formally, we use the update rule

θ ← θ − λg (2)

where g = ∇θ
∑

i L(yi, fθ(xi)) and λ ∈ R is the step size, or learning rate (Goodfellow, Bengio, and
Courville 2016). There are two main issues with this schema. First, note that this gradient has to
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Figure 2 Illustration of how gradient descent is used to find minimum of the
function. However, it is not guaranteed to find the global minima.

be computed over all points in the training dataset. To get good performance one usually needs a
huge training dataset, meaning this will be a very expensive computation (Goodfellow, Bengio, and
Courville 2016). Second, choosing a good value of the step size can also be tricky. If it is too small
we will require more steps, but if it’s too large we cannot be certain that we make progress in every
step (Sra, Nowozin, and Wright 2011). Such a parameter is called a hyperparameter - one that is not
tuned by the learning processed but rather has to be chosen judicously by the user of the algorithm.

Stochastic gradient descent (SGD) aims to solve the first issue addressed above regarding computa-
tional cost (Goodfellow, Bengio, and Courville 2016). Instead of computing the gradient of the loss
over all data points, one randomly samples an index j from the dataset, and calculates the gradient
of the loss on that single data point x j (Goodfellow, Bengio, and Courville 2016). This requires
substantially less computational effort. Formally, we pick gj = ∇θL(y j , fθ(x j)). Although this is
an unbiased estimate of the full gradient g, it’s corresponding random variable might have quite
some variance (Goodfellow, Bengio, and Courville 2016). This is often observed as quite an unsta-
ble progress when observing the loss function over the iterations. Also, note that we still compute
the gradient over θ. If the model is very complex, meaning we have a large number of parameters,
using SGD might still require expensive computations.

A variant of SGD is mini-batch SGD. Instead of calculating the gradients on only a single data point
x j , it is computed on a small set of m samples (called a batch) (Goodfellow, Bengio, and Courville
2016). The size of the batch is usually a trade-off between variance of the gradient estimates, the
computational effort required, and the need to tune m based on the dynamic between m and the
other hyperparameters (such as the learning rate) (Goodfellow, Bengio, and Courville 2016). We
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3 Theory

say that an epoch has passed when we have iterated through our batches and calculated gradients
using the entire dataset.

Partly to address the stability concern of SGD, the Adam algorithm has been developed (Kingma
and Ba 2014). It can be regarded as SGD in addition to two new components. First of all it uses
momentum, essentially meaning that the "gradient" at iteration i includes gradient computations
from previous iterations. This improves stability. Next, it includes adaptive learning rate, meaning
the learning rate λ is modified in each time step based on the previous gradient computations. This
removes some effort from choosing a good, fixed, learning rate before training has even started
(Kingma and Ba 2014). Luckily, Adam is readily available in the common ML Python frameworks
such as TensorFlow and PyTorch.

To summarize, there exists numerous techniques to find optimal model parameters for a given
training set. The strategies are often iterative, and computationally expensive if the model has high
capacity. Also, there is often little to no theoretical foundation assuring we will actually converge
to the optimal parameters θ̂. We have not yet described in detail any actual models fθ . This is done
in the following section.

3.3.3 What is Deep Learning?

Deep learning (DL) can be described as a framework for building machine learning models using
compositions of layers (Goodfellow, Bengio, and Courville 2016). A layer can be seen as a single
function that maps vectors to other vectors, with easily configurable capacity. These layers can be
composed into into extremely complex systems of layers, called artificial neural networks (ANNs)
(Goodfellow, Bengio, and Courville 2016). Depending on the task to be solved, one chooses differ-
ent architectures, referring to different compositions of different types of layers (Goodfellow, Bengio,
and Courville 2016). Deep learning can in some sense be seen as the act of building a very complex
function using the composition of many simple, non-linear components. However, we note that
building well-performing DL model architectures is no easy task: all the choices regarding archi-
tecture has to be regarded as hyperparameters that has to be chosen by the builder of the model
(Goodfellow, Bengio, and Courville 2016). The performance of the model usually varies strongly
with the architectural hyperparameters.
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Figure 3 Graphical depiction of the perceptron. A linear combination is taken
of the input vector components x j and weights w j , j = 1, ..., n, which
is then fed through an activation function φ to produce the output.
Image: Perceptron-unit by MartinThoma 2014 under CC0 license.

3.3.4 The simplest type of layer & activation functions

The simplest type of layer is called a perceptron (Goodfellow, Bengio, and Courville 2016). It passes
a vector x to an output vector y = fθ(x). The perceptron includes two operations; first a linear
combination is formed between the components of the input vector x and some weights w. Then
a function φ is applied to form the output

y = φ(w⊺x + b), (3)

where b ∈ R is an additive bias (Goodfellow, Bengio, and Courville 2016). The weights w are the
parameters to be optimized during training. The function φ is usually called the activation function

(or simply activation), and is typically very simple but non-linear. We directly see that choosing the
activation as the identity function, i.e. φ : z 7→ z, recovers the familiar linear function. See Figure
3 for a graphical depiction of the perceptron.

The power of the perceptron however comes when composing multiple perceptrons. This creates
what is called a feedforward network (Goodfellow, Bengio, and Courville 2016)–a flexible non-linear
function made out of simple components. A typical feedforward network is displayed in Figure
4. It can be depicted as a graph, where the nodes (or neurons) are input or output values of each
computation in (3), and where each connecting edge has the corresponding weights. The first layer
through which the input x is fed is called the input layer; the intermediate layers are commonly
referred to as hidden layers; the final layer, which produces the final output, is called the output

layer.
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Figure 4 A typical feedforward network. It is created by composing multiple
perceptrons. The nodes, or neurons, of the network represent the in-
put or output of the computation in each perceptron. Image: Neural
Network by Stetco et al. 2020 under CC0 license.

To make a prediction with a feedforward network (commonly referred to as making a forward pass),
you

1. input the input vector x into the input layer,

2. run the computation in (3) for each neuron in every layer of the network,

3. consider as output y the values of the neurons in the output layer

Likewise, the power of the feedforward network comes from choosing a good, non-linear activation
function φ. If one chooses a linear activation function it would simply results in a re-parametrized
linear function. This might not fully capture the complex relation between the features and the
output variable. Instead, it is customary to choose a simple but non-linear activation function for
each layer. A commonly used activation function is the Rectified Linear Unit (or simply ReLU),
defined as φ(z) = max(z, 0) (Agarap 2018). In classification tasks, one usually chooses the last
activation as the softmax function. The softmax function maps the final layer’s values to probabilities
of the possible classes, meaning that we get an estimate of how probable each class is for a given
input (c.f. multinomial logistic regression) (Hastie, Tibshirani, and Friedman 2001).

The feedforward network does not have the ideal design for all types of input data. Next, we
describe a DL layer specialized for processing time series data.

3.3.5 The LSTM layer

The Long Short-Term Memory (LSTM) is a special type of neural network layer used for dealing
with data of sequential nature (Goodfellow, Bengio, and Courville 2016). This data is could be
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time series data. Its high level functionality is very similar to the feedforward network mentioned
previously: it inputs some data vectors x1, x2, ..., xT and outputs a vector y. The main difference
is that it not only accept a single vector as input, but rather a sequence of them (Goodfellow,
Bengio, and Courville 2016). To produce its final output y the LSTM processes each of the inputs x j

sequentially (Goodfellow, Bengio, and Courville 2016). There exists several neural network layers
specialized for sequential data; the LSTM is a popular one frequently used in academia and the
industry (Sherstinsky 2020).

A canonical use-case of the LSTM is for building models using time series data, for instance a
model predicting future stock price using historical stock prices. In that case, each x j would be a
vector of (historical) prices at time j, and the output y is the predicted future price. There are two
fundamental properties of the LSTM that allows for easy processing of sequential data.

Firstly, the LSTM is capable of processing data of variable sequence length (Sherstinsky 2020). This
is useful as the one does not have to train an entirely new neural network if the length T of the input
data sequence changes. Compare this to the feedforward network in Figure 4. This network has
two input neurons, meaning it can only handle inputs of length two. If one would want to process
sequences of length three, a new network with three input neurons would have to be built and
trained. There is no such restriction for the LSTM.

Second, the LSTM can learn to remember important aspects of past data to make a future predic-
tion (Goodfellow, Bengio, and Courville 2016). Given that there is a relationship between historical
and future values, it would be reasonable to consider it beneficial to remember important parts of
the historical data also when processing future data.

Formally, the LSTM obtains these two properties using a feedback loop. In a forward pass at time t,
there is one output ot but also an output ht (for hidden state) that is fed into the model during the
forward pass at time step t + 1 (Zaccone, Karim, and Menshawy 2017). See Figure 5 for a high-level
graphical depiction of an LSTM. The ambition is to have the hidden state ht be some summary of
the important information in the previous inputs up to time t (Goodfellow, Bengio, and Courville
2016). Particularly, we want it to capture information that could be important for the model to have
when making future predictions. The more important the information in the hidden state is, the
more likely the model is to perform well on the specific task. We omit a mathematical specification
of how the model learns to remember past information–the interested reader should consult for
instance Goodfellow, Bengio, and Courville 2016 or Sherstinsky 2020.
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Figure 5 Overview of an LSTM. At each time step, an input xt is fed to the
network together with the previous hidden state ht . This produces an
output, and a new hidden state. The process is repeated for the length
of the input sequence. The right subimage shows an unfolded version
of the RNN where inputs and outputs are displayed over time. The
purpose of the hidden state is to remember important information
in the past inputs that could be leveraged in future forward passes.
Image: Recurrent neural network unfold by fdeloche 2017 under Creative
Commons Attribution-ShareAlike 4.0 International license.

3.3.6 Creating more complex models out of LSTM’s

One can create a powerful model out of LSTM’s by simply stacking multiple LSTM’s on top of
each other. Such a model is commonly referred to as a stacked LSTM (Goodfellow, Bengio, and
Courville 2016). Its purpose is to increase the model’s capacity and potentially allow for capturing
more complex relationships between the input sequence and output variable (Goodfellow, Bengio,
and Courville 2016). Figure 6 displays what such a model might look like.

In practice, creating a stacked LSTM amounts to considering the outputs of the LSTM layer i as
the input to the next LSTM layer i + 1. The final output of the stacked LSTM model is the final
output of the final layer. It is up to the model builder to decide on how many LSTM’s you would
like to stack.

It is straight forward to add even more complexity to this stacked LSTM model thanks to the fact
that the format of its inputs and outputs are unchanged. It still inputs a sequence of vectors, and
outputs a single vector. As is ubiquitous in deep learning, we can compose this stacked LSTM
model with additional layers (Goodfellow, Bengio, and Courville 2016), for instance by connecting
a feedforward network to its output layer.

More specifically, composing an LSTM with a feedforward layer with a single output neuron results
in a regressor for sequential data. In contrast, composing the LSTM with a feedforward layer with
a softmax activation function (a classification head) results in a multiclass classifier. We say that
we attach a head when composing a model with a certain output layer. Attaching different heads
typically results in completely different types of models.
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Figure 6 Overview of a stacked LSTM. It consists of K ≥ 1 stacked LSTM units
where the outputs of one layer is considered the input of the next. The
output of the full architecture is the final output of the final layer.

To summarize, the LSTM layer is a popular and flexible layer for creating models that process
sequential data to make predictions. They are generally able to more easily capture sequential
relationships in data than pure feedforward networks, and are able to process sequences of arbitrary
length. Furthermore, they can be easily combined with other layers to construct complex models
of different types.

3.3.7 Things to consider when building a model

Unfortunately, obtaining a performant model is not as easy as simply minimizing the loss function.
Here we talk about a few common issues one might stumble upon, and some ways to address these.
We also provide some general concepts that are useful to consider when building a performant
machine learning model.

The first issue is related to how one defines "performant". The ultimate goal of the model is to
predict accurately (in some sense) on completely new data, i.e. data the model has not been trained
on (Hastie, Tibshirani, and Friedman 2001). There is no real use in predicting well on the training
set as we already have corresponding labels for that input data. Instead we want to be able to use
the model in real-life scenarios where the data is likely completely disjoint from the data seen at
training time. The way this is commonly solved is by dividing the available data into three separate
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datasets, called a training, validation, and test set (Hastie, Tibshirani, and Friedman 2001). The
purpose of this is essentially to create artificial "unseen" data: we train the model on the training
set and choose the hyperparameters as those yielding the best model performance on the validation
set. Then, one tests and evaluates the trained model on the test set. The performance on the test
set is what we consider as the model performance, as this most accurately reflects the performance
the model would have in a real-life scenario. Furthermore, there are several ways to get model
performance estimates of lower variance (at the cost of additional compute resources): on of these
is called cross-validation (Hastie, Tibshirani, and Friedman 2001).

Second, a common issue is directly related to the issue of a suboptimal optimization solution
touched upon in section 3.3.2. If the model has a huge amount of parameters, it might be infeasible
(from a time or cost perspective) to optimize the model parameters fully. The implication of this
is that one would obtain a suboptimal model. The solution is might simply be to train the model
for a longer period of time or using more compute resources. However, this might not always be
possible.

Third, even though the optimizer converges it might not yield a global minimum (Sra, Nowozin,
and Wright 2011). This means the model has converged to a local minimum in the loss landscape.
There are numerous advanced techniques for addressing this issue. One common strategy to im-
prove convergence is to use a so-called learning rate scheduler: a schema for how the learning rate
λ = λ(t) should change across epochs t (Kim et al. 2021). This alleviates the act of judiciously
choosing a fixed learning rate. If the loss does not decrease over several iterations it often means
that the learning rate is too large. In this case the learning rate should be decreased. An example of
a learning rate scheduler is a procedure which automatically reduces the learning rate by a constant
factor when the loss is not improving. Optimizers using adaptive learning rates, such as Adam, also
help to solve the issue with choosing a good learning rate ahead of training time.

Fourth, it is often a good idea not to train a model until it fits the training data too well (Hastie,
Tibshirani, and Friedman 2001). Otherwise, the model is said to be overfitted. The reason for this
relates back to the way we define "performant": ultimately we are interested in the model’s ability
to generalize to unseen data. We say that we apply regularization when one intentionally does not
completely fit the training data. One regularization technique is to stop the training before the
loss function has converged. This is called early stopping (Hastie, Tibshirani, and Friedman 2001).
Another common way to regularize the model is to use dropout (Srivastava et al. 2014). Dropout
means that each node in the neural network has a certain probability to be "turned off" during
each forward pass, which according to Srivastava et al. 2014 "prevents units from co-adapting too
much". Lastly, weight decay is another popular way of applying regularization (Hastie, Tibshirani,
and Friedman 2001). Weight decay penalizes large parameter values; the amount to penalize is a
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chosen number considered as a hyperparameter.

Fifth, there are some statistical properties of the input data playing a role in how well the model
can be trained. It can be shown that many models enjoy some nice properties when the input data
is normalized (meaning having zero mean and unit variance) (Goodfellow, Bengio, and Courville
2016). Additionally, it can be shown that normalizing outputs of specific layers in deep learning
models improve training. This is called batch normalization, which refers to the fact that this normal-
ization is done with respect to the statistics of each batch in a forward pass (Ioffe and Szegedy 2015).
Normalizing the inputs and employing batch normalization is frequently done in DL applications.

Sixth, there is another difficulty related to generalization but this time with respect to the data

quantity. To generalize well, model’s usually have to be trained on huge amounts of data, and adding
more training data usually results in better models (Goodfellow, Bengio, and Courville 2016). This
can be a very tricky problem to solve given the difficulty and cost of collecting high-quality labeled
data.

Lastly, there is also the topic of data quality. To make sure that the model performs well over time,
up-to-date data has to be provided for training such that the model is able to capture patterns that
are relevant today (Goodfellow, Bengio, and Courville 2016). This is especially crucial if the under-
lying data distribution changes significantly over time, as that would otherwise be detrimental for
model performance. It is also necessary to make sure that the data used for training is not biased
towards certain groups (Gohel, Singh, and Mohanty 2021). In the worst case, this could make the
model disfavour e.g. minorities and reinforce inequalities with respect to for instance gender and
race.

To summarize, there are several aspects making it difficult to create a good machine learning model.
However, the community has found good solutions to some of these issues - but many problems are
still unsolved. In practice, one often has to try lots of different strategies and configurations to see
what works best for the application in question. It is also imperative that one have a thorough un-
derstanding of the data source used for training, as this might otherwise unintentionally propagate
assumptions and bias to the model output.

3.4 Natural Language Processing

Natural Language Processing (NLP) is a subfield of artificial intelligence, with the goal of enabling a
computer to make sense of natural language. Natural language is what humans use to communicate
with each other, as apposed to constructed languages used for describing logic or programming lan-
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guages (Goodfellow, Bengio, and Courville 2016). The field’s applications and research output has
grown tremendously over the past years, mainly due to the advent of deep learning-style language
processing (Otter, Medina, and Kalita 2018). Here we give a brief and narrow introduction to the
field. This will help the reader make sense of coming sections - however the unacquainted reader is
recommended to consult other sources on NLP such as Aggarwal 2022 or Goodfellow, Bengio, and
Courville 2016.

First we explain some of the core problems that NLP aims to solve. Second, we describe some
traditional approaches and methods to solve this problem. Lastly we proceed towards explaining
some of the recent advances within the field of NLP and display some popular and efficient ways
to make a computer understand text data.

3.4.1 Problems in NLP

If we want to leverage the machine learning and deep learning models we encountered in section 3.3
there are a few issues that first have to be dealt with. Firstly, computers work with numbers and not
words, meaning that we need to map words to numbers. Secondly, there are a lot of ambiguity and
contextual information in natural languages that has to be somehow captured by the model. The
same combination of letters mean one thing in one context and something else in another context.
Lastly, processing large amounts of text is often computationally intense (Chowdhary 2020).

3.4.2 A first approach

The main issue in natural language processing is that in order for a computer to handle and under-
stand text, the text first has to be translated to numbers. The most straight forward approach is
to simply count the number of occurrences of each word in every document in a corpus (the set of
documents at interest). Aggarwal 2022 describes how normally very uninteresting words such as
is, a, the are first filtered out. The author continues to describe how each remaining word is then
assigned a dimension in a high dimensional vector space, where the length in each dimension is
the frequency of that word. He states that this method is called the bag-of-words, since we view a
text as a bag containing the words without respect to order and context. Each document in the
corpus would then be represented and handled as a vector in this vector space. For example, the
sentence "USD is appreciating against EUR due to Fed adopting a more hawkish interest rate pol-
icy than BoE" would be represented by a vector with ones at positions representing the words USD,

appreciating, against, and so on.
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However, merely the frequency of each word does not carry a lot of insight on its own, but it can if
the importance of each word is extracted. For instance, this could be done by giving more weight
to important words in the vector representation of the text. One way of measuring the importance
of a word in a text is for example if an unusual word is frequent in the text. It then probably carries
a lot of information regarding what the text is about. For example, the presence of "USD", "EUR",
"Fed", "BoE" and "hawkish" in the above sentence would explain a lot about the subject. Another
problem with the bag-of-words approach is that the number of words is very large, which results in
sparse, very high-dimensional vector spaces, where most dimensions are zero. This makes handling
the data very inefficient in terms of memory and compute usage (Aggarwal 2022). Another issue is
that the context of the word is unaccounted for. For example, the sentence discussed above would
have the exact same vector representation as "EUR is appreciating against USD due to BoE adopting
a more hawkish interest rate policy than Fed", which would have the direct opposite meaning. A
third is that for short pieces of text, word frequency seldom contains enough information.

3.4.3 Representing words with embeddings

A way around the aforementioned obstacles is to use embeddings, where each word is instead repre-
sented by a vector of numbers rather than one dimension in a vector. The aim is to create a mapping
of words to vectors, such that words with similar meaning are represented by vectors that are close
to each other – in some sense – in the vector space (Aggarwal 2022). A simplified illustration of
this is found in Figure 7. With such a representation, there is much less sparsity in the vector space
since there are much fewer, but more used, dimensions. One example of this are the algorithms
word2vec and continuous bag-of-words, first published in 2013 (Mikolov et al. 2013). The author’s ap-
proach is to train a single hidden layer neural network to predict each word in the corpus from the
t words before and after it. With t being for example 4, they slide a window of length 2t + 1 = 9
through the corpus, and let the weights in the hidden layer be the representation of that middle
word. Word2vec generates a 300-dimensional vector space in contrast to bag-of-words which has
a number of dimensions equal to the number of unique words (Mikolov et al. 2013). According to
Aggarwal 2022, this can be up to hundreds of thousands of dimensions. It is called a continuous
bag-of-words since it treats the surrounding words as an ordinary bag of words–without respect to
order (Aggarwal 2022). This makes the algorithm take some contextual words into consideration,
namely the words within the sliding window, but not more than that and not the order in which
they are presented.
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Figure 7 The main idea of embeddings: map each word to a vector in a vector
space where similar words are represented by similar vectors. Left: one
way of representing the words in two dimensions. Right: showing that
Great British Pound - Great Britain + USA ≈ US Dollar

3.4.4 Transformers and BERT

A recent breakthrough in deep learning is the development of the self-attention mechanism (Wolf
et al. 2020). A model employing self-attention is called a transformer (Vaswani et al. 2017). These
models have been had a great influence on the performance of models on NLP tasks (Wolf et al.
2020).

Attention is, just as for the brain, a way to focus on the most important pieces of information.
When it comes to NLP, the attention mechanism is a trained way of focusing on the most important
words in a sequence. This makes the model being able to use information from a wider span of text
and understand the relationship between words of a text. In contrast to continuous bag-of-words,
where only surrounding words were taken into account for predicting a word, attention is capable
of incorporating "global" information when inferring a word (Vaswani et al. 2017).

To be more precise, the transformer takes as input a sequence of text and outputs contextualised

embeddings for each word in the sequence (Vaswani et al. 2017). A contextualised embedding is a
vector representation of a word that might differ depending on the context in which the word is
present. As such, words that have different meanings but same spelling are treated differently (Wolf
et al. 2020). These embeddings can subsequently be consumed by a downstream layer to form a full
deep learning model.

Let’s consider an example. The expression "bull market" have a vastly different interpretation if it
is found in a Financial Times article than it would in a tourist guide to Seville. Here, the context
in which the word appears is crucial for determining its meaning. It is evident that having a model
capable of discerning these semantic colors could be quite useful.

On a mathematical level, (scaled dot-product) self-attention is fundamentally based on matrix mul-
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tiplication (Vaswani et al. 2017). Thanks to this, among other things4, the computation can be effi-
ciently parallelised. However, the time complexity of this operation (with respect to the length of
the input text sequence) is quadratic, meaning the operation will be expensive when the sequence
length is long. This issue is addressed in section 3.4.6.

A specific model implementation based on the transformer architecture is the Bidirectional Encoder

Representations from Transformers (BERT), developed by Google (Devlin et al. 2019). It has shown
great performance on NLP tasks over the last couple of years (Rogers, Kovaleva, and Rumshisky
2020). BERT is commonly used in deep learning models by attaching different heads to it depending
on the objective task. It is trained on two massive corpora; a Google books corpus consisting of 800
million words and the entire English Wikipedia, 2.5 billion words. This is done on Google’s own
hardware once and can then be used for other applications through fine-tuning (Devlin et al. 2019).

3.4.5 Fine-tuning BERT models

Using the massive, trained BERT-model one can use transfer learning to fine-tune it towards a specific
application (Goodfellow, Bengio, and Courville 2016). This is based on the following idea; if one
task is already solved by a model, solving a similar task should not require us starting over from the
beginning. One could compare it to this example from everyday life; every time you learn about
a new topic, you do not have to re-learn how to read entirely. Instead, you fine-tune your reading
ability to understand words and notions related to the new topic you wish to learn about. In that
context, it evidently saves you lots of time and effort.

In practice, fine-tuning a BERT model usually means that we take the already-trained BERT model,
attach a head specific to our application, and continue to train it on on specific dataset related to
our task. In essence one could consider this as "clever" initialization of the model weights, where
the initialized weights correspond to the best weights from the BERT’s original training task. This
often results in better model performance after shorter training time.

Transfer learning has been used countless of times in both academia and industry to produce spe-
cialized BERT models. These are not seldom named with prefixes relating to the specialization. As
an example from financial applications, FinBERT is a BERT-based model fine-tuned on classifying
the sentiment of a corpus of financial news (Araci 2019).

4C.f. for instance multi-head attention (Vaswani et al. 2017).
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3.4.6 Long-text models

An inherent issue with the original self-attention mechanism is, as mentioned, its quadratic time
complexity. This inhibits its use for processing long sequences of text (Beltagy, Peters, and Cohan
2020). Several authors have addressed this problem by inventing modified attention mechanisms
with in some contexts preferable complexities. An example of transformer-type leveraging these
modified self-attention layers is the Longformer (Beltagy, Peters, and Cohan 2020) with complexity
O(L) for sequence lengths L. The Longformer uses local windows of a certain length on which
the attention operation is performed (Beltagy, Peters, and Cohan 2020). The window length is
considered as a hyperparameter.

3.4.7 Open-source models

Fortunately, many of the pre-trained models and weights mentioned above are readily available
online under open source license. A central hub for many models and related tooling is HuggingFace.
Through their products and services it is possible to collaborate, develop, and use machine learning
models, occasionally requiring little to no prior programming experience. For instance, one of the
models available is FinBERT.

4 Data

In the following we introduce the data used to train and evaluate the two models needed for our
analysis. First we present data used to fine-tune a sentiment classifier for long-sequence financial
texts, particularly to be used downstream to score on financial article bodies. Following up, we
present the data needed to train a regressor used to infer closing prices one hour in the future for
the currency pair EUR/USD.

4.1 Data for training a long-sequence sentiment classifier

To train a new sentiment classifier used for scoring article bodies, we require a dataset of sentences
with corresponding sentiment labels. Since we specifically want to target financial articles, we use
the FinancialPhraseBank corpus for this (see Malo et al. 2014). It consists of some 5000 financial
texts that have been labeled as one out of three sentiment classes, namely negative, neutral, or positive.
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Figure 8 Proportions of each sentiment class for the texts in the Finan-
cialPhraseBank corpus.

The topical content of the data is of general financial nature, but not necessarily related to the
foreign exchange.

The dataset is quite unbalanced, see Figure 8. The most common sentiment type in this corpus is
neutral. This is a crucial observation, and will have an impact on what constitutes a ’good’ model
later on. As these are a bit shy of 60% of the entire dataset, it means a naïve dummy-classifier always
predicting neutral would achieve an accuracy of about 60%. Thus our model must be able to at least
score better than 60% accuracy to yield an improvement.

To provide some intuition, consider the following example sentence from the corpus: "Nordea
Group ’s operating profit increased in 2010 by 18 percent year-on-year to 3.64 billion euros and
total revenue by 3 percent to 9.33 billion euros.". This has been labeled with a positive sentiment.

4.2 Data for training a predictive Forex model

To be able to train a model predicting future closing prices on the Forex market using technical
market information as well as news information, we require historical examples of exactly this. At
our disposal we have a dataset coalesced from two sources, as acquired and provided by Anbaee
Farimani et al. 2022.

Market data. On the one hand, the dataset consists of market data from September 2018 to May
2021 for the currency pair EUR/USD. Specifically the dataset contains the price measurements
Low, High, Open, Close, as well as the Trading Volume for each hour the market has been open. This
results in roughly 16 000 data points. From these five fundamental quantities an additional 12
other technical indicators are created using the Technical Analysis Python distribution. We choose
the same technical indicators as Anbaee Farimani et al. 2022. Moreover, we follow Anbaee Farimani
et al. 2022 and drop the columns Low, High, and Open in our final dataset, creating a total of τ = 14
market-based features.
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Figure 9 Overview of the inputs and outputs of FinBERT-LSIMF. It takes as
input news articles and historical technical indicators, and outputs the
future closing price.

News data. On the other hand, the dataset also consists of financial articles published within the
same time period as the market data above. These articles have been scraped by Anbaee Farimani et
al. 2022 from two financial news websites, namely www.fxstreet.com and www.investing.com.
They consist of a title, an article body, and the time of publishing. In total we have 7 413 news
articles. Article statistics can be found in Table 1. An important observation is that the article
bodies are significantly longer than the titles. This is something we will account for in the upcoming
model building.

Length (characters) Title Article Body
Mean 66 1767

Standard Deviation 21 1450

Table 1 Statistics of the news dataset used to train the FX model. The quantities
are computed over the 7 413 news articles scraped from the web.

5 Method

We create a deep learning model for predicting the closing price Close of the Forex pair EUR/USD
one hour in the future. As features we use past technical indicators from the Forex market, as well as
a mood series - essentially a sequence of sentiment scores from recent news articles. We will refer to
our model as FinBERT-LSIMF, making reference to the fact that it accounts for the sentiment of
(long-text) article bodies additionally to the short-text titles. See Figure 9 for a graphical overview
of what FinBERT-LSIMF wishes to accomplish.
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First, we summarize our approach for extracting sentiment scores from individual articles–both
from the titles and bodies. Next, we describe the process of combining these into a mood series,
aimed to describe the general expectations of the market participants over time. Lastly, we combine
the technical indicators and mood series to construct a dataset - with labels - and display how a
predictive Forex model can be built, trained, and evaluated.

5.1 Sentiment analysis for financial article bodies

We first create a deep learning model for extracting sentiment scores from long-sequence financial
texts. The model inputs a (possibly long) sequence of text, and outputs a triplet

sbody =
(
P(negative|body), P(neutral|body), P(positive|body)

)
∈ [0, 1]3 (4)

containing the conditional probabilities that the input text is of either negative, neutral, or positive
sentiment.

Architecture. The model consists of three components. First, the text is input to a Longformer
layer, creating an embeddings from the text. The embeddings are subsequently fed into a feedfor-
ward layer with 768 neurons and ReLU activations. Lastly, the result is fed through a classification
head. The classification head uses softmax activations to transform the output into a conditional
probability distribution over the three possible sentiment classes.

To enable faster training on limitied resoures we choose a significantly smaller Longformer model
than what is proposed by Beltagy, Peters, and Cohan 2020. We configure the Longformer to have
two hidden layers (instead of 12) and two 512 token attention windows. This reduces the size of
the model to about 60 million parameters, about a third of the size proposed by the authors.

Training. The model is trained on GPU’s using Google Colaboratory. We use the categorical cross
entropy loss function and the Adam optimizer, and employ early stopping. Furthermore, we use a
learning rate scheduler reducing the learning rate by a factor of 5 if validation loss has not improved
every 3 epochs.

Due to limited compute resources we do not fine-tune the Longformer layer, and subsequently only
train the classification head. This means we end up with about 600,000 trainable parameters.
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Figure 10 An illustration of how the sentiment values for both title and body
are stacked to one vector.

5.2 Sentiment analysis for article titles

Fortunately, for shorter sequences of text we can use FinBERT through the Huggingface inference
API in a Python script. Just as for the article bodies, FinBERT outputs for each title a triplet

stitle =
(
P(negative|title), P(neutral|title), P(positive|title)

)
∈ [0, 1]3. (5)

5.3 Constructing the mood series

We can now create the mood series: it is a sequence of hourly snapshots of the current sentiment of
the market. The sentiment is extracted from published news articles. Its purpose is to (hopefully)
be an adequate proxy for the real overall expectation of the actors on the EUR/USD market. We
begin by stacking the sentiment values from the title and body of each article, creating one vector
of sentiment scores s j ∈ [0, 1]6 for each article. See Figure 10 for an illustrative overview. We then
use these to create the mood series.

Formally, the mood series is a sequence {St}
N
t=1 of tuples St ∈ R6

+ of moods, where the first three
dimensions are from the title sentiment and the latter three are from the body, as described in
sections 5.2 and 5.1, respectively. As the market data is of hourly granularity, the mood series
indexation t represents hours as well.

We wish to emphasize that we make a distinction between sentiment of individual articles, and the
mood at different timesteps. The relation between the two quantities is as follows. Ideally, the mood
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Figure 11 Mood series construction from sentiment scores of individual articles
published over time.

St would be the aggregated sentiment score for all articles published during the hour up until time t.
However, sparsity of the published articles prohibits this if we want to avoid heavy imputation work
for the hours without published news. Instead we resort to a backfilling strategy. If the number of
published articles during an hour is k ≥ 1, we define the mood as the sum of the sentiment scores
obtained from these k articles. Formally, St =

∑k
j=1 s j where s j = (stitle, sbody) is the concatenated

sentiment score of article j . If no articles are published that hour, we set St = St−1, assuming an
unchanged mood. In summary, the mood St is the sum of sentiments of articles published during
the hour before t. If no articles were published, it is the same as the previous hour. See Figure 11
for a graphical depiction of this construction.

5.4 Constructing the features and labels

We start by presenting an intuitive picture of the features we wish to create. These features are
subsequently to be fed into our predictive Forex model. The features for our Forex model are,
as previously stated, based on both technical indicators {It}

N
t=1 from the market, and the mood series

{St}
N
t=1, at different points in time t. The dimensions of each It and St are τ = 14 and σ = 6,

respectively, as described in sections 4.2, 5.3. Specifically, for each t, we want to use this information
from the previous T ≥ 0 time steps, i.e. from time t − T to t. These will constitute our features.
Moreover recall that we wish to predict the Close value one hour in the future, i.e. at time step
t + 1. This is the label we want to create.

We use T = 7 in accordance with Anbaee Farimani et al. 2022. Intuitively this can be thought of
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Figure 12 An illustration of how data from the previous T = 7 hours are used
as input to predict the closing price next hour.

using a 7 hour sliding window from which we use market data and sentiment information to predict
the closing price the coming hour. See Figure 12 for a visual representation of the construction of
features and labels.

Formally, the construction of the features xt and labels yt is as follows. First we normalize the
technical indicators {It}t to have zero mean and unit variance. Then we concatenate at every time
step the normalized technical indicators and mood series into a single vector (It, St). This gives
us in total a τ + σ = 20 dimensional numerical representation of the market state at each time
step t. A sample xt is then constructed as the stacking of T such vectors (It, St), from times t − T
to t. We refer to this as a T -hour sliding window aggregation. This means a sample xt is a single
T × (τ + σ) = 7 × 20 matrix. The corresponding label yt is the closing price at time t + 1 i.e. the
entry of Tt+1 corresponding to the closing price. Moreover we can stack again the samples xt into
a third order tensor X = (x1, x2, ..., xN )⊺ ∈ RN×T×(τ+σ), and organize the labels into a single vector
y = (y1, y2, ..., yN ) ∈ RN . The tensors X and y are subsequently the objects to be input to the model
in the training and evaluation procedure.

As is customary, we partition X and y into three datasets: a training set, a validation set, and a
test set. The test set is the last 20% samples of the dataset, and the validation set is 20% of the
original data. This is exactly the same partitioning strategy as is used by Anbaee Farimani et al.
2022, meaning this will allow for direct comparison between the performance of our model and
their’s. The test set covers the time period between October 2020 and May 2021.

5.5 Building and training the predictive Forex model

The goal of our Forex model is to predict yt using xt . We do this by creating a parametric model fθ ,
and finding a set of (hopefully) optimal parameters θ̂ by minimizing a loss L(θ) =

∑
t≤N � (yt, fθ(xt))

over our entire training dataset.
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Figure 13 Architecture of the full FinBERT-LSIMF model.

Architecture. We use a deep learning model for fθ . Our choice of architecture consists of three
components; here we describe it in a functional manner. First we feed the input xt into K-stacked
LSTM’s with possibly different hidden layer sizes. We consider the output of K ’th layer of the
last forward pass through the LSTM as the output from this first component. Second, we apply
dropout. Lastly, we have a feedforward layer (with one output neuron), outputing a single number.
This number is our prediction ŷt . We consider as hyperparameters the number of stacked LSTM
layers K , the hidden layer sizes, and the dropout rate. These are tuned to find an optimal model.

We implement the training pipeline and model in TensorFlow. Following Anbaee Farimani et al.
2022 we use as loss function � the Mean Absolute Percentage Error (MAPE) and optimize it using
Adam. We employ a learning rate scheduling strategy which reduces the learning rate by a factor
of 2 if the validation loss does not improve within 10 epochs, and use early stopping to stop the
training if the validation loss is not improving within 80 epochs. Finally, the model’s performance
is evaluated on the held-out test set.

To summarize, Figure 13 shows a graphical overview of the full pipeline required for processing
financial articles and historical market data and predicting the closing price the coming hour. Ad-
ditionally, we will train an identical model on data not containing article body sentiments (i.e.
FinBERT-SIMF), for better comparison with FinBERT-LSIMF. This will allow for a evaluation of
the additional information we can extract from the article bodies - information that may not be
present in the titles alone.

6 Results

First we present the performance of the sentiment analysis model train for handling long-sequence
text. Following up, we show the performance of the Forex model when predicting closing prices
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Cross-entropy Loss Accuracy
Training set 0.72 0.69

Validation set 0.67 0.72
Test set 0.67 0.72

Dummy classifier - 0.61

Table 2 Performance metrics for the Longformer-based text classifer on the Fi-
nancialPhraseBank corpus. For reference, the performance of a dummy
classifier (acting as a baseline) is included.

one hour in the future. Lastly we sanity-check the model by conducting a qualitative error study
where we manually inspect the model output for a set of article inputs.

6.1 Performance of the long-text sentiment model

Table 2 shows the performance of the best performing long-text sentiment classifier on the valida-
tion set and test set, respectively. We see that in slightly less than three cases out of four, our model
is able to correctly identify the sentiment of never-before seen financial text. A second observa-
tion is that the accuracy on the test set is greater than that of a potential dummy-model always
predicting neutral (which would yield 60% accuracy). This means the model is better than (judi-
cious) guessing of sentiment type by about 18%. Lastly, the performance metrics on the training set
compared to the validation or test are quite similar. This means we are not experiencing heavy over-
fitting. Rather it might be the opposite: this could be an hint of that the model could potentially
be improved for instance by further training.

6.2 Performance of the predictive Forex model

The best FinBERT-LSIMF model we find uses the following hyperparameters: we use K = 2 hidden
LSTM layers, both containing 128 neurons, and a dropout of 0.5; a learning rate of 1e-3, weight
decay of 1e-6, batch size of 32, and train it for 150 epochs. We use the same hyperparameters for
building our FinBERT-SIMF model which is trained by ourselves.

Table 3 shows the performance of the best performing Forex models we could find by tuning the
hyperparameters. The table contains both the performance of a model which additionally uses
article body sentiments, namely FinBERT-LSIMF, and one that only uses article title sentiments,
namely FinBERT-SIMF . Additionally, the table contains the performance of two models trained by
Anbaee Farimani et al. 2022: the original FinBERT-SIMF model and also the model FinBERT-IMF
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Validation Loss Test Loss
FinBERT-LSIMF 0.102 0.161

FinBERT-SIMF (our version) 0.124 0.399
FinBERT-SIMF (Anbaee Farimani et al. 2022) 0.121 0.291
FinBERT-IMF (Anbaee Farimani et al. 2022) 3.623 6.695

Table 3 Comparison of Mean Absolute Percentage Error loss between different
models on the validation and test sets. FinBERT-LSIMF uses sentiment
from article titles and bodies; FinBERT-SIMF uses sentiment only from
article titles. Both the score for FinBERT-SIMF trained by us, and the
score obtained by Anbaee Farimani et al. 2022, is included. Addition-
ally we include the performance of a FinBERT-IMF model leveraging
only technical indicators.

[sic] which only accounts for technical market features and no sentiment information. Note that
the name FinBERT-IMF is a misnomer as it is does not leverage FinBERT.

The validation loss is quite similar for the three models leveraging both sentiment and technical
indicators. However, the test loss for FinBERT-LSIMF is smaller than for the other two models not
using article body sentiments. Particularly, FinBERT-LSIMF has 44% lower loss than FinBERT-
SIMF (trained by Anbaee Farimani et al. 2022) which does not leverage article body moods. This
indicates that there is significant information in the article bodies that are not present in the titles
alone. This indicates that our model is able to capture some correlation between the sentiment of
the article bodies and the closing price of the currency pair EUR/USD in the near future. The fact
that the test loss is lower means that the model generalizes better to data not seen during training,
and has a smaller error when predicting the future closing price.

Moreover, we note that the loss is significantly lower for the models leveraging sentiments; FinBERT-
IMF incurs the greatest loss. Hence, there seem to be a significant improvement to be found by in-
corporating article sentiments in the model. Lastly, we note that the FinBERT-SIMF model trained
by us has larger error than the one trained by Anbaee Farimani et al. 2022. This is likely be because
we are not using identical hyperparameters.

6.3 Qualitative error study

Figure 14 displays the predicted and real closing prices of the EUR/USD pair on the test set. In
general, the predicted values seem to align quite well with the real values. This is at least not in
disagreement with the observed mean average percentage error of 0.16% obtained by the model. The
model seems to follow the general trend in the data, but in some time intervals the model seems
to be quite off (for instance around December 2020). Additionally, for instance in early November
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Figure 14 Real and predicted closing prices on the test set. The test set covers
the period from around mid-October 2020 to early May 2021.

2020, certain spikes in the data are amplified in the prediction versus the real value.

Next, we visualize the degree to which the short-text and long-text sentiment classifiers align on
the test set. Figure 15 displays the inferred mood series on a subset of articles from the test set.
The example mood series displayed covers a time span of 75 hours starting from October 25th
2020. By inspection, it seems the sentiments inferred from titles and bodies agree quite well on
this particular subset. Generally the sentiment peaks are in the same direction for both types of
sentiments, at least for the positive and negative mood series. We however note a few anomalies in
the following. First, the negative sentiments seems to be stronger in the titles than in the bodies.
Second, on this specific subset of data, positive sentiments are generally inferred as higher when
looking at article bodies compared to the titles.

Lastly, we sanity check some of the prominent peaks in the mood series in Figure 15 against articles
used as input for the inference. Figure 16 displays a zoom-in on three prominent peaks; 16(a)
and 16(b) displays peaks in negative sentiment, and 16(c) in positive sentiment. In both negative
sentiment examples, the article titles sentiment indeed seem to be inferred reasonably. For the
positive example in 16(c), the connection between the article title and positive sentiment is not as
clear.
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Figure 15 Comparison between inferred mood from article titles and bodies.
The comparison covers only a subset of the test set: a 75 hour period
starting from October 25th 2020.
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Figure 16 Examples of peaks in constructed mood series with accompanied ar-
ticle titles from that hour. The examples are fetched from the test
dataset. Subfigures (a) and (b) display peaks in the negative mood se-
ries; (c) displays a peak in the positive mood series.

7 Discussion

What we aim to discuss is both whether we can draw a conclusion regarding the validity of the
Efficient Market Hypothesis, and the validity of the experiment in its entirety. In section 7.1 we
discuss the model performance and particularly the significance of the results obtained. Section
7.2 covers the issue of using sentiment analysis on articles related to currency pairs. In section
7.3 we discuss potential general issues with the future usage of FinBERT-LSIMF, particularly from
a performance, explainability, and fairness perspective. Section 7.4 discusses the validity of the
Efficient Market Hypothesis in the light of our experiment. Lastly, section 7.5 provides potential
next steps to solve the issues addressed in the upcoming sections.

7.1 Model performance

First, we discuss the significance of the quantitative results from our experiment. Then, we discuss
the findings from the qualitative error study.
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7.1.1 Significance of quantitative result

According to the performance on the held-out test set, our FinBERT-LSIMF outperforms the mod-
els where article body has been left out, trained by both us and Anbaee Farimani et al. 2022. Ad-
ditionally, it outperforms the model not using sentiments at all. This could indicate that there is
additional information to be found in financial articles for predicting the future closing price on
the Forex market. However, it is not entirely clear whether we can draw any conclusions from this
improvement due to two main reasons:

1. the model has only shown to perform better on a single test set;

2. it is not certain that the higher performance can be attributed to the incorporation of article
bodies.

We discuss these two points in the following.

First, the test data is quite limited. This has two main implications: (1) an improvement on one
test set does not mean the model is better in every context and situation, and (2) the performance
estimates might be untrustworthy. In contrast to the validation loss which is computed using cross
validation (i.e. computed as the average performance on multiple validation sets), the test loss
is computed only once on a single test set. This induces some variance in the test loss estimate.
Since we have not quantified this variance, it is unclear whether the improvement could have been
obtained simply by pure chance.

Second, it is not entirely clear to what extent the improvement of FinBERT-LSIMF versus FinBERT-
SIMF is caused by the augmentation of the model with article body sentiments. As our long-text
sentiment classifier only beats the performance of the dummy classifier by about 18%, the improve-
ment is not enormous. We have not tested what effect a marginal improvement of the underlying
long-text sentiment classifiers has on the final predictive Forex model. That would provide a better
indication of the extent to which the article bodies contribute to the final predictive Forex model’s
performance.

7.1.2 Error study and sentiment sanity check

Firstly, it is reassuring that the plotted predicted closing prices overall seem to align well with the
real values–as indicated by the test MAPE loss of 0.16%. However, it is difficult to draw additional
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conclusions about the model validity using this information, than those already obtained from the
quantitative results.

Second, when inspecting the subset of the test set mood series, there is mostly agreement between
the sentiment inferred from article titles and bodies. However, the inferred negative sentiment in
the titles is generally greater than that from the bodies. At least this holds on this specific subset
of the test set. A possible explanation is that the titles are more alarmistic than the bodies. A news
article title is often meant to catch the readers attention, resulting in a more hyperbolic language. If
that would hold true, adding sentiments from article bodies might have a regularizing effect which
reduces the polarity of the over-all sentiment classification.

Lastly, the inspection of random examples of articles and inferred mood seem to show that they
are in general quite reasonable. However, the example of an article where the inferred positive
mood value is large (in Figure 16(c)) is not as clearly related to the title contents. This points to
the importance of carefully interpreting the mood series: although the sentiment of an individual
article is not strongly positive, the overall (aggregated) mood might still be highly positive. This
is due to the fact that the mood is the accumulated sentiment from articles published within that
hour. Hence, the mood is generally stronger for all sentiment categories when a greater number of
articles are published. If we consider the mood values at this point in time (12:00, October 28) in
Figure 16 we see that the negative and neutral values are in fact higher in absolute terms compared
to the positive mood. This was intentionally incorporated into the model as to make it account for
the intensity of the news flux in its predictions; an intense news flux could be an important signal
to capture in the model.

To summarize, the qualitative error study shows that the model is generally behaving as expected
but it would have to be conducted on a larger scale to be directly useful for drawing conclusions.

7.2 Positive according to whom?

One aspect that is not incorporated in our mood series model is that the sentiment of a text has to
be in favour of someone. This is strongly tied to the fact that we are dealing with currency pairs,
and not single assets. When it comes to the sentiment of a stock or index there is a quite clear
interpretation: positive probably means that the overall expectation is rising. If the sentiment is
positive regarding Nasdaq stock exchange, the stock prices traded will probably rise. However,
when it comes to a foreign exchange rate, an appreciation of one currency in the pair is equivalent
to a depreciation of the other. Despite this, it is regarded as positive. For instance, as seen in the
qualitative error study, the sentence "Deteriorating outlook for the US dollar going forward" is
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indeed negative-sounding from the USD perspective. However, from the EUR point of view this
would instead be deemed positive (in the EUR/USD currency pair context). This is one clear flaw
of blindly applying financial sentiment analysis in our context.

7.3 Potential issues with the usage of FinBERT-LSIMF

Although our model seems to perform well now, it is not an assurance of its performance in the
future. For instance, as the model has only been trained and evaluated on historical data, it would
not necessarily perform well on real up-to-date data. To enable this, the model would have to be
trained on labeled up-to-date data. When that has been done, a re-evaluation of the model would
have to be conducted to see the severity of the potential drift of the underlying data distribution.
Additionally, recall that the regressor-part of the model has only been trained on data for the cur-
rency pair EUR/USD. This means we have no understanding of the model’s ability to generalize
well on other currency pairs; this would likely also require new training data and a re-evaluation of
the model.

There is also the question of explainability of the model. Currently, it is difficult to decipher what
specific parts of the input that lead to the model making a specific output. This is especially true as
the full FinBERT-LSIMF in itself consists of three models–two sentiment classifiers and an LSTM
regressor–each of which is difficult to interpret due to their complexities. For instance, what spe-
cific parts of the article bodies that the long-text sentiment classifier most heavily bases its senti-
ment score on is not evident. The same holds for the two other models as well. The implication
of this is that the model might have limited use in fields where model interpretability and explain-
ability is crucial, unless additional appropriate tools are used.

Lastly is the question of bias and fairness. In our experiment setting, we have not taken into ac-
count the risk of the sentiment data sources being biased, includes controversial topics, or lead to
the model making discriminatory decisions. Fixing this would partly require a thorough investiga-
tion in the relationship between the inputs and the labels of the datasets used, and partly require
taking appropriate actions to counteract this potential unfairness. A proposal for an intervention
to reduce model bias could be to exchange all instances of words that could induce unfairness with
generalized dummy-tokens. For instance, all words related to gender (e.g. "man" or "woman") could
be swapped for a general token <gender_token>, as to intentionally make the model not make a
distinction between these words. A similar approach could be used for other types of words that
could risk inducing discriminatory behaviour in the model. For this specific task it would likely be
a good idea to make sure that the model is not unintentionally biased towards certain geographical
areas and currencies.
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7.4 Validity of the Efficient Market Hypothesis

In order to discuss the validity of the Efficient Market Hypothesis in the light of our experiment,
we need to contextualise our model and its predictions. One way of using our findings is to assess
the predictive power of the model. We know that it can predict the future Forex rate quite well,
but we need know what success looks like and what level of performance is sufficient for "beating
the market". Another way of discussing the EMH is by looking at the marginal improvement of the
model when incorporating more information. We discuss these two aspects in the following.

The simplest form would be to show that one can make risk adjusted returns from the Forex market
using our model. Since our predictor incorporates historical prices and publicly available informa-
tion it tests the EMH in its semi-strong form. If such a model were to beat the market, one could
argue that this specific market under the period is not efficient in the semi-strong form. This would
be further strengthened by the fact that when including more information, i.e. the article bodies,
the performance is further enhanced. However, testing this is beyond the scope of this paper.

A less direct way of discussing the EMH in the light of our experiment is by comparing our two
predictors and FinBERT-IMF from Anbaee Farimani et al. 2022. The performance of these, found in
Table 3, show that performance increases with the amount of information utilised. Since FinBERT-
IMF uses only on previous prices, it accounts for all information that would be available in the
weak-form setting of the EMH. FinBERT-IMF is however outperformed on the test set by FinBERT-
LSIMF: a model that is essentially the same, but with the news sentiment as additional input. There
are thus implications that moving from a weak form to a semi-strong form information setting
enhances predictions. If the semi-strong EMH form holds, both predictions should be similarly
inaccurate, but this is not the case. However, this conclusion requires us to be certain that this
performance leap is entirely assigned to the addition of news sentiment in the model. As outline
in section 7.1, there are too many uncertainties in the results to make this claim.

7.5 Next steps

We would here like to state a few ideas for future experiments and enhancements of this model.
We begin by giving examples of how to more confidently accredit the performance improvement
to the addition of article bodies in the model. We then describe a way of testing the models ability
to generate risk adjusted returns. As a final idea, we describe how to make sense of the need for
intentional bias for the model to work properly.

To address the issue of the uncertainty of the improvement of our the predictive Forex model when
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incorporating article bodies, we propose the following two interventions. First, it would be ben-
eficial to collect more test data. This would both give a better idea of the model’s performance
when used in more contexts, and also give a more low-variance performance metric. Addition-
ally it would give a more elaborate view of the model’s ability to generalize well on new examples
previously not seen. However, due to the difficulty in obtaining clean data, this was not done in
this experiment. Second, the long-text sentiment classifier should be improved. This would give
a better understanding of the extent to which the performance improvement can be attributed to
the addition of article bodies in the input data. One could then inspect the marginal improvement
obtained from this in the final predictive Forex model. If the Forex model strictly improves when
the sentiment classifier becomes more accurate, it would indicate that the improvement is indeed
coming from the incorporation of article bodies.

To improve the long-text sentiment classifier, we propose the following solutions: (1) collect more
labeled sentiment data, and (2) continue to train the long-text sentiment classifier. In this case, it
would likely be beneficial to focus on collecting long text sequences (i.e. longer than the average
length of 1767 words as in our training set), as this is ultimately what we want the model to be good
at analysing. Additionally, collecting a more diverse dataset with respect to labels would likely be
useful. Recall that currently about 60% of the texts are labeled neutral. Providing the model with
more examples of high-polarity texts (i.e. with non-neutral sentiment) would likely enable it to
better capture the sentiment signals in the dataset with financial news. Moreover, the performance
could likely also be improved simply by using more computational resources, as it would allow for
fine-tuning the Longformer layer of the long-text sentiment classifier.

To test the model’s ability to beat the market, as was discussed in section 7.4, one could construct a
trading strategy based on the model predictions and run a simulation on historical data. If this is
capable of systematically making positive returns it would indicate the all of the information from
the news articles are not yet incorporated in the Forex rates.

Lastly, we propose a solution for the issue described in section 7.2 about sentiment and its usefulness
in understanding the expectations on the currency market. Incorporating in the training data an
intentional bias for a certain currency in the currency pair in question is likely crucial for improving
the model further. This would amount to collecting a new dataset and label it manually according
to some specification stating a preference for one of the currencies. Then, a new sentiment classifier
could be trained on this data as to incorporate this intentional currency bias into the full FinBERT-
LSIMF model.
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8 Conclusion

In this work, we build and evaluate a model used for predicting future prices of the EUR/USD
currency pair using historical prices and mood extracted from financial articles. The mood of the
market is extracted from articles using two transformer-based sentiment classifiers. We leverage
both the existing FinBERT classifier, and train a new Longformer-based sentiment model (fine-
tuned on financial articles) used for processing longer sequences of texts. The final predictive Forex
model is a stacked LSTM model which processes the mood and technical indicators over time to
predict the closing price in one hour. Our model finds a 44% improvement in mean absolute per-
centage error compared to a model not leveraging sentiment from article bodies. Additionally, our
model is much more accurate than a model relying only on historical prices. This indicates that
article bodies contain information that enhances the accuracy when predicting future Forex prices.
However, there are several uncertainties in the results and the way in which one quantifies model
"goodness". Hence, we cannot prove whether the Forex market for EUR/USD between October
2020 and May 2021 was an efficient market in the semi-strong form. We propose next steps for
improving the certainty of the results, for instance by testing the model in a wider array of settings
and environments.
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