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Abstract

In this study, we derive a mathematical description of a double quantum dot (DQD) em-
bedded in a microwave resonator starting from classical electrostatics. DQDs are a promis-
ing platform for building quantum computers and have important applications in quantum
sensing and the study of light-matter interactions. Recently, a higher-order sweet spot was
discovered, where the DQD is theorized to have improved coherence time. We investigate the
coupling strength between the microwave photons and the DQD operating at the higher-order
sweet spot, and determine the Rabi frequencies for the case of a strongly driven oscillator
in resonance with the DQD energy splitting. This work provides a useful foundation for
further research on DQDs and their potential applications in quantum computing and other
fields.
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Popular science summary

In the late 1900s, quantum mechanics emerged as one of the most significant breakthroughs in
physics. It revolutionized our understanding of the microscopic world, providing insights into
the behavior of light, atoms, subatomic particles, and nanoscopic structures. This theory has
since become a fundamental part of modern physics and has been the driving force behind
many technological advancements. One of the most notable of these advancements is the
development of quantum computers, which have the potential to revolutionize various fields
such as cybersecurity, weather forecasting, and the simulation of complex molecules. The
recognition of the potential of quantum computers has led to a surge in investment by major
economic forces, as they seek to harness their powers.

The building blocks of quantum machines are known as quantum bits or qubits. Qubits are
the fundamental unit of information used in quantum computers, whereas bits are used in
classical computers to store information. Bits are binary units that can be either 0 or 1,
while qubits can be in a superposition of 0 and 1 simultaneously, with different probabilities.
This superposition, a key feature of quantum physics, gives quantum computers the ability
to perform calculations that are difficult to execute on classical computers.

Creating qubits is a real challenge, largely due to the phenomenon of decoherence. This
occurs when the tiny particles that make up a quantum computer interact with their en-
vironment, causing them to lose their special quantum properties and making them harder
to use for quantum computing. To overcome this, scientists are searching for systems that
interact less with their environment but can still be controlled and used for quantum com-
puting.

Today, qubits are made in various ways, such as by cooling molecules or atoms using lasers in
what is known as trapped ions, or by using superconducting circuits. One of the new methods
of making qubits is to use quantum dots. Quantum dots are nanoscopic devices that can
be used to trap one or two electrons and harness their quantum properties. Quantum dots
can be thought of as small boxes that offer shelter for the electrons, protecting them from
decoherence, while still allowing us to influence them by sending microwaves into the dots.
In my bachelor’s project, I study these systems to understand their mathematical description
and to find out if it is possible to influence the electrons in quantum dots using microwaves
while providing them with the best protection against decoherence.
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Abbreviations

DQD: double quantum dot.
QD: quantum dot.
cQED: circuit quantum electrodynamics.
KCL: Kirchhoff’s current law.
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Figure 1: An optical image of a superconducting microwave resonator constructed from
aluminum in an integrated circuit is shown in the pink box. Coupled to it is a double
quantum dot, which can be seen in the red box. The double quantum dot is integrated into
the semiconductor connecting the source S and drain D and is adjusted using left and right
gate voltages LP and RP. This setup is used in the field of quantum information and circuit
quantum electrodynamics to study the interactions between the electromagnetic waves in
the microwave resonator and the electronic states in the double quantum dot. Image source:
Khan, W. et al [13]

.

1 Introduction

The development of semiconductor and nanotechnology has enabled us to fabricate various
components and circuit elements in the nanoscopic regime, which are controlled by macro-
scopic parameters such as voltages, currents, and magnetic fields. When these components
are isolated from the environment and cooled to low temperatures, quantum phenomena
begin to dominate [7]. This has given researchers the ability to construct novel devices that
push the boundaries of research and technology. One of the simplest of these devices is
the qubit, a two-state/two-level quantum system that can be used in quantum information
processing. Theoreticians in the field of quantum computing have explored the potential of
realizing qubits and have developed many algorithms that are expected to perform more ef-
ficiently on quantum computers. The development of quantum computing technology would
enable us to greatly accelerate calculations that are vital to fields such as protein research
[16], weather prediction, cybersecurity, artificial intelligence, and more. These calculations
are often too complex and time-consuming to be performed on classical computers, but
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quantum machines could tackle them with ease, providing significant benefits to society and
academia [15].

The study of quantum information theory and algorithms has made significant progress
in recent years, but creating physical quantum machines remains a challenge. One of the
main obstacles is decoherence, which occurs when quantum states become entangled with
the environment or are disrupted by noise. To overcome these issues, researchers have pro-
posed various qubit architectures that are naturally isolated from the environment and more
resistant to noise. Despite these advances, the development of reliable, scalable quantum
machines is still a work in progress [5, 2].

This bachelor’s thesis focuses on the investigation of double quantum dot qubits. A double
quantum dot (DQD) is a solid-state device that forms a double well confinement in which
electrons can occupy a discrete set of energy levels. [11]. DQD-based qubits can be divided
into two categories: spin qubits and charge qubits. The logical space of the qubit is then
spanned by the spin of the particles in the DQD or the location of the charge (in one dot
or the other). These DQDs can be placed in a microwave resonator, enabling the use of
different readout and control protocols [5, 18].

One advantage of charge qubits built using double quantum dots (DQDs) is their ability
to be tuned by gate voltages, providing an additional degree of freedom to optimize their
performance. By adjusting the parameters of the DQD, it is possible to find a so-called
”sweet spot” – a configuration that makes the qubit less susceptible to noise and gives it
a longer coherence time. Recently, a new sweet spot for DQDs with two electrons has
been proposed, known as the ”higher-order sweet spot” [14]. This configuration offers even
greater noise resistance and improved coherence time. However, it is not yet clear whether
the higher-order sweet spot allows for effective coupling to a microwave resonator, which is
the focus of this thesis.

This thesis is structured as follows: we begin with a theoretical section that provides the nec-
essary background knowledge on topics including the mesoscopic limit, double quantum dots,
microwave resonators, second quantization, dephasing, and sweet spots. This is followed by
a methods section, where we review the techniques from circuit quantum electrodynamics
used to derive the quantum mechanical Hamiltonian for quantum circuits. We then apply
these methods to find an effective Hamiltonian describing the interaction between a double
quantum dot and microwave photons. Finally, we study two interesting cases: one-electron
and two-electron double quantum dots. For each case, we diagonalize the double dot Hamil-
tonian and, by placing the DQD at the sweet spot, we plot the matrix elements of the
coupling term to determine if control by microwave photons is possible at the sweet spot.
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2 Theory

In this section, we present the necessary background information for studying double quan-
tum dots. This includes the use of second quantization, density matrices, and the intro-
duction of microwave resonators, double quantum dots, and dephasing. These formalisms
and concepts will be essential for achieving our research goal of investigating the coupling of
double quantum dots to microwave photons at the sweet spot.

2.1 Second quantization

In this thesis, we treat a quantum mechanical system of more than one particle. It is there-
fore important to understand second quantization; the natural language used to describe
many particle quantum physics [1].

A quantum mechanical system that is composed of N identical particles each occupying
a state in a Hilbert space Hs, is described by a state in the tensor product space

H =
N⊗
i=1

Hs = Hs ⊗Hs · · · ⊗ Hs︸ ︷︷ ︸
N times

.

In addition to the fundamental quantum mechanics postulates, the state of the system must
also adhere to the exchange symmetry postulate; exchanging two indistinguishable particles
leaves the state of the system unchanged. Consequently, exchanging two particles leaves in
the wave function unchanged for bosons while for fermions it produces a minus sign. One way
of implementing the symmetry requirement is to write the system in the language of second
quantization where, given a single particle basis |u1⟩ , |u2⟩ , . . . , only the number of particles
occupying each state matters and we write the state of the N particle system as

|nu1 , nu2 , nu3 , . . .⟩ ,

where nui
is the number of particles in state |ui⟩. Let â†u and âu be the creation and

annihilation operators defined by

a†ui

∣∣nui
, nuj

, nuk
, . . .

〉
= (nui

+ 1)1/2
∣∣nui

+ 1, nuj
, nuk

, . . .
〉
,

aui

∣∣nui
, nuj

, nuk
, . . .

〉
= (nui

)1/2
∣∣nui

− 1, nuj
, nuk

, . . .
〉
.

The convention being used is that the creation and annihilation operators of a state uj
can only be applied if the number nuj

associated with that state is the first number in
the state vector. If this is not the case, then we can permute (or rearrange) the adjacent
states in the vector to bring nuj

to the front. However, when working with fermionic states,
this permutation will introduce an additional minus sign into the resulting mathematical
expression. Using the creation operators, we can generate any quantum state by repeatedly
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applying them to the null state and we write∣∣nui
, nuj

, nuk
, . . .

〉
= N a†ui

a†ui
. . .︸ ︷︷ ︸

nui times

a†uj
a†uj

. . .︸ ︷︷ ︸
nuj times

a†uk
. . . |0⟩ ,

where N is a normalisation constant. Bosonic creation annihilation operators have to sat-
isfy a set of commutation relations to ensure that the exchange symmetry postulate is re-
spected:

[a†uj
, a†uk

] = 0, [auj
, auk

] = 0,

[auj
, a†uk

] = δj,k ∀j, k. (2.1)

Likewise, fermionic creation-annihilation operators c† and cmust satisfy the anti-commutation
relations

{c†uj
, c†uk

} = 0, {cuj
, cu,k} = 0,

{cuj
, c†uk

} = δj,k ∀j, k. (2.2)

Eq. (2.2) dictates that a ferminoic state can only be occupied by 0 or 1 fermions which is a
restatement of the Pauli exclusion principle. To simplify the mathematical expressions that
describe such states, we adopt the convention of only writing down the occupied states. For
example we write

|nu1 = 1, nu2 = 0, nu3 = 1⟩ = |u1, u3⟩ ,

where it is understood that u1 and u3 are occupied by one fermion each while u2 is not
occupied.

2.2 The mesoscopic limit and quantum circuits

In this treatment, we will formally derive and quantize the Hamiltonian governing the dy-
namics of the double quantum dot and resonator circuit, as shown in Figure 1 and Figure 3.
By doing so, we are assuming that this circuit is a quantum integrated circuit. A quantum
integrated circuit is a type of electrical circuit that is designed to operate with the collective
degrees of freedom of its components being governed by quantum mechanics. This requires
two key conditions to be met: superconductivity and low noise.

Superconductivity requires that signals are transported between elements without dissipa-
tion. This is an essential requirement to maintain the coherence of the system. The second
requirement demands that the circuit and all the wires controlling it are cooled down to low
temperatures such that the thermal fluctuations kT are too small to cause any transitions in
the circuit. When these conditions are met the circuit is said to be in the mesoscopic regime
and its currents and voltages can no longer be considered as classical variables but must be
treated as quantum mechanical operators [7, 9].
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2.3 Quantum dots

Quantum dots are nanoscopic structures that can accommodate a few electrons. These
structures behave like artificial atoms, in the sense that the electrons they host are restricted
to a discrete set of energies. The electrons in the quantum dot are confined by a repelling
electric potential on all sides [4, p.264]. There are several ways of creating quantum dots,
such as by trapping single molecules between electrodes, by using nanowires, by creating
semiconducting lateral and vertical dots, and more [10, p.1220].

A double quantum dot (DQD) is created when two dots are coupled by a thin tunneling
barrier. The Coulomb interaction between the electrons in the DQD leads to an additional
energy cost, called the charging energy, when another electron is added to the DQD. This
charging energy can suppress tunneling in and out of the DQD at low temperatures, a phe-
nomenon known as the Coulomb blockade [10, p.1220].

In this thesis, we treat quantum dots using the constant interaction model. This model
assumes that the orbital energies of the electrons in the dot are independent of the number
of electrons in the dot and that the interactions between the electrons and their environ-
ment can be accounted for by a capacitive coupling [10, p.1221]. Additionally, we assume
that there are no orbital degrees of freedom in the dots, meaning that we consider the first
excitation level to be inaccessible to the electrons.

In this thesis project, we will study double quantum dots in two interesting cases: once
when there is only one electron in the DQD, and once when there are two electrons in the
DQD.

In the case where only one electron is in the DQD, the basis of the Hilbert space is given by
|L⟩ , |R⟩, which are the energy levels in the left and right quantum dots, respectively. The
Hamiltonian for this case can be written as:

H = ELc
†
LcL + ERc

†
RcR + tc†RcL + tc†LcR. (2.3)

Here, c†L and cL are the creation and annihilation operators for the left quantum dot, c†R and
cR are the creation and annihilation operators for the right quantum dot, EL and ER are the
energies, and t is the tunneling rate between the two dots. In the case of two electrons on
the other hand, each electron can be in one of four states, where two additional states are
added due to the spin degree of freedom. These four base kets {|L, ↑⟩ , |L, ↓⟩ , |R, ↑⟩ , |R, ↓⟩}
span the single electron Hamiltonian He. The state of the two electron system is then given
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by the product space basis :

|L ↑⟩ ⊗ |R ↑⟩ = c†L↑c
†
R↑ |0⟩ = |u1⟩

|L ↑⟩ ⊗ |R ↓⟩ = c†L↑c
†
R↓ |0⟩ = |u2⟩

|L ↓⟩ ⊗ |R ↑⟩ = c†L↓c
†
R↑ |0⟩ = |u3⟩

|L ↓⟩ ⊗ |R ↓⟩ = c†L↓c
†
R↓ |0⟩ = |u4⟩

|L ↑⟩ ⊗ |L ↓⟩ = c†L↑c
†
L↓ |0⟩ = |u5⟩

|R ↑⟩ ⊗ |R ↓⟩ = c†R↑c
†
R↓ |0⟩ = |u6⟩ . (2.4)

The double quantum dot Hamiltonian can be expressed as:

H = EC (NL −NR − ng)
2 + t

∑
σ=↑,↓

(
c†L,σcR,σ + c†R,σcL,σ

)
, (2.5)

where EC is the charging energy and t is a tunneling parameter, ng is a detuning constant
while c†u are fermionic creation operators for a state |u⟩.

2.4 Microwave resonators

Transmission lines or microwave cavities are superconducting waveguides where electromag-
netic waves are confined to a two-dimensional structure see Figure 1 and Figure 3. The
boundary conditions and geometry of the transmission line limit the electromagnetic waves
to a discretised set of modes with set frequencies. It can be shown that the Hamiltonian of
a transmission line is found to be the sum of uncoupled harmonic oscillators corresponding
to the discretised modes in the cavity:

H =
∑
n

ℏωna
†
nan, (2.6)

where a†n is the creation operator that gives rise to a photon of angular frequency ωn in
the resonator [3]. Within the constant interaction model, coupling between the DQD and a
microwave resonator can be modeled capacitivly. Assuming that the microwave resonator is
held to low temperatures such that only the ground state excitations are achievable Eq (2.6)
simplifies to a single harmonic oscillator. Consequently, a single mode microwave resonator
can be modeled by an LC circuit that have the same frequency as the mode since these circuits
are known to give rise to quantum mechanical harmonic oscillator once quantised.

Microwave resonators are an essential component of circuit quantum electrodynamics ex-
periments. These resonators allow us to readout and control the state of a double quantum
dot. Furthermore, since microwave resonators can isolate a microwave photon with a specific
frequency, they offer a powerful tool for studying the interactions between light and matter
[18].
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2.5 Dephasing and sweet spots

The biggest limiting factor for the implementation of quantum integrated circuits, such as a
qubit in a doube quantum dot, is the influence that noise has on the system’s state. Random
fluctuations in the environment, such as nuclear or charge noise, can lead to undesirable
effects such as entanglement with the system or the destruction of our knowledge of it [12].
A simple type of noise that can help us understand dephasing is static noise. For example,
consider a two-level system given by the following:

H =
Ω

2
σz,

where ±Ω
2
are the energies of the two levels, and σz is the pauli z matrix. The effect of

static noise can be modeled by adding a constant shift ξ/2 to the Hamiltonian, so that it
becomes:

H =
Ω+ ξ

2
σz,

Although, this is a simple model, it allows us to study the effects of static noise on the
system and devise strategies to combat its impact. Applying the time evolution operator,

U = e−i
(Ω+ξ)

2ℏ σzt to an initial state |ψ0⟩ = α0 |↓⟩+ β0 |↑⟩ yields a state

|ψ(t)⟩ = α0 exp

(
−i(Ω + ξ)t

2ℏ

)
|↓⟩+ β0 exp

(
i
(Ω + ξ)t

2ℏ

)
|↑⟩ , (2.7)

and the associated density matrix is

ρ =

 |α0|2 α0β
∗
0 exp

(
−i (Ω+ξ)

ℏ t
)

α∗
0β0 exp

(
i (Ω+ξ)

ℏ t
)

|β0|2

 (2.8)

Considering a sample of of such systems where the constant shift ξ takes a random value
for each set up. We can find an average density matrix describing the sample by finding the
expected value of the off-diagonal elements. Given a random variable ξ that has a probability
density P (ξ), the expected value of a function that depends on ξ is defined by

⟨f(ξ)⟩ξ =
∫ ∞

−∞
dξ

1

σ
√
2π

exp
(
−(ξ2)/2σ2

)
f(ξ).

Assuming the noise has a Gaussian probability distribution N(0, σ). The expected value of
the off-diagonal is then given by

⟨ρ↓,↑⟩ξ = α0β
∗
0

∫
d(ξ)

1

σ
√
2π

exp
(
−(ξ2)/2σ2

)
exp

(
−i(Ω + ξ)

ℏ
t

)
= α0β

∗
0 exp

(
−iΩt
ℏ

)
exp

(
−(
ξσt

ℏ
)2
)
.
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Thus the effect of static noise is the accumulation of random phase that causes the off
diagonal elements of the density matrix to decay as time passes. This means that the
expected values of measurements will rapidly tend to the classical values, limiting our ability
to observe quantum effects such as superposition which is fundemental for the development
of quantum technology. One of the ways one can combat the effect of noise is to look for
special choice of parameters that reduces the amplitude of the decay. To sketch how this is
done consider again a two level system. However this time, let it be given by:

H =
Ω+ ξ

2
σz +∆σx. (2.9)

where as before ξ is static noise and ∆ is a real number. By diagonalizing Eq (2.9), we
obtain:

H =
λ(ξ)

2
σ̃, (2.10)

where σ̃z is the pauli matrix in the eigenbasis and the eigen energies λ(ξ) are given by

λ = ±

√(
Ω + ξ

2

)2

+∆2. (2.11)

Proceeding as in the first example, the time evolution of the density matrix leads to an
offdiagonal phase that depends on the noise. Assuming again that the noise is modeled by
a normal distribution N(0, σ), we calculate the expected value of the phase:

⟨ρ↓,↑⟩ξ =
∫
d(ξ)

1

σ
√
2π

exp
(
−(ξ2)/2σ2

)
exp

(
−iλ(ξ)

ℏ
t

)
. (2.12)

Assuming ξ is small, we can approximate the integral by Taylor-expanding λ up to the second
order in ξ. We find

⟨ρ↓,↑⟩ =
∫
d(ξ)

1

σ
√
2π
e−(ξ2)/2σ2

exp

(
−it
ℏ

(
λ0 +

dλ

dξ
ξ +

1

2

d2λ

dξ2
ξ2
))

= exp

(
1

2

(
log
(
1− itσ2λ

′′
)
− log

(
1 + t2σ4λ

′′2
))

− t2σ2λ
′2

2 + 2itσ2λ′′

)

≈ exp(−itλ0/ℏ) exp
(
−1

2
itσ2λ

′′
)
exp

(
−1

2
t2σ4λ

′′2 − 1

2
t2σ2λ

′2
)
.

Thus again, we find that the off-diagonal elements decay with exp
(
−1

2
Γt2
)
, where the decay

rate Γ is given by

Γ ≈ λ
′2
σ2 + λ

′′2
σ4 (2.13)

This equation shows that the rate at which a quantum system decoheres can be slowed down
by minimizing the eigenvalues in terms of the noise that is affecting the system. The point at
which the first derevative is zero (dλ/dξ = 0), is called the sweet spot. Generally as discussed
in [14], an n’th order sweet spot is found by setting dkλ/dξk = 0 for all k ≤ n.
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3 Method

The traditional approach to electrical circuits involves using Maxwell’s or Kirchhoff’s laws to
explain circuit behavior. However, this method fails for quantum circuits in the mesoscopic
limit where voltages and currents must be treated as non-commutative quantum operators
[8, 9]. To accurately describe these systems, a quantization of the equations of motion is
required. In this section, the method of circuit quantum electrodynamics (cQED) is discussed
as a way to obtain a quantum description of super-conducting circuits in the quantum
limit by transforming classical laws into a quantum formalism. Despite its promise, this
method has limitations, as it may overlook important quantum phenomena. For example,
the tunneling of electrons between dots in a double quantum dot-microwave resonator is
not considered. The section first reviews the classical treatment of circuits, then introduces
definitions necessary for a Lagrangian formalism, and finally outlines the quantization process
for non-dissipative circuits as developed in [6].

3.1 Branch variables

The current and voltage across an electrical element or branch are classically defined as:

vb(t) =

∫ end

start

E⃗.d⃗l,

ib(t) =

∫
S

B⃗ · dS⃗, (3.1)

where the voltage vb integrates the electric field E over an arbitrary simple line connecting
the start and end of the element while the current ib is the integral of the magnetic field
B over a Gaussian surface S containing the element. An arbitrary orientation is assigned
to each element which further induces a sign for the current and voltage as seen in figure 2
.
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Figure 2: According to the typical sign convention for electric circuits, the current ib and
voltage vb of a branch (b) are defined as follows: the direction of the current is taken to be
the same as the direction of the branch, with the current flowing into the positive terminal
of the branch. The voltage is then defined as the potential difference between the positive
and negative terminals of the branch, with the voltage taken as the electric potential at
the positive terminal minus the electric potential at the negative terminal. In this way, the
direction of the branch is defined to be the same as the direction of the current flowing
through it.

Any valid electrical circuit must obey two physical constraints known as Kirchhoff’s law.
The first, Kirchhoff’s current law (KCL), is given by∑

k

ik = 0, (3.2)

where the summation runs over every branch k connected to a given node (a junction between
elements). This law reflects the conservation of charge in the circuit; the sum of all currents
going to a node must equal the sum of the current leaving it. The other constraint is
Kirchhoff’s voltage law (KVL) given by:∑

i∈l

vi = 0. (3.3)

The sum of branch voltages around a closed loop (l) must be zero. This law casts the ir-
rational/conservative nature of the electric field into a form that is convenient for circuit
analysis.

3.2 Capacitive and inductive elements

Circuit elements can be classified into capacitve elements that satisfy vb = f(Qb) for some
function f(.) and inductive elements that satisfy i = g(Φ) for some g(.) where Qb and Φ are
the branch charge and voltage flux and are defined as the time integrals of the current and
voltage respectively:

Qb(t) =

∫ t

0

ib(τ)dτ (3.4)
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Φb(t) =

∫ t

0

vb(τ)dτ. (3.5)

In addition to relating the voltages and currents of capacitive and inductive elements, flux
and charge variables prove to be very useful since they allow us to cast Kirchhoff’s laws into
a second order differential equations in time which we can integrate to get a Lagrangian for
the system. For the scope of this thesis we limit ourselves to linear elements. This means
that the functions f(.) and g(.) have to be linear in Qb and Φb and the conventional capacitor
and inductor relations are regained:

vb =
Qb

C
, (3.6)

and

ib =
ϕb

L
, (3.7)

where C and L are the capacitance and inductance respectively. It will also be useful - given
that we want to work with a Lagrangian and Hamiltonian formalism- to see what the energy
stored in a these elements look like.

The energy of an electrical element is found by integrating the power pb = ibvb over time.
For a linear capacitor with capacitance C we have :

Eb =

∫
ibvbdt =

∫
Qbib
C

dt =

∫
Qb · dQb

dt

C
dt =

Q2
b

2C
. (3.8)

Similarly for inductive elements

Eb =

∫
dΦb

dt
· Φb

L
dt =

Φ2
b

2L
. (3.9)

3.3 Node variables and Lagrangian formalism

In light of the previous definitions, a circuit of N elements is described by as many as 2N
variables: a branch flux Φ and branch charge Q for every single element in the circuit.
However, since Kirchhoff’s laws introduce two constraints, the variables we defined thus far
cannot be generally independent. This problem is commonly resolved by using the node
variable method where we define one node as a reference node and then define the flux at
any other node (n) as the sum of all voltage fluxes between the ground and node (n), formally
we define

ϕn(t) =

∫ t

0

dτ

∫ n

ground

E⃗ · d⃗l, (3.10)

or equivalently, in terms of branch variables:

ϕn(t) =
∑
m∈p

(−1)SΦm(t), (3.11)
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where p is any path in the circuit that starts at the ground node and ends at node n.
Meanwhile S is a parameter ensuring that the summation adds up to the integral in Eq.
(3.10). S = 2 if the branch is oriented along p and S = 1 otherwise. With this definition,
the voltage across an element is given by

vb(t) = ϕ̇n(t)− ϕ̇m(t), (3.12)

where (n) is the node at the end of the element and (m) is the node at the beginning (note
the relevance of the branch orientation).

The introduction of node variables has two desired outcomes. Firstly, node fluxes are in-
dependent and our variables automatically satisfy KVL. Secondly, we can now relate the
dynamics of the system directly into node variables. We will shortly see that this provides
a natural way to describe a system where we model a quantum dot as the node in the
circuit.

3.4 General scheme for obtaining the Hamiltonian

Having defined all the necessary variables we now turn to the algorithm explained in detail by
M.Devoret [6] for obtaining the Hamiltonian of a non-dissipating superconducting circuits.
The following procedure will be used to obtain the Hamiltonian of the equivalent circuit
model of a DQD in a microwave resonator:

• Choose an orientation for all the elements

• Pick a reference node

• Express voltages in terms of node fluxes

• Write KCL for each node

• Obtain the Euler-Lagrange equations by integrating KCLs

• Perform a Legendre transformation to get a the Hamiltonian

• Quantise the Hamiltonian by replacing classical variables by algebraic operators and
the Poisson brackets by commutators.

For an illustrative example see the appendix.
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Figure 3: A schematic of a microwave resonator hosting a double quantum dot where L and
R stand for left quantum dot, and right quantum dot respectively. By fixing the boundary
conditions of the microwave resonators, the electromagnetic waves in the resonator are re-
stricted to a specific set of frequencies called the resonator’s modes. Absorption or emission
of the microwave modes by the double quantum dot happen when an energy transition in
the DQD matches the frequency of a resonator’s mode.

4 Deriving the Hamiltonian

In this section, we will show how to derive the Hamiltonian that describes the dynamics of
a double quantum dot inside a microwave resonator. We will begin by creating a circuit
model of the setup shown in Figure 3. Next, using the method outlined in Section 3, we
will find the classical Hamiltonian of the circuit. Finally, we will use two steps to quantize
the Hamiltonian. First, we will introduce fermionic operators, and then we will quantize the
bosonic part.

4.1 Equivalent circuit

In this section, we will model the microwave resonator and double quantum dot (DQD) shown
in Figure 1 using a simple circuit model that allows us to apply the laws of electrostatics to
the system. A simplified version of the setup is shown in Figure 3. Based on our discussions
in Section 2.4 and Section 2.3, we can replace the microwave resonator with an LC circuit
that has the same fundamental frequency. Additionally, we will assume that the LC circuit
is capacitively coupled to the DQD. We will model the charge confined to a quantum dot
as the charge on the connection between two capacitors. Furthermore, we will include a
capacitive coupling between the dots to take into account the Coulomb interaction between
them.

Figure 4 shows an equivalent circuit model for the full setup where the charge on the nodes
nR and nL correspond to the charges on the right and left quantum dot respectively. CR

and CL account for the coupling to the microwave mode while CRg and CLg are capacitive
couplings to gate electrodes that can be used to tune the DQD. The electrodes allow us to
change the boundary conditions of the circuit by controlling the potentials VR and VL.
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Figure 4: The circuit equivalence to a double quantum dot placed inside a microwave res-
onator. The charge in the double quantum dot is equal to the charge on the nodes nR and
nL and the LC circuit models microwave photons with frequency ω = 1/

√
LC. The double

quantum dot is coupled capacitivly to the LC circuit through CL and CR. Gate voltages VL
and VR are used to tune the double dot. g is the ground node.

4.2 The classical Hamiltonian

Following the algorithm at the end of Sec 3, an orientation is chosen for every element of the
circuit model as one can see in figure 4. Node fluxes ϕn, ϕnL

, ϕnR
are defined by Eq. (3.11).

Currents and voltages across elements are expressed in terms of flux variables by employing
Eq (3.7), Eq. (3.6) and Eq. (3.12) and we obtain the following expressions:
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iC = V̇CC = Cϕ̈n

iCR
= V̇CR

CR = CR(ϕ̈nR
− ϕ̈n)

iCL
= V̇CL

CL = CR(ϕ̈nL
− ϕ̈n)

iCC
= V̇CC

CC = CC(ϕ̈nL
− ϕ̈nR

)

iCRg
= V̇CRg

CRg = CRg(V̇R − ϕ̈nR
)

iCLg
= V̇CLg

CLg = CLg(V̇L − ϕ̈nL
)

iL =
ϕn

L
,

where VE and iE are the voltage and current across an element E, while ϕm is the node flux
at a junction m as defined in Eq. (3.5). KCL can now be written in terms of flux variables:
At node n as

Cϕ̈n +
ϕn

L
= CR(ϕ̈nR − ϕ̈n) + CL(ϕ̈nL − ϕ̈n),

at node nR

CR(ϕ̈nR − ϕ̈n) = CgR(VR − ϕ̈nR) + Cc(ϕ̈nL − ϕ̈nR),

and at nL as

CL(ϕ̈nL − ϕ̈n) + CC(ϕ̈nL − ϕ̈nR) = CgL(V̇L − ϕ̈nL).

These relations can be taken to be the Euler-Lagrange equations satisfying

d

dt

∂L
∂ϕ̇m

=
∂L
∂ϕm

, ∀m ∈ {nR, nL, n}, (4.1)

for the following Lagrangian

L =
Cϕ̇2

2
−ϕ2

n

2L
+
CR(ϕ̇R − ϕ̇n)

2

2
+
CRG(VR − ϕ̇R)

2

2
+
CL(ϕ̇L − ϕ̇n)

2

2
+
CLG(VL − ϕ̇L)

2

2
+
CC(ϕ̇L − ϕ̇R)

2

2
.

(4.2)
Comparing to Eq. (3.8) and Eq. (3.9) we see that the Lagrangian is given as the energy
difference between the capacitive and inductive elements. That is, energy stored in the
electric field of the capacitors and energy stored in the magnetic field of the inductors, play
the same role that kinetic and potential energy play in classical mechanics. The generalised
momenta of the voltage fluxes are defined by

Qm =
∂L
∂ϕ̇m

,∀m ∈ {nR, nL, n}. (4.3)
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Carrying out the calculations for ϕnϕL, ϕR gives:

Qn = Cϕ̇n + CL(ϕ̇n − ϕ̇L) + CR(ϕ̇n − ϕ̇R)

QR = CR(ϕ̇R − ϕ̇n) + CC(ϕ̇R − ϕ̇L) + CRg(ϕ̇R − VR)

QL = CL(ϕ̇L − ϕ̇n) + CC(ϕ̇L − ϕ̇R) + CLg(ϕ̇L − VL). (4.4)

Note that the conjugate momenta in this case correspond to the charges on the nodes. This
can be seen by observing that (QnR = QR − QC − QRG). This is a very important feature
of our circuit model. The dynamical variables describing our system are directly related to
the node charges. This allows us to take QR as the charge on the right quantum dot, and
QL as the charge on the left one.

Now that we have found the Lagrangian and conjugate momenta that describe the system,
we can use a Legendre transformation to obtain a Hamiltonian expression. This involves
inverting Eq. (4.4). It is easiest to do this by first writing the equations in matrix form and
then finding the inverse matrix. Thus, define

q⃗ =

 Qn

QnR + VRCgR

QnL + VLCgL

 , ⃗̇ϕ =

ϕ̇n

ϕ̇R

ϕ̇L

 , (4.5)

and

C =

CL + C + CR −CR −CL

−CR CC + CR + CgR −CC

−CL −CC CC + CL + CgL

 . (4.6)

With these definitions, Eq. (4.4) becomes

q⃗ = C · ˙⃗ϕ, (4.7)

and its inverse is ˙̄ϕ = C−1 · q̄. Before performing the transformation, it is useful to factorise
the Lagrangian and write it as

L =
Qnϕ̇n

2
+

(QL − CLgVL)ϕ̇L

2
+

(QR − CRgVR)ϕ̇R

2
− ϕ2

n

2L
.

It is easy now to see that the Hamiltonian is given by

H =
∑

Qmϕ̇m − L =
Qnϕn

2
+

(QR + CRgVR)ϕ̇R

2
+

(QL + CLgVL)ϕ̇L

2
+
ϕ2
n

2L
.

Finally, we complete the transformation by substituting the inverse relation of Eq. (4.7),
giving us:

H = q⃗T · (C−1) · q⃗ + ϕ2
n

2L
. (4.8)
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Expanding this expression and defining Mi,j = [(C−1)]i,j, we arrive at

H =
1

2
M11Q

2
n +

1

2
M22Q

2
R +

1

2
M33Q

2
L

+QL[CgLM33VL + CgRVRM23]

+QR[CgLVLM23 + CgRM22VR]

+Qn[CgLVLM13 + CgRVRM12]

+Qn[QLM13 +QRM12]

+QRQLM23

+
ϕ2
n

2L
.

Renaming the constant coefficients, we obtain the following classical Hamiltonian of the
circuit shown in Figure 4:

H =
1

2
αnQ

2
n+αR

1

2
Q2

R+
1

2
αLQ

2
L+βLQL+βRQR+βnQn+Qn(γLQL+γRQR)+δQLQR+

ϕ2
n

2L
.

(4.9)

4.3 Introducing Fermionic operators and the tunneling term

The Hamiltonian derived in Eq. (4.9) is cyclic in ϕR and ϕL which reflects the conservation of
node charges. However, we are interested in studying a system of two quantum dots that are
only separated by a thin barrier allowing the electrons to tunnel from one dot to the other.
Since this phenomenon is intrinsically quantum mechanical, we do not expect our classical
model to reproduce it and it is not possible to add a circuit element to take it into account.
Therefore, a tunneling term Ht should be added to the Hamiltonian. This will break the
conservation of charge on each quantum dot, but it does preserve the total charge QL +QR.
As a result, we can rewrite the Hamiltonian in a form that reflects this conservation. We
therefore collect and factorise the QL and QR terms such that the Hamiltonian only contains
QL+QR and (QL−QR) terms. This is done in two steps first in this section we factorise the
Qn coefficients and introduce the fermionic operators and then we deal with the uncoupled
QR and QL terms in the algebraic treatment section.

Factorising the Qn coefficients :

H =
1

2
αnQ

2
n +

Qn

2
((γL + γR)(QL +QR) + (γL − γR)(QL −QR)) + βnQn +

ϕ2
n

2L

+ αR
1

2
Q2

R +
1

2
αLQ

2
L + βLQL + βRQR + δQLQR +Ht.

(4.10)

In the mesoscopic limit of the DQD circuit, we must reintroduce the charge variables as quan-
tum mechanical operators counting the number of electrons in each dot and we write

QL → Q̂L = eN̂L

QR → Q̂R = eN̂R, (4.11)
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where e is the electron charge and N̂ is a number operator. Furthermore, we assume that
the electrons in the dot have no orbital degrees of freedom and are therefore confined to only
two states: spin up and spin down. In second quantization language, an electron in the left
quantum dot can be in one of two states

|L, ↑⟩ = c†L,↑ |0⟩ ,
or |L, ↓⟩ = c†L,↓ |0⟩ , (4.12)

and c†,c are fermionic operators satisfying the anti-commutation relations (2.2). The number

operators N̂L counts the electrons present in both states:

N̂L = c†L,↑cL,↑ + c†L,↓cL,↓. (4.13)

The conservation of total charge can now be expressed as QL+QR = eN for a fixed number
of electrons N . This constraint allows us to eliminate QR from the equations by writing

QL −QR = 2eN̂L − 2e
N

2
. (4.14)

Furthermore, the tunneling term can be written on the form:

Ht = t
∑
σ=↑,↓

c†L,σcR,σ + c†R,σcL,σ, (4.15)

where t is some real constant that depends on the architecture of the double quantum dot.
Implementing all the changes that we have introduced so far, we find:

H =
1

2
αnQ

2
n + γ−eN̂LQn +

(
βn + e

N

2
γ+ − e

N

2
γ−

)
Qn +

ϕ2
n

2L

+ αR
1

2
Q̂2

R +
1

2
αLQ̂

2
L + βLQ̂L + βRQ̂R + δQ̂LQ̂R

+Ht.

(4.16)

We will soon see that this expression is composed of three parts, a double quantum dot
term, a harmonic oscillator term and a coupling term mixing the two. However to see that
we must first quantize the harmonic oscillator.

4.4 Quantization of the Harmonic oscillator

Inspecting the Poisson’s brackets of ϕn and Qn we find that {ϕn, Qn} = 1 where ϕn is taken as
the main coordinate. Consequently, the dynamics of the ϕn are that of a harmonic oscillator.
Furthermore, it is useful to note that for a harmonic oscillator, the equations of motion are
invariant under the exchange of the roles of ϕn and Qn [9, p.124]. Since it is more useful to
us, we will regard Q as the coordinate and ϕ as the momentum while keeping {Qn, ϕn} = 1.
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The quantum mechanical description of the LC circuit can now be found by carrying out a
canonical quantization where we set:

[Q̂n, ϕ̂n] = iℏ{Qn, ϕn} = iℏ. (4.17)

Following the typical treatment of harmonic oscillators we factorize the Hamiltonian by
defining the ladder operators a and a† as

a =

√
αn

2ℏw
Q̂+ i

1√
2ℏLw

Φ̂,

a† =

√
αn

2ℏw
Q̂− i

1√
2ℏLw

Φ̂, (4.18)

where ω2 = αn

L
and a,a† are bosonic creation-annihilation operators satisfying the bosonic

commutation relations Eq. (2.1). Consequently, the operator a† creates a photon in the
circuit with angular frequency ω while a removes one. By inverting Eq. (4.18), we also
find

Q̂ =

√
2ℏω

2
√
αn

(a+ a†) = ℏ(4ℏ2Lαn)
−1/4(a† + a). (4.19)

Moreover, we introduce the following constants:

ωQ = e · γ−(4ℏ2Lαn)
−1/4

ωo =

(
βn + e

N

2
γ+ − e

N

2
γ−

)(
4ℏ2Lαn

)−1/4
. (4.20)

The Hamiltonian becomes:

H =ℏω
(
a†a+

1

2

)
+ ℏωQ

(
a† + a

)
N̂L + ℏωo

(
a† + a

)
+ αR

1

2
Q̂2

R +
1

2
αLQ̂

2
L + βLQ̂L + βRQ̂R + δQ̂LQ̂R

+Ht.

(4.21)

The first term corresponds to a harmonic oscillator while the second term stands for the
coupling between the photons and the double quantum dot. Another important term that
our derivation has produced is a term proportional to (a†+a). This term does not contribute
to the dynamics and only results in a shift in the harmonic oscillator’s energies which can be
seen by defining new operators α = a+ ω0

ω
and noting that α and α† still satisfy the bosonic

commutation relations Eq. (2.1). Consequently the Hamiltonian can be expressed in these
operators as

H = ℏω
(
α†α +

1

2
− ω2

o

ω2

)
+ ℏωQ

(
α† + α− 2ωo

ω

)
N̂L

+ αR
1

2
Q2

R +
1

2
αLQ

2
L + βLQL + βRQR + δQLQR +Ht.

(4.22)
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To this point, we are able to discern three different terms and the Hamiltonian is separated
into

H = HHO +HC +HDQD, (4.23)

where HHO, HC , HDQD are the harmonic oscillator Hamiltonian, the coupling term and the
double dot Hamiltonian defined by

HHO = ℏω
(
α†α +

1

2
− ω2

o

ω2

)
(4.24)

HC = ℏωQN̂L

(
α† + α

)
(4.25)

HDQD = αR
1

2
Q̂2

R +
1

2
αLQ̂

2
L + β

′

LQ̂L + βRQ̂R + δQ̂LQ̂R +Ht, (4.26)

where we defined β
′
L = βL −

(
2ℏωQωo

eω

)
.

4.5 Algebraic treatment of the double quantum dot Hamiltonian

The double quantum dot expression Eq. (4.26) can be further simplified by reinstating the
total charge conservation and rewriting it in the following form:

HDQD = A (QL +QR −Ng)
2 +B

(
kQL − QR

k
− ng

)2

+Ht, (4.27)

for some constants A,B, k, ng and Ng. To find these constants in terms of the old ones, we
can expand Eq. (4.27) and equate it to Eq. (4.26). Finding the new constants A,B, k,Ng, ng

is then equivalent to solving the following system of nonlinear equations:

αL

2
= A+Bk2,

αR

2
= A+

B

k2
,

δ = 2A− 2B, (4.28)

βR = −2ANg +
2Bng

k
,

β
′

L = −2ANg − 2Bkng.

The solutions to this system of equations are found in Appendix. Note that the relation
[Q̂L, Q̂R] = 0 has been used.

Finally, using second quantization and the conservation of total charge Eq. (4.14), we express
the second term of Eq. (4.27) as:
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B

(
keN̂L − eN̂R

k
− ng

)2

= B

(
keN̂L +

eN̂L

k
− ng −

eN

k

)
= EC(N̂L − n)2.

Given that the constants EC and n are defined as

EC = Be2(k +
1

k
)2, (4.29)

n =
ng

e
+ N

k

k + 1
k

. (4.30)

The double quantum dot HDQD is now rewritten as:

HDQD = EC(N̂L − n)2 +Ht. (4.31)

Note for the Hamiltonian of a double quantum dot written on the form of Eq. (4.31) the
first order sweet spot is at n = N

2
, and the higher order sweet spot for N = 2 is at n = 1

and EC/t = (6
√

(2) − 8)1/2 [14]. Plugging the double quantum dot Hamiltonian back into
Eq. (4.23), we find

H = ℏω
(
α†α +

1

2
− ω2

o

ω2

)
+ ℏωQN̂L

(
α† + α

)
+EC

(
N̂L − n

)2
+ t

∑
σ=↑,↓

C†
L,σCR,σ +C†

R,σCL,σ.

(4.32)
This equation is a key finding of the thesis. It describes the Hamiltonian of a double quantum
dot interacting with microwave photons. The constants in the equation are determined by
the capacitances shown in Figure 4. With this equation, we can investigate the dynamics
of the system in the presence of various sources of noise and dissipation, and study the
different operations that can be performed on the double quantum dot using the microwave
resonator

4.6 Weak coupling limit

We found that the Hamiltonian of the double quantum dot in a microwave resonator is
given by Eq. (4.32) where all the constants appearing in the equation are defined in terms
of various circuit capacitances except for t (the tunneling constant) which depends on the
manufacturing of the quantum dots. Since the DQD interacts with the microwave resonator
only through the capacitancies CL and CR, we expect that when these capacitances are
small, the coupling to the microwave resonator vanishes. In this limit the coupling constant
must go to zero and the frequency of the LC circuit must decouple and become independent
of the rest of the circuit.
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This limit can be found by introducing two parameters ϵL and ϵR and letting

CL −→ CL

C
C := ϵLC, (4.33)

and CR −→ CR

C
C := ϵRC, (4.34)

where ϵL and ϵR quantify the magnitude of CL and CR with respect to C. Expressing all of
the constants in terms of ϵL, ϵR and taking the limit as ϵL, ϵR −→ 0, we get:

H(0) =
1√
LC

ℏ
(
a†a+

1

2

)
+ E

(0)
C

(
N̂L − n(0)

)2
+ t

∑
σ=↑,↓

C†
L,σCR,σ + C†

R,σCL,σ (4.35)

As expected this limit gives a Hamiltonian describing an isolated harmonic oscillator and
a DQD with no terms mixing the two. The angular frequecy of the LC oscillator tends to
the uncoupled value of 1√

LC
. The charging energy and detuning of the DQD tend to the

constants E
(0)
C and n(0) that are independent of the LC circuit. Although, in this text, this

limit serves merely as a sanity check, it also tells us that the coupling term ℏωQN̂L(a + a†)
may be included as a small perturbation added to Eq. (4.35) if the coupling capacitances CL

and CR are made small enough. The leading contribution to the coupling constant is given
by

ωQ =
e (−CLgϵr + CRgϵl)(

4ℏ2L
C

)0.25
(CCCLg + CCCRg + CLgCRg)

, (4.36)

where e is the electron charge and the capacitencies are defined in Eq. (4.6).

22



5 Matrix elements of the coupling term

In this section, we aim to determine if it is possible for the microwave photons to couple with
the double quantum dot at the higher-order sweet spot. Our approach is to first diagonalize
the Hamiltonian of the double quantum dot and then express the coupling term in the
resulting eigenbasis.

5.1 One Electron Double Quantum Dot

In the case where there is only 1 electron in the DQD. The Hilbert space of the DQD is
panned by the electron orbitals in the left and right dot; |L⟩ and |R⟩, and the Hamiltonian
Eq. (4.31) simplifies to :

HDQD = EC

(
Ĉ†

LĈL − n
)2

+ tC†
LCR + tC†

RCL. (5.1)

In matrix form this is given by:

HDQD −→
[
⟨L|HDQD |L⟩ ⟨L|HDQD |R⟩
⟨R|HDQD |L⟩ ⟨R|HDQD |R⟩

]
=

[
EC(1− n)2 t

t ECn
2

]
. (5.2)

As seen in Eq (4.23) the electron in the DQD couples to the microwave photons through a

term which is proportional to N̂L. If we want to quantitatively understand the strength of
the coupling, we need to write the matrix elements of N̂L in the eigenbasis of HDQD. Since
the coupling elements prove to be functions of both EC

t
and n, we visualise them in a contour

plot centered at the sweet spot which is at n = N/2 = 0.5.

(a) (b)

Figure 5: Panel a and b show the matrix element of the coupling between the |E0⟩ and |E1⟩
qubit states: (⟨E0| N̂L |E1⟩ = N0,1) plotted against the detuning parameter n and the ratio
between the charging energy and the tunneling strength. The figures show an invariance in
the coupling term to the value of EC/t along the sweet spot n = 0.5 where the DQD has
better protection from noise. The coupling term tells us how strong the microwave photons
couple to the double quantum dot.
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In Figure 5, we can see that the coupling term at n = 0.5, where the sweet spot is, is
independent of the charging energy and tunneling term to first order in n. As a consequence,
it is not possible to tune the strength of the coupling term by changing EC

t
. This invariance

can be seen analytically by substituting ng = 0.5 into Eq. (5.2) and noting that the eigen
states are then independent of EC

t
. However, the coupling strength is in fact maximized at

the sweet spot (n = 0.5) which allows for interactions between the charge and the photons
in the resonator while minimizing the influence of charge noise on the DQD. The figures also
show that the coupling magnitude is more stable in the neigbourhood of n = 1 when EC

t
is

small. In other words, near n = 1, dN
dn

is small when EC

t
is small.

5.2 Two Electrons Double Quantum Dot

We now turn our attention to the state of a DQD when the total charge is restricted to
only two electrons. In this case, the state of the system is an element in the product space
spanned by the basis in Eq. (2.4). In this basis, the DQD Hamiltonian Eq. (4.31) can
be written in matrix form by calculating ⟨ui|HDQD |uj⟩ directly, as shown in the following
equation. The basis vectors are ordered according to Eq. (2.4):

HDQD −→


Ec(n− 1)2 0 0 0 0 0

0 Ec(n− 1)2 0 0 t t
0 0 Ec(n− 1)2 0 −t −t
0 0 0 Ec(n− 1)2 0 0
0 t −t 0 Ec(n− 2)2 0
0 t −t 0 0 Ecn

2

 . (5.3)

Note that, without spin-orbit coupling in the DQD and since the system is assumed to be
closed, the total spin of the electrons must be conserved. Here the total spin operator is
defined by

S2 = S2
L + S2

R + 2SL,zSR,z + SL,+SR,− + SL,−SR+ ,

defined by the typical spin operators for the |L⟩ and |R⟩ orbitals. In second quantization,
these are written as:

SL,z = c†L,↑cL,↑ − c†L,↓cL,↓,

SL,x = c†L,↑cL,↓ + c†L,↓cL,↑,

SL,y = ic†L,↑cL,↓ − ic†L,↓cL,↑,

SL,± = SL,x ± iSL,y.

Using these operators one can check the conservation of spin by verifying that [ĤDQD, Ŝ
2] =

0, or by observing the form of HDQD. Consequently, there must exist a common basis that
diagonalizes both operators. With these insights in mind, we continue the calculations by
first introducing the singlet-triplet basis which are eigenkets of the total spin operator Ŝ2

and then write the DQD Hamiltonian in this basis.
Defining the singlet-triplet basis in terms of Eq. (2.4), we have:
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|S0⟩ =
1√
2
(c†L↑c

†
R↓ − c†L↓c

†
R↑) |0⟩

|S+⟩ =
1√
2
(c†L↑c

†
L↓ + c†R↑c

†
R↓) |0⟩

|S−⟩ =
1√
2
(c†L↑c

†
L↓ − c†R↑c

†
R↓) |0⟩ (5.4)

|T0⟩ =
1√
2
(c†L↑c

†
R↓ + c†L↓c

†
R↑) |0⟩

|T+⟩ =
1√
2
(c†L↑c

†
R↑ + c†L↓c

†
R↓) |0⟩

|T−⟩ =
1√
2
(c†L↑c

†
R↑ − c†L↓c

†
R↓) |0⟩ .

These basis are eigenstates of the total spin operator satisfying S2 |S⟩ = 0 and S2 |T ⟩ = 2 |T ⟩.
The Hamiltonian matrix Eq. (5.6) can now be rotated to the singlet triplet basis by using
Eq. (5.4). We obtain:

HDQD −→



Ec(n− 1)2 2t 0 0 0 0

2t Ec(n
2 − 2n+ 2) 2Ec(1− n) 0 0 0

0 2Ec(1− n) Ec(n
2 − 2n+ 2) 0 0 0

0 0 0 Ec(n− 1)2 0 0

0 0 0 0 Ec(n− 1)2 0

0 0 0 0 0 Ec(n− 1)2


.

(5.5)

Because the total spin operator Ŝ2 is degenerate, the DQD Hamiltonian can be written in
block diagonal form in the singlet-triplet basis. Since the conservation of spin holds and the
triplet states degenerate and are therefore uninteresting, we can simplify the problem by
assuming the initial state of the system to be in the singlet subspace Accordingly, the DQD
in the singlet basis {|S0⟩ , |S+⟩ , |S−⟩} (scaled by 1/t for simplicity), is given by:

HS/t =
HS

t
=


Ec

t
(n− 1)2 2 0

2 Ec

t
(n2 − 2n+ 2) 2Ec

t
(1− n)

0 2Ec

t
(1− n) Ec

t
(n2 − 2n+ 2)

 (5.6)
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To find the eigen energies allowed for this system we must solve for Det(HS/t−EI) = 0 which
gives a cubic equation in E, making it hard to present the solutions in their full generality.
We, therefore, restrict ourselves to numerical solutions for the eigen-energies given a specific
value of EC/t and we plot them as functions of the detuning parameter n as shown in the
figure bellow.

Figure 6: No tunneling limit Figure 7: EC/t = 5 Figure 8: EC/t ≈ 0.69

Figure: Plots of the eigen energies of the double quantum dot. a) shows the energies in the
small coupling regime where the energies charging parabolas. Three points of degeneracy
occur as the tunneling term goes to zero. b) The introduction of a tunneling term lifts the
degeneracy resulting in three energy levels. c) at the sweet spot EC/t = 0.69 the difference
between the lowest two energies is constant in the neighbourhood of n = 1

Figure 6 shows that when the tunneling is suppressed, only the charging energy term in Eq.
(4.27) plays a role and we get three energy parabolas that correspond to two-electron singlet
states where there is 0,1 or 2 electrons in the left dot. As the tunneling strength is increased
Figure 7, the three degeneracy points seen in Figure 6 are lifted and their place is taken by
energy gaps. Going to the sweet spot limit [14] at EC/t ≈ 0.69 and n = 1 as in Figure 8
where, we see that indeed the energy difference between the lowest two terms is insensitive
to fluctuations in the detuning n. It is therefore possible to encode a qubit into this DQD
system by projecting into the space spanned by the lowest two levels |E0⟩ and |E1⟩.
Turning our attention to the coupling term. We express the matrix elements of N̂L in the
singlet basis by evaluating ⟨Si| N̂L |Sj⟩, where N̂L = C†

L,↓CL,↓ + C†
L,↑CL,↑ and we find:

N̂L −→

⟨S0| N̂L |S0⟩ ⟨S0| N̂L |S+⟩ ⟨S0| N̂L |S−⟩
⟨S+| N̂L |S0⟩ ⟨S+| N̂L |S+⟩ ⟨S+| N̂L |S−⟩
⟨S−| N̂L |S0⟩ ⟨S−| N̂L |S+⟩ ⟨S−| N̂L |S−⟩

 =

1 0 0
0 1 1
0 1 1

 . (5.7)

Finally, we want to find the NL in the singlet energy eigenbasis. However, since it is difficult
to write down the eigen kets in their full generality, we will restrict ourselves to the case of
interest, which is at the higher-order sweet spot which appears at n = 1 and EC/t ≈ 0.69
Given specific values of EC

t
and n, we can numerically solve for the eigen states of the

single-subspace energy eigen states and use them to find the matrix elements of NL.

N0,1(EC , t, n) = ⟨E0(EC , t, n)| N̂L |E1(EC , t, n)⟩ . (5.8)
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(a) (b)

Figure 9: Panel (a) and (b) show contour plots of the matrix element ⟨E0| N̂L |E1⟩ coupling
the the qubit states to the microwave photons. The figures show that at the sweet spot
where the DQD is noise tolerant, the coupling to the microwave photons is non-zero and
that it is tunable by changing the ratio EC/t.

In Section 2.5, we discussed how the qubit state at the ”higher-order sweet spot” (n =
1, EC/t ≈ 0.69) is resistant to noise and have longer coherence time. Figure 9 helps us
answer the question of whether coupling to the microwave is possible at higher-order sweet
spot. It shows that the coupling to microwave photons does not vanish completely, allowing
for various control protocols using microwave photons. Figure 4.a shows that the strength of
the coupling can be adjusted by changing the ratio of the charging energy and the tunneling
term. It is worth noting that the maximum coupling strength is not achieved at the higher-
order sweet spot, but can be increased by moving away from this point at the cost of reduced
decoherence time.
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6 Driven microwave oscillator

In this section we sketch how the coupling to the resonator allows us to control the DQD. To
begin, we will consider a simplified model of the DQD qubit by only considering its lowest
two energy levels. For the two electron DQD studied above, the matrix representing the
coupling term NL in the basis {|0⟩ , |1⟩} (the lowest two energy states) is found by using Eq.
(5.7) and the two eigenstates of Eq. (5.6) at n = 1.

N̂L −→

 1 4√(
Et+

√
E2

t +16
)2

+16

4√(
Et+

√
E2

t +16
)2

+16

1

 (6.1)

Where we define Et = EC/t. The simplest type of control that we can apply to a qubit is to
drive the microwave resonator with an oscillatory signal. Eq. (6.1) showes that NL has no
σz component and we can write the Hamiltonian for the full system as :

H =
ℏΩ
2
(1)H ⊗ (σz)D + ℏω(1)D ⊗ (a†a)H + g(a+ a†)H ⊗ (σx)D, (6.2)

where σx, σz are the Pauli matrices in the qubit basis {|0⟩ , |1⟩} and g is the coupling constant.
Here, the subscripts H and D denote operators that are defined on the state of the bosons in
the harmonic oscillator and the state of the electrons in the double quantum dot respectively.
Let the microwave resonator be driven strongly at frequency ω :

(a+ a†) −→
〈
a+ a†

〉
= V (t) = V0 cos(ωt) = V0

(eiωt + e−iωt)

2
. (6.3)

Substituting this into Eq (6.2), we find:

H =
ℏΩ
2
σz +

gV0
2

((
eiωtσ− + e−iωtσ+

)
+
(
e−iωtσ− + eiωtσ+

))
. (6.4)

When the resonator is driven close to resonance with qubit splitting (ω ≈ Ω), the RWA can be
used to eliminate certain rapidly oscillating terms, (e−iωtσ− + eiωtσ+), in the Hamiltonian.
This approximation is valid as long as the time scale of the system’s evolution is much
longer than the time scale of the fast oscillations. The semi-classical Hamiltonian, after the
application of RWA, is then given.

HSC =
Ωℏ
2
σz +

gV0
2

[
0 eiωt

e−iωt 0

]
=

[
Ωℏ
2

gV0

2
eiωt

gV0

2
e−iωt −Ωℏ

2

]
. (6.5)

Eq (6.5) is nothing but the Rabi problem which, given a state

|ψ⟩ = α |0⟩+ β |1⟩ (6.6)
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that is initially in the ground state α(t = 0) = 1 and β(t = 0) = 0, gives the following
solutions [17, p.340]

α(t) =

g2V 2
0

4ℏ2
g2V 2

0

4ℏ2 + (Ω− ω)2/4
sin2

([
g2V 2

0

4ℏ2
+ (Ω− ω)2/4

]1/2
t

)
|β(t)|2 = 1− |α(t)|2.

When in resonance, the qubit oscillates between the two states at frequency ωR = gV0

2
. Where

for a DQD with two electrons the coupling g is given by

g ∝ NL(0,1) =
4√

(EC

t
−
√(

EC

t

)2
+ 16)2 + 16

. (6.7)

Thus, by driving the microwave resonator, one could control the state of the DQD qubit.
Furthermore, the frequency of the Rabi oscillations are determined by the strength of the
coupling term and can therefore by tuned to a specific value by changing Ec

t
as seen in Eq.

(6.7).
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7 Conclusion

In conclusion, we have combined methods from electrostatics and cQED to provide an orig-
inal derivation of the Hamiltonian describing the dynamics of dobule quantum dot in a
microwave resonator. We found that the coupling to the microwave resonator is possible
when the double quantum dot is operated in the higher-order sweet spot. Additionally, we
demonstrated that both the Rabi frequency in the case of strong oscillator drive and the
coupling to the microwave frequency can be tuned by adjusting the charging energy and the
tunneling constant of the DQD. These findings provide a foundation for further investigation
into the potential use of DQDs in quantum computing.

8 Outlook

In this study, we derived an expression that provides a foundation for investigating the
dynamics and time evolution of the interaction between double quantum dots (DQDs) and
microwave photons. To accurately model these systems, we must further consider the effects
of the surrounding environment and other factors such as spin-orbit interactions and higher
excitation modes of the resonator. Our findings suggest that DQDs are a promising candidate
for use in quantum computing due to their enhanced coherence time at the higher-order
sweet spot and the ability to couple to microwave photons. Further experiments are needed
to confirm this potential benefit. This research is relevant to the fields of circuit quantum
electrodynamics, quantum sensing, light-matter interactions, hybrid quantum circuits, and
quantum information and its implementation.
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Appendix

A list of the constants defined in this text

The capacitance matrix of the circuit in figure (4), was found to be:

C⃗ =

CL + C + CR −CR −CL

−CR CC + CR + CgR −CC

−CL −CC CC + CL + CgL


In section 4.2) the following definitions were made:

αn =M1,1

αL =M3,3

αR =M2,2

βn = CgLVLM1,3 + CgRVRM1,2

βL = CgLVLM3,3 + CgRVRM2,3

βR = CgLVLM2,3 + CgRVRM2,2

γL =M1,3

γR =M1,2

δ =M2,3
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,where M is the inverse of the capacitance matrix.
From section 4.4:

ωQ = e · γ−(4ℏ2Lαn)
−1/4

ωo =

(
βn + e

N

2
γ+ − e

N

2
γ−

)(
4ℏ2Lαn

)−1/4

β
′

L = βL −
(
2ℏωQωo

eω

)
Solutions to the system of equations in section 4.5

k =

√
(αL − δ)

(αR − δ)

B = (
αL − δ

2
)(

1

1 + k2
) = (

αL − δ

2
)(

(αR − δ)

αL + αR − 2δ
)

A = B +
δ

2
=

(αR − δ)(αL − δ) + δ(αL + αR − 2δ)

2(αL + αR − 2δ)

ng =
βR − β

′
L√

(αR − δ)(αL − δ)

Ng =
β

′
L + k2βR

−2(1 + k2)A
=

β
′
L + (αL−δ)

(αR−δ)
βR

−2(1 + (αL−δ)
(αR−δ)

) (αR−δ)(αL−δ)+δ(αL+αR−2δ)
2(αL+αR−2δ)

Finally in section 4.5 we defined:

EC = Be2(k +
1

k
)2, (8.1)

n =
ng

e
+ N

k

k + 1
k

. (8.2)

An LC circuit in series with two capacitors (an illustrative exam-
ple)

Consider a circuit where we have an LC oscillator with capacitance C1 and inductance L
connected in series to two other capacitors C2 and C3. Furthermore, let the left plate of C3

be held to voltage V as shown in figure (10).
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Figure 10: A circuit diagram for an LC resonator in parallel with two capacitors C2 and C3.
This circuit can be used as a model for a quantum dot placed at node n

′
and is coupled

to a mode of the microwave resonator (a photon) with frequency equal to that of the LC
resonator seen to the left of the circuit.

Following our algorithm mentioned above we assign node fluxes to n and n
′
and use them

to express branch currents with the help of eq (3.7) and eq (3.6).

iC1 =
dQb

dt
=
V̇C1

C1

=
ϕ̈n

C1

(8.3)

iC2 = Q̇C2 =
ϕ̈

′
n − ϕ̈n

C2

(8.4)

iC3 = V̇ − ϕ̈n
′ (8.5)

iL =
ϕn

L
(8.6)

we now use these expressions to write Kirchhoff’s current law (KCL) eq(3.2)) for each of the
nodes

C1ϕ̈n +
ϕn

L
= C2(ϕ̈n′ − ϕ̈n) (8.7)

C2(ϕ̈n′ − ϕ̈n) = C3(V̇ − ϕ̈n′ )

These differential equations can be shown to be the Euler-Lagrange equations of the following
Lagrangian:

L =
C1

2
ϕ̇2
n +

C2

2
(ϕ̇n′ − ϕ̇n)

2 +
C3

2
(V − ϕ̇n′ )2 − ϕ2

n

2L

Comparing with eq (3.8-3.9) we see that the Lagrangian is given by the energy difference
between the capacitive and inductive elements. That is, the dynamics of the system is
dictated by the interplay between the energy stored in the electric field of the capacitors and
the energy stored in the magnetic field of the inductor. To perform a Legendre transformation
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we define the generalised conjugate momenta:

Qn =
dL
dϕ̇n

= (C1 + C2)ϕ̇n − C2ϕ̇n′ (8.8)

Qn′ =
dL
dϕ̇n′

= −C2ϕ̇n + (C2 + C3)ϕ̇n′ − C3V (8.9)

We see that these conjugate momenta Q represent the charge residing on the nodes. This
can easily be seen in

Qn′ = C2(ϕ̇n′ − ϕ̇n)− C3(V − ϕ̇n′ ) = QC2 −QC3

where QC2 and QC3 are the charges on plates of the capacitors C2 and C3. This is a very
important feature of our circuit model. The dynamical variables describing our system are
directly related to the charge residing on the nodes. This allows us to think of the momentum
Q

′
n as the charge on the Quantum dot placed at node n

′
.

Casting these relations (8.9) into matrix form, one obtains[
Qn

Qn′ + C3V

]
=

[
C1 + C2 −C2

−C2 C2 + C3

]
·
[
ϕ̇n

ϕ̇n′

]
(8.10)

It is also useful to write the inverse of this expression:[
ϕ̇n

ϕ̇n′

]
=

1

D

[
C2 + C3 C2

C2 C1 + C2

]
·
[

Qn

Qn
′ + C3V

]
(8.11)

where D = det(C⃗) = C1C2 + C1C3 + C2C3.

The Legendre transform of our Lagrangian is then given by:

H = Qnϕ̇n +Qn
′
ϕ̇n

′ − L (8.12)

=
Qnϕ̇n

2
+

(Qn′ + C3V )ϕ̇n′

2
+
ϕ2
n

2L
(8.13)

=
1

2

[
ϕ̇n, ϕ̇n′

]
·
[

Qn

Qn′ + C3V

]
+
ϕ2
n

2L
(8.14)

Finally we completer our transformation by using eq (8.11) to get the Hamiltonian

H =
1

2

[
Qn Qn′ + C3V

]
· (C−1)T ·

[
Qn

Qn′ + C3V

]
+
ϕ2
n

2L
(8.15)

expanded

H =
(C2 + C3)

2D
Q2

n +
C2(Qn′ + C3V )

D
Qn +

(C1 + C2)

2D
(C3V +Qn′ )2 +

ϕ2
n

2L
.
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