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Abstract

In this thesis we perform error analysis of a nuclear model based on density-functional theory

developed in Lund. The Lund model allows us to perform calculations of nuclear spectra

more efficiently by constructing a simple effective Hamiltonian reproducing the quadrupole

deformation and pairing interaction strength parameters of a spherical Hartree-Fock refer-

ence functional. This constraining of the Hamiltonian allows for more efficient computation.

The spectra calculated using Beyond mean-field methods to solve the effective Hamiltonian

involve approximations. This work allows us to quantify the uncertainties in the model

using statistical methods. In particular, we perform a propagation of errors and covari-

ance analysis to determine the parameters which contribute most to the uncertainties of the

calculations of energy spectra E and separation energies T .

The covariances calculated indicate that E and T are largely uncorrelated for low spin

states, where as spin I = 4 shows a larger degree of covariance. Through statistical analysis,

we identify that the major contribution to the errors comes from the choice of the pairing

parameter, but the magnitude of this contribution decreases for states with larger spin.

We speculate that the different parameter sensitivities of states with spin I = 2, 4, can

be explained by different deformations in spinning states which lead to a breaking of time-

reversal symmetry, which leads to a decreased dependence on the pairing parameter g.
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1 Introduction

The theoretical modeling of atomic nuclei has proven to be a challenging area of research in

quantum many-body physics. The nucleus is a complex system of protons and neutrons in-

teracting predominantly through the very short range strong interaction and the long range

Coulomb interaction [1]. The large number of particles and the self-bound nature of the nucleus

has as a consequence that calculations from quantum first principles, considering every possible

interaction between nucleons, are exceptionally computationally intensive, requiring millions of

CPU-hours for moderately sized nuclei [2]. The computational requirements combined with our

limited understanding of nucleon-nucleon forces has made ab initio approaches unfeasible for

heavy deformed nuclei [3]. This has forced nuclear models to use phenomenological considera-

tions to simplify the calculations.

Phenomenological models reduce the complexity of the calculations. Basing the model on

quantum theory, parameters are fit to reproduce experimental data directly in nuclei. This has

been used starting with early nuclear models like the liquid drop model, conceiving the nucleus

as a liquid with surface and volume contributions to the energy [1], up to modern approaches

like mean-field and beyond mean-field methods.

Mean-field methods, such as the Hartree-Fock method, mentioned in this thesis, reduce the

complexity of calculations by reducing individual many-body interactions to an interaction of a

particle with a average potential arising from all other particles in the system. Take as an ex-

ample the Skyrme interaction, which approximates the nucleon-nucleon interaction as a density

dependent functional, that is a function of nucleon, kinetic energy and spin-orbit densities. The

mathematical form of the Skyrme interaction, is expressed in terms of δ-function contact interac-

tions, with a two-body density dependent term, which simplifies the calculations enormously [4,

5].

As there are between 6-12 free parameters in the Skyrme interaction it is not possible to

determine the overall best parameters [3]. In fact there are a number of parameterizations

optimized for reproduction of specific observables—nuclear binding energies, shapes and energy

level differences—across the nuclear landscape [3, 6, 7].

Despite the sophistication of these models, and unlike in some other areas of research, there

are still large disagreements between theory and experiment [8]. For example energies calculated

using mean-field approaches can have a discrepancy with experiment on the order of 1 MeV,

compared to experiments where the precision reaches the keV or even the eV scale [9]. This is

where the need for error estimates for these models arises [8, 10].

By performing statistical and correlation analysis as well as considering the underlying as-

sumptions of the phenomenological models, one can arrive at error estimates for the computed

values. By calculating these error estimates alongside the observables, we can acquire a deeper

insight into the performance, limitations and possible missing physics in the methods used [8].
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Through a statistical analysis of a model, varying the parameters and performing calculations,

one can estimate among other things the degree to which parameters are constrained and their

errors, assess the performance of the model’s extrapolation capability and how the observables

depend on each other, which is a useful guide to understanding the underlying physics [8].

Despite current nuclear theoretical calculations showing large discrepancies from experimental

observations, they still play a key role in many research areas. Therefore theoretical model error

analysis can play a role in furthering experimental nuclear physics.

The experimental search for super-heavy nuclei involves spectroscopy of products of fusion

reactions. These can be guided by theoretical estimates of transition energies which are then

matched to experimental data. By comparing the spectroscopy data to theoretical predictions

one can try to identify the nuclei involved [11]. The production of super-heavy nuclei involves

processes with very small interaction cross sections, therefore it is in the interest of experimental

nuclear physicists to have accurate estimates for particularly stable nuclei. The so called magic

nuclei are more tightly bound and could be targets for experiments trying to produce nuclei at

the extremes of the nuclear landscape [11].

Nuclear Theory error estimates could also be useful for astrophysics research, as stellar models

rely on information about neutron-rich nuclei far from those possible to observe in a laboratory

setting. Better understanding of these nuclei could inform research on the r-process and give

insight into the nature of nucleosynthesis in the Galaxy [12]. There is already research applying

the statistical methods outlined above to optimize mean-field models by including neutron star

data [13].

Error analysis is crucial to interpreting scientific findings. Error propagation has been fruitful

across research areas from atomic physics to global climate models. The error analysis of nuclear

models has grown in popularity in the past decade. The quantification of errors stemming from

calculation errors, parameter estimation and model discrepancies, such as truncation errors, are

seen as essential for progress in precision calculation in energy-functional theory (EFT) nuclear

physics [14].

The main tools in the error analysis are those of standard statistics. Using covariance and

sensitivity analysis we can quantify the statistical significance of changes of our observables as

the parameters change [15]. In particular, diagonalizing the covariance matrix gives a wealth of

information of the correlated parameters, as seen for example in analysis performed to give an

error estimate of the neutron skin thickness of lead [16].

In this thesis we want to apply statistical methods to analyze the results by the recent

framework to model nuclear spectroscopic properties of Ljungberg et al. [9] which uses mean-

field and beyond mean-field methods to determine an effective nuclear Hamiltonian, which is

then used to calculate observables of interest.

The following section will cover the definition of the effective Hamiltonian used in the model,

an introduction to the framework and notes on statistical methods useful for our analysis.
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2 Method

2.1 Effective Hamiltonian

The system is described by an effective Hamiltonian Ĥ that is chosen to consist of three compo-

nents [9],

Ĥ = Ĥ0 + ĤQ + ĤP , (1)

where Ĥ0 is the spherical single particle potential, ĤQ is the quadrupole-quadrupole interaction

and ĤP is the neutron-neutron and proton-proton pairing interaction.

The spherical single particle potential expressed in the creation (a†i ) annihilation ai operator

form is written as

Ĥ0 =
∑
i

eia
†
iai + E0, (2)

which expresses the average interaction between the nuclei, described by the set of quantum num-

bers i ≡ (qinilijimi). Here qi is the particle species (neutron/proton), ni the principal quantum

number, li angular momentum and ji, mi the total angular momentum and its projection respec-

tively. E0 and ei are a constant energy and single particle energy values respectively [9]. The Ĥ0

is determined by a spherical Hartree-Fock (HF) calculation with a reference Skyrme functional

in part 2 of the computation. E0 is an energy constant selected such that it reproduces the

binding energy (lowest point in Fig. 1) of the HF calculation. ei are the single particle energies

associated with the i HF orbitals [9].

The quadrupole interaction encodes the quadrupole operator Q̂ deformation energy.

ĤQ = χ
∑
µ

Q̂†
µQ̂µ (3)

With the coupling strength parameter χ that is fitted to reproduce the deformed HF solution

from part 1 of the calculation (Fig. 1). The quadrupole operators used here are adjusted by a

Woods-Saxon form factor, Q̂µ = f(r)Y 2
µ (r̂) [17], where r is the radial distance of the nucleon

from the center of the potential and r̂ is the vector pointing to the nucleon from the center of

the potential.
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Figure 1: Comparison of Hartree-Fock ground state energies for the nucleus 24Mg at different

quadrupole deformations β, obtained with the Skyrme energy density functional SLy4 (blue

pluses) and the effective Hamiltonian SLy4-H (red crosses) described in Eq. (1).

The last part of the Hamiltonian is the pairing term,

ĤP = gP̂ †P̂ . (4)

Here g expresses the pairing coupling strength and P̂ = a†ia
†
ī
ajaj̄ is the pairing operator which

expresses the energy of two paired particles in time reversal state î being moved between energy

levels i, j.

2.2 Calculation of spectra

The method of calculation is divided into 6 parts.

• part 1: A constrained Hartree-Fock (HF) calculation of the deformation energy using the

Skyrme interaction.

• part 2: Generation of operators and Hartree-Fock basis states for the effective Hamiltonian.

• part 3: Fitting of the quadrupole deformation strength in the effective Hamiltonian.

• part 4: A calculation of the Hartree-Fock-Bogoliubov (HFB) basis states calculated using

the generator coordinate method (Fig. 2).

• part 5: Combining of the HFB basis states restoring the broken symmetries.
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• part 6: Calculation of spectra by solving the Hill-Wheeler equations.

HF and HFB are variational methods for calculating many-body wave functions through re-

ducing the many-body interactions to average potentials. The HFB method additionally includes

an average potential expressing the pairing interaction, which is a force that can be understood

by considering spatial overlap of of densities between two nuclei. The Skyrme force we use as

the single particle potential is a phenomenological interaction fitted to experimental data [4].

Crucially, both the variational methods and the effective Skyrme force are approximations.

The variational methods take as their starting point a set of single particle trial functions (i.e.

the spherical harmonics), and by minimizing an energy value through varying the single particle

state densities converge to an approximation of the many-body wave function. This leaves room

for errors to accumulate throughout the calculations.

We then use the effective Hamiltonian with the HFB method to find basis states by minimizing

the HFB equations for a selection of radial deformation values γ, β, neutron and proton pairing

strengths gp,gn and rotational frequency of the nucleus (cranking frequency) jx. The sample

space for the deformations and their respective lowest energies can be seen in Fig. 2. This gives

us a set of symmetry broken HFB states |HFBi〉. These states being symmetry broken means

that neither the number of nucleons or angular momentum are good quantum numbers [9]. To

fix this the states need to be mixed and projected to restore symmetries. By projecting the states

using the neutron/proton number and angular momentum projection operators giving our final

wave functions |Ψi〉 in part 5 of the modeling.

Figure 2: The deformation sampling points for 24Mg. The color representing the HFB energy in

MeV for a computation with 4 oscillator basis from SLy4 effective interaction.

The spectra are then calculated in part 6 of the model by solving the Hill-Wheeler equation

Ĥh = EÔh, (5)
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Where the operator Ôij = 〈Ψi|Ψj〉 is used to take care of the non-orthogonality of the HFB states.

and the matrix elements of Ĥ and the energies E are calculated by the symmetry restoration

procedure.

2.3 Statistical methods

Given the fact that density functional approaches used in the first two parts of the model use

assumptions, approximations and fitting to experimental data, there are limitations to the ac-

curacy of the calculated spectra. The model we use can have statistical model errors due to the

fitting procedures which affect the coupling constants. For these reasons one might want to find

confidence intervals for the parameters determined by fitting and observe how the results vary

throughout the range of reasonable parameter values [8]. As the effective Hamiltonian parame-

ters χ and g we investigate are calculated by fitting to reference functionals, we can propagate

the errors to the final observables.

There is a large variety of methods for analysis of that can be used to calculate, among

other things, the maximum accuracy, the parameters whose variation effects the end results the

most, the confidence intervals as the model is extrapolated to experimentally unknown values.

Calculation of covariance matrices between the parameters defining the model could tell us

whether the model is over or under-constrained and whether adding more data when deciding

parameter could improve the model [8].

The initial fit of the parameters is done by minimizing the objective function by varying the

parameters x [8]. This is a function of a number N of observables Oi being fit against.

χ2(x) =
N∑
i=1

(Oi(x)−Oref
i )2

∆O2
i

. (6)

Within the analysis performed in this thesis the function O(x) is a calculation using the effective

Hamiltonian, while Oref come from calculations done using the reference functional [9]. The

value ∆O is a value that quantifies the errors in our model arising from the above mentioned

assumptions, approximations and eventually experimental errors. The fit determining χ can be

seen in Fig. 1.

The following analysis is performed by computing an observable O for a set of numerical

values of a variable x around the value x0 determined through the fitting procedure. To make

meaningful comparisons between variables, whose typical values can vary by orders of magnitude,

we scale the values of the variable to a percentage variation x̃ by dividing with the value x0:

x̃ = x/x0. We also define the standard deviation as,

σx̃ = ∆x̃
∂O
∂x̃

∣∣∣∣
x̃0

. (7)

Here the value ∆x̃ is a scaling factor which describes a reasonable range of values for the variable.

We chose the scaling ∆x̃ = 0.1 for both χ and g as 10% is a reasonable range for both χ and g
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to vary within the fitting procedures, depending on the parameters chosen in part 1 and 2 of the

model.

2.3.1 Covariance

Covariance is used to quantify the relationship between a set of variables x and observables A.

The covariance between x can be expressed in terms of the expectation values of the computed

set of observables [18]. For example by varying the parameter χ and g and then calculating the

energy levels E = E(χ, g) we can calculate the covariance of χ and g which would express the

degree of change of E as χ and g are varied simultaneously.

The covariance can be calculated from the statistical properties of two sets A and B. These

could be sets of experimental data points or calculations from a theoretical model. This value

quantifies how the distances between points vary over the set of a number of points.

cov(A,B) =
1

M

M∑
m=1

[(
A(m) − 〈A〉)(B(m) − 〈B〉

)]
= 〈AB〉 − 〈A〉〈B〉. (8)

Here M is the dimension of both sets, 〈A〉 and 〈B〉 are the means of the sets and, A(m), B(m)

elements of the sets. A positive covariance means that the quantities increase together, while

a negative covariance means the values of one of the quantities decreases with an increase in

the other. A smaller value of covariance implies weakly correlated dependence of the quantities

between each other. We will consider the quantities to be the observables with respect to a

variation in the parameters of the model χ and g.

The covariance of an observable to changes in parameters can also be expressed in terms of

derivatives of the observable by considering the quadratic expansion of its function around the

mean x0 of the set of parameters. Calculating the Jacobian J for a set of observables Oi and

parameters xα,

Jiα =
∂Oi

∂xα

∣∣∣∣
x0

, (9)

and assuming linearity allows us to approximate the Hessian [8],

C = M−1 ≈ (JTJ)−1. (10)

This expansion under the assumption of linearity lets us approximate the covariance as C =

M−1 [8, 19]. In the case with two parameters and one observable to avoid having a singular

matrix we need to approximate the second derivative by a finite difference, as done in section

3.2. After having calculated the Hessian we can then calculate the total error due to changes in

many variables by a weighted sum over the terms in the Hessian M similar to Eq. (7). In our

model with two parameters this gives the total variance,

σ2 =

(
∆χ̃

∂O
∂χ̃

)2

+

(
∆g̃

∂O
∂ ˜̃g

)2

+ 2∆χ̃∆g̃
∂2O
∂χ̃∂g̃

, (11)
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which corresponds to the linear extrapolation of the error propagation in change of the observable

with a variation of ∆χ and ∆g around the mean.

The covariance matrix gives a range of information about the distribution of our parameters.

The diagonal entries are the variances of individual model parameters and the statistical error

related to the determination of the parameter [8]. Fig. 3 shows a covariance ellipsoid, which is a

way to visualize the variation of two parameters. The Quadratic expansion can be expressed for

the case we are considering with two parameters χ and g and observable E to be

Q =
(
g − g0 χ− χ0

)
M

g − g0

χ− χ0

 . (12)

The ellipsoid, centered around x0, then bounds a region of parameters Q = k from the mean [19].

The direction of the ellipses semi-axis are defined by the eigenvectors eα of the covariance matrix

and the square root of the eigenvalues λα define the semi-radii of of the ellipse [19]. The quantity

Q = 1, defining the ellipse contour bounds an area of σ , where σ is the change in an observable

we define in Eq. (11) [15, 19].

We can see the difference between the error estimate along the line at X02 on the plot which

is an error estimate taking into account only the variation in one parameter (Eq. (7)) and the

error estimate ∆X2 calculated taking into account the covariance of two parameters (Eq. (11)),

therefore being larger.

Figure 3: Example of a covariance ellipsoid for a model of two parameters. Adapted from Sivia

and Skilling [19].

A useful measure of the correlation between two parameters is the Pearson correlation coef-

ficient,

ραβ =
|cov(xα, xβ)|

σxασxβ

, (13)

which ranges from −1 to 1, 1 or −1 meaning that the parameters xα and xβ are fully correlated

or anti-correlated respectively and 0 meaning fully uncorrelated [8].
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3 Results

The thesis consists of performing calculations using the model defined in sections 2.1 and 2.2.

Apart from the parameters we consider in our statistical analysis the model has a number of

additional computational parameters. Parameters such as the number of harmonic oscillators

used as basis, number of HFB basis states Npoints which are combined in the generator coordinate

method to produce the final wave function as described in section 2.2, and various parameters

having to do with the numerical integration performed across the calculations. All of these

parameters affect the precision of the calculations. The number of Harmonic oscillator basis

Nmax for example impacts the ability of the model to reproduce physical phenomena. The

parameters used in the following calculations are summarized in Table 1. The parameters nθ

and nφ have to do with the number of integration points in part 5 of the calculation. ε is a

truncation parameter also in part 5 of the model.

Nmax 4, 6

Npoints 10, 50

nθ 10

nφ 24

ε 10−6

Table 1: Computational parameters for the performed calculations.

As one of the ways that varying the pairing strength g manifests in the spectrum is the energy

difference between the first 0+ states, we need to select a large enough model to have physical

results, while keeping it small enough to perform the calculations in reasonable time. Calculating

the spectra using 8 oscillator basis and 50 HFB basis points, a single calculation takes 3 hours

running in the cluster1 on 10 nodes of 40 processors. Reducing the number of oscillator basis to

6 a calculation takes 90 minutes, while still reproducing all the physical phenomena relevant for

this analysis.

The nucleus modeled in all of the following calculations is 24Mg as it consists of a few nucle-

ons, making the computation faster, while being notably deformed, which is of interest as the

parameter χ is fit to the quadrupole deformation.
1The computations were initially performed on a Linux machine locally. The code written in Fortran, appeared

to have many numerical instability issues when compiled using the Gfortran compiler. The model was stable for

a small number of Nmax, but at Nmax larger than 4 it failed to converge on any results. This was temporarily

fixed by increasing truncation limits ε in part 5 of the calculations which combine the HFB states. This allowed

us to perform calculations with 6 oscillator basis, but was still unstable for larger grids of HFB states. The issue

was solved by performing all the computation on the cluster, which was much more stable.
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3.1 Variance of individual parameters

The first part of the analysis consists of variance calculations for the individual model parameters

χ and g, manipulating the quadrupole-quadrupole and pairing respectively. The parameters are

varied over a range of values selected such that there are enough points to allow for fitting, while

keeping them as low as possible due to the long calculation time. The spread of values is chosen

so as to include the of the range of values that might result from the fitting procedures in part

1, 2 and 3 of the model.

3.1.1 Variation in χ

The first parameter varied is χ. Fig. 4 shows 50 calculations for a range of χ varied over 8%

around the mean value of χ. We see that the energy levels are linear and negatively correlated

with χ for most energy levels. The effect of numerical errors arising from the number of selected

spherical-harmonic basis functions Nmax can be seen for the nuclear angular momenta of I = 3, 4

where there are small discontinuities in the way energy varies. The left panel of Fig. 5 shows

how non-linear the energies are for I = 3 for Nmax = 4, compared to the level for I = 0 in

Fig. 4. The strong non-linearities come from a small variation of E. However, odd spin shows

more numerical errors in calculations, so we chose to not consider the odd spins in all the rest of

the calculations.
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Figure 4: Change in energy levels of 24Mg with respect to a change in the quadrupole strength

parameter χ. The purple marker is the mean value of χ resulting from the fitting procedure.

Calculations performed with a small model of 4 harmonic oscillators and 10 HFB states.

The analysis assumes linearity around the parameter mean. We can see in Fig. 5 and Fig. 4,
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that this can be reasonably achieved for even spins of Nmax = 4, despite starting to accumulate

non-linearities for χ values further away from the mean.
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Figure 5: Variation in an energy state of 24Mg versus percentage change in χ. The energy state

I = 3 on the left shows non-linear behavior as well as discontinuities at the edges of the χ range.

The I = 0 state on the right shows a negative correlation. Linear best fit shown as a blue line.

Mean value of parameter as an orange dot.

Whereas Nmax = 6 shows more non-linearly distributed points, despite a larger model. Al-

though performing more calculations might reveal a more continuous distribution of points, what

is more likely is that a calculation in a larger model space is slower to converge to an answer

as the calculation is truncated at some point. Another explanation is that calculations with

few basis states are unable to reproduce the physics of many-body interactions and what we

see with the continuous points in Nmax = 4 is not physical. Despite this, we approximate the

derivative by the fitted gradient with the justification that for a smaller model the variation in

χ was very linear. Moreover, this approach furthers the objective of developing the tools and

concepts needed for further more computationally intensive analysis. Therefore we assume that

there could be a linear relationship if the model was converged, and approximate this possible

converged state by a linear fit. To calculate the derivatives we make a linear fit of the energy

levels around the mean through all the points. This can be seen in Fig. 5.

Having calculated all the derivatives, we plot the variance in χ calculated according to Eq. (7).

We see that the error bars for the lowest state I = 2 in Nmax = 4 and the second state for I = 3

for Nmax = 6, have a very small dependence on χ, which can be seen by the error bars, that are

much smaller when compared to all other states. This is likely only due to the widely distributed

points for those states and does not indicate that the levels are truly independent of the choice

of χ.
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Figure 6: Energy levels of 24Mg with σχ̃ error bars for Nmax = 4 (left) and Nmax = 6 (right)

with ∆χ̃ = 0.1.

The error bars we have plotted in Fig. 6 do not represent true errors in the calculated

spectrum, instead they represent the amount energy varies over a 10% range of χ around 1, and

show the general way the energy changes with a change in the parameter. A larger error bar

shows that the value of χ in that state needs to vary more to produce the same change in energy

as a state smaller error bar. We see that the error for states I = 0 is larger than the other states.

This is reasonable as the deformation is determined by the shell nucleon being in a deformation

driving orbital. In the plot we can see that the lowest state in I = 2 is particularly less sensitive

to variations in χ.

3.1.2 Variation in g

The second parameter we vary is the pairing strength g. This parameter scales the paring

strength values gp and gn, determined in part 4 of the calculation. The range of g is 50% around

the mean value. This is a larger range than that of χ. There are 9 points of g values as the

larger model needed to reproduce the pairing effects takes longer to run calculations.

We see in Fig. 7 that the variation in g is very non-linear. The pairing interaction seems

to affect the energy mostly for values of g larger than 1. This possibly shows that for smaller

values of g there is no formation of condensate, transition from the normal phase to a superfluid.

Condensation is a critical process—meaning it only occurs if the pairing interaction is stronger

than some threshold value [20]. Because of this we chose to fit the only the points which show

condensate formation at values larger than 1.
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Figure 7: Two lowest I = 0 states of 24Mg calculated with Nmax = 6 varying with g and the

fitting procedure for variations in g on the left. Energy levels of 24Mg with σg̃ error bars in g on

the right, with ∆g̃ = 0.1

In the right panel of Fig. 7 we have plotted the error bars calculated using Eq. (7). We

observe again that the the lowest state for I = 0 varies most with changes in g as the pairing

interaction favors pairs of identical nucleons of angular momentum 0 as they have the largest

overlap [21].

3.2 Covariance of χ and g

In this section we calculate the covariance values between χ and g, then visualize them as

error bars and covariance ellipses. The covariance matrices are calculated from the linear fit

values in Section 3.1. Calculating the covariance matrix for a model with two variables by the

approximation in Eq. (10) always produces a singular matrix. Take for example the case,

M =


(

∂E
∂g

)2
∂E
∂χ

∂E
∂g

∂E
∂χ

∂E
∂g

(
∂E
∂χ

)2

 . (14)

Because the second derivatives are approximated by the first derivatives, the determinant of this

matrix is 0 and it is not invertible. We chose instead to calculate the mixed derivatives as a finite

difference

∂2E

∂χ∂g
≈

∂E
∂χ

∣∣∣
g=1.2

− ∂E
∂χ

∣∣∣
g=1

0.2
. (15)

between the derivatives of energy with respect to χ for a set of calculations at g = 1 and g = 1.2.

This gives us the covariance matrix estimate,

Ĉ =


(

∂E
∂g

)2
∂2E
∂χ∂g

∂2E
∂χ∂g

(
∂E
∂χ

)2


−1

≈ M−1. (16)

The analysis is done for the observables of energy E and the separation energy between the two

lowest lying states T = E1−E0 for every value of I. The separation energy is the energy required
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to excite one of the paired nuclei, breaking the pairing. In this way it is related to the pairing

strength g.

Plotting the covariance ellipses as described in section 2.3.1, the covariance ellipse in Fig. 8

can be interpreted by considering changing the parameters along the respective axis. A shorter

distance to the ellipse line implies a faster change in the given parameter. A highly skew ellipse

e.g. angled at 45◦, implies a strong covariance between the parameters, meaning that varying

parameters together have a greater impact on the observable than individual parameter changes.

0.6 0.8 1.0 1.2 1.4
g/g0

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

0.6 0.8 1.0 1.2 1.4
g/g0

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

0.6 0.8 1.0 1.2 1.4
g/g0

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

/
0

Figure 8: Covariance ellipses of E with respect to the parameters χ and g. The ellipses bound a

region of 1, 2 and 3 σ change in energy as χ and g are varied for I = 0, 2, 4 respectively. Mean

in red. The Pearson parameters are for I = 0: ρ = −0.22, I = 2: ρ = 0.18, I = 4: ρ = −0.81.

We see that the observable E has a very different behavior depending on the spin. For I = 0

moving along the x axis, changing g affects E the strongest. As the covariance ellipse is mostly

vertical, there is little covariance between the parameters—changing χ and g simultaneously

does not result in larger changes in E when compared to varying parameters individually. I = 2

covariance ellipse shows that for this spin E is more sensitive to changes in χ and there is some

positive correlation between the parameters. I = 4 has the lowest sensitivity to the parameters

as the covariance ellipse is much larger. The dominant parameter is again g and there is slight

negative covariance between g and χ. The increased covariance of g and χ again might be an

effect of the increased deformation of the nucleus at larger values of I. For very large values of I

the nucleus might experience pairing collapse, which would appear as reduction in the dependence

on g [21].

We also plot the error bars calculated from the Hessian matrix according to Eq. (11) in Fig. 9.

These are error bars of the units of energy considering variation of 10% of both χ and g. The

lowest energy state in I = 0 has a larger variation with the parameters. This together with the

information about contributions to errors in Fig. 12 which shows the significant contribution to

the variance is from the pairing term shows again that 0 spin states pairing is dominant.
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Figure 9: Total variance σ in energy levels E of 24Mg calculated with Nmax = 6, with change in

both g and χ calculated using error propagation Eq. (11), with ∆χ̃ = ∆g̃ = 0.1.
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Figure 10: Covariance ellipses for T with respect to the parameters χ and g of lowest lying states

of 24Mg and I = 0, 2, 4. Concentric ellipses representing regions of 1, 2 and 3 σ regions. Mean

in red. The Pearson parameters are for I = 0: ρ = 13.2, I = 2: ρ = 0.01, I = 4: ρ = 1.96.

The Pearson coefficients we calculate for I = 0 and I = 4 have unreasonable values implying

a larger than 100% correlation. This is due to the fact that for these spin values due to numerical

errors the calculations presented non-linearities and there are very few points to calculate the

gradient for. The gradient is nearly zero in χ, while as the mixed derivative Eq. (15) gives a

reasonable value. This shows that the analysis for T is not completely reliable yet. The covariance

ellipses in Fig. 10 show that the change in separation energy T is greatest for the pairing strength

parameter g, and there is little covariance of the parameters. This is expected as pairing directly

affects the energy required to separate nucleons. For I = 2 the variance in g is not as strong,

but it is still the larger contribution. I = 4 shows low variance in both χ and g as well as a large

degree of covariance between the parameters, as the ellipsis sits at an almost 45◦ angle, meaning

the separation energy is more sensitive to variations in both parameters simultaneously. This
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could be explained by the fact that for large I the nucleus is more deformed, which in turn leads

to decreased effect of the pairing parameter.

Fig. 11 shows the variance in T , the difference between two lowest lying energy levels for the

given spins calculated by Eq. (11).
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Figure 11: Total variance of excitation energy T for 24Mg. Red dots represent the ground state.

The error bars σ are calculated using Eq. (11) with ∆χ̃ = ∆g̃ = 0.1. 0+ states in red.

We see that I = 0 has a significantly stronger variance of T , which might again be explained

by the sensitivity of less deformed states to changes in pairing strength.

Lastly we show the contributions to the total variance of energy and separation energy for

the 24Mg calculations in Fig. 12 and Fig 13. These are calculated by Eq. (11), the contribution

from each parameter and the covariance of the two parameters being represented by a different

color.
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Figure 12: Graph of the contributions to the total variance of E for I = 0, 2, 4 of 24Mg. Variation

in χ: ∆χ̃ ∂2E
/
∂χ̃2 in blue, g: ∆g ∂2E

/
∂g̃2 in orange and the mixed contribution of varying χ

and g together: ∆χ̃∆g̃ ∂2E
/
∂χ̃∂g̃ in green.

17



0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

En
er
gy

(M
eV

)

Figure 13: Graph of the contributions to the total variance of T in 24Mg for I = 0, 2, 4. Variation

in χ: ∆χ̃ ∂2T
/
∂χ̃2 in blue, g: ∆g̃ ∂2T

/
∂g̃2 in orange and the mixed contribution of varying χ

and g together: ∆χ̃∆g̃ ∂2T
/
∂χ̃∂g̃ in green

We see that in general for separation energy T the dominant contribution is from the pairing

parameter, contribution of which decreases rapidly for larger spins. The fact that the contribution

from the covariance of χ and g changes sign for every other even spin is likely coincidental.

Considering the analysis of both χ and g shows that the changes in energy and separation

energy are impacted greatly by the pairing term, but this strong dependence decreases when

considering non-zero spins.

4 Conclusion and Outlook

In this thesis we have performed a basic error analysis for the Lund nuclear model. We focused

on the case of 24Mg and performed calculations varying the effective Hamiltonian parameters

χ and g. Extrapolating the derivatives of the energy and separation energy observables, with

respect to the parameters, to the variance in these observables we quantify the degree of depen-

dence. Studying the covariance ellipses of the parameters we observe that for low spin states

the parameters are largely uncorrelated. We expect this trend to be applicable for most low

spin states of even-even nuclei. Nuceli with odd number of particles have different deformation

characteristics, so this might not apply. The parameter χ contributes less than g to the variance

in both considered observables. The dominant contribution to the variance in the observables is

in g, but it decreases in importance for states of higher spin. We relate this to the dependence

of the pairing energy contribution to the overlap of 0 angular momentum nucleons. We also

observe an increased effect of the covariance in χ and g with larger spin. This can be due to a

larger quadrupole deformation strength parameter leads to a larger deformation again breaking

the time-reversal symmetry, resulting in a decreased effect of the pairing parameter.

As both the coupling constants are determined by fits to the reference functional one could
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expand the analysis by incorporating the knowledge on statistical properties of these functionals,

which have been calculated by e.g. Haverinen and Kortelainen [22]. Next, one could calculate

the relationships between more observables of interest, such as the nuclear radii and shapes.

The analysis performed was very limited and depended on some assumptions forced by the

limited computation resources. The analysis was performed under the assumption of linearity

of the variation in parameters. We saw that this was not at all satisfied. The distribution of

points for larger model spaces was quite chaotic. Given more time and computation resources

one could increase the number of calculations and model size. This would give a greater accuracy

of the estimates as well as a clearer picture of the true relation between the parameters. With

more calculations one could also construct a statistical emulator, which outputs observables

distributed so as to reproduce the performance of the nuclear model, without performing any

computationally heavy calculations [23]. The findings presented in this thesis can be seen as a

first step towards a method of calculating error estimates in the Lund model, taking as a starting

point the methods described by Dobaczewski et al. [8]. This approach could be expanded and

integrated into the code for the Lund model to estimate the errors for all calculations performed.

This could be important when running calculations for larger nuclei, where the deviation from

exeriment can be even more significant.

The analysis could of course be expanded to other observables of interest for nuclei across

the nuclear landscape. The radius, mass and predicted neutron skin sizes have been targets of

previously performed analysis for other nuclear models. These might be good to calculate to

compare to the performance of other models [8].

An alternative approach is the use of Bayesian statistics to combine observations of the

model with knowledge of statistical distribution of the physical parameters of the system. In

the Bayesian framework there are priors which encode our knowledge of the model affecting the

posterior observable distributions. Bayesian statistics has a long history in physics going back to

Laplace [19]. Some applications of Bayesian analysis have been model-mixing analysis to show

how current theoretical models have difficulties reproducing mass measurements for 80Zr [24], and

a method to combine many interaction parameterizations to arrive at more accurate estimates

for properties of 208Pb [23]. The logical next step would be to first improve the techniques

presented in this thesis, expanding the analysis to more variables. This would then be a good

starting point to introduce some Bayesian techniques for faster and more accurate calculation of

error estimates.
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