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Abstract 

Title: How does algorithmic literacy challenge the utilisation of TikTok for global marketers, 

taking into account ethical concerns? A qualitative study on the TikTok algorithms, 

personalisation & ethics 

Date of seminar: 2nd June 2023 

Authors: Natalie Klimecka & Phuong Vo Hoang Hoai 

Keywords: TikTok algorithm, Algorithmic literacy, Social media marketing, Personalisation, 

Marketing ethics, Ethical decision-making 

Thesis purpose: To investigate the role of algorithmic literacy in the case of TikTok, and how 

its strategic performance, including the challenges and associated ethical issues, affects global 

marketers.  

Methodology: Adapting a social constructivist approach, twelve qualitative semi-structured 

interviews with global marketers allowed us to gather deeper insights  

Theoretical perspective: In order to fulfill the above objective, the study looks at literature 

streams in social media algorithms and algorithmic literacy, as well as adopts scholarship in 

marketing ethics and socio-psychological concepts concerning consumer behaviour and 

decision making processes. 

Results: The study found an above-average literacy of the marketer for its strategic purposes; 

defining nuances within the algorithmic systems; having attitudes towards the algorithm; 

including a comparison to other platforms. However, a grey area and challenges were identified 

concerning its function. Additionally, the marketer identifies key ethical concerns concerning 

the algorithm.  

 

 

 



 

2 

Acknowledgments 

This master’s thesis in International Marketing and Brand Management was conducted in 

Spring 2023 at Lund University, School of Economics and Management. The study would not 

have completed without the help of some amazing people whom we would like to show our 

gratitude to. 

First and foremost, we would like to express our warmest appreciation to our supervisor, 

Annette Cerne, who provided us with comprehensive guidance and constructive feedback 

throughout the writing process. Her patience, dedication and wide range of knowledge, 

covering from marketing communications to business ethics, helped us formulate the 

theoretical framework and reconstruct the analysis in a more efficient way.  

Furthermore, we owe our gratitude to the participants, who are talented marketing practitioners 

from all over the world. The time and effort they invested in assisting us with interviews 

provided us with highly valuable insights into the perspectives and pragmatic experiences 

concerning TikTok algorithms, social media marketing and ethical practices. 

Finally, we would like to show a big thanks towards each other and the great teamwork we 

have maintained throughout the journey. 

 

Lund, 31th of May 2023, 

 

 

 

   

Natalie Klimecka        Phuong Vo Hoang Hoai

       

 



 

3 

Table of Contents 

1 Introduction 5 
1.1 Background 5 
1.2 Research problem 7 

1.2.1 The challenge of adopting TikTok algorithms 7 
1.2.2 A global marketing approach 8 

1.3 Research question 9 
2. Literature Review 10 

2.1 Algorithmic Literacy and Commerce 10 
2.2 The TikTok Algorithm 11 
2.2 Ethical perspective of TikTok algorithms 13 

2.2.1 The scope of marketing ethics 13 
2.2.1 Ethical issues of the algorithmic governance on TikTok 14 

2.3 Algorithmic Awareness and the Consumer 16 
2.4 Initial conceptual framework 17 

3. Methodology 20 
3.1 Scientific approach 20 
3.2 Research design 21 

3.2.1 Method 21 
3.2.2 Semi-structured interviews 21 
3.3.3 Interview guide 22 
3.3.4 Sampling method & sample 23 

3.4 Analysis of empirical material 24 
3.5 Methodology review 26 

3.5.1 Trustworthiness 26 
3.5.2 Ethical principles 27 
3.5.3 Limitations of methodology 27 

4. Analysis of empirical findings 29 
4.1 TikTok algorithmic literacy 29 

4.1.1 Overall attitudes 29 
4.1.2 Opaqueness in knowledge and imagined understanding 30 
4.1.3 Perspectives of TikTok algorithmic impact on consumer 32 

4.2  The marketer - consumer awareness gaps 33 
4.2.1 The ambiguity of TikTok algorithmic practices 33 
4.2.2 Agency and responsibility 36 
4.2.3 “Grey zones” in ethical awareness 37 

4.3 Association with other social media platforms 40 
4.3.1 Reference for the performance of tasks 40 
4.3.2 Situational factor to justify ethical concerns 44 



 

4 

5. Discussion 45 
5.1 TikTok literacy: Challenges from the DIY 45 
5.2 Associations with other social media platforms 46 
5.3 Ethical perspectives of TikTok algorithms 47 

5.3.1 Individual factors 47 
5.3.2 Situational factors 48 
5.3.3 Socio-cultural factors 49 

5.4 Marketer-consumer divide 50 
5.5 Model proposition 51 

6. Findings & Conclusion 53 
6.1 Conclusion 53 
6.2 Theoretical & managerial implications 54 
6.3 Limitations & Future research 55 

Reference list 57 
APPENDIX A 755 
 

 

 

 

 

 

 

 

 

 

 

 

 



 

5 

1 Introduction 

1.1  Background 

Today's culture hitmaker is no longer a publisher, label, journalist or even influencer – it 

is an algorithm, used by everyone, mastered by none. 

-     Carpentier on Le Monde (2023) 

The phenomenal diffusion of algorithms has transformed how we perceive reality, for example, 

how we make sense of place, politics, culture, identity, and agency (Willson, 2017; Bucher, 

2018). Situated within socio-technical systems, these invisible computational mechanisms 

mediate our everyday life online and offline, from decision-making to actions, from individual 

experiences to community engagement (Thumlert et al., 2022). In digital spaces, algorithmic 

procedures involve collecting and analysing data inputs by users to perform a certain decisional 

output, concerning “sorting, filtering, analyzing, ranking, recommending, and distributing 

digital content or interactive experiences” (Thumlert et al., 2022, p. 20). Due to its power of 

curating the information that we consume online and determining the architecture of possible 

experiences (Lustig et al., 2016), the relationship between algorithms and technology users 

have been discussed intensively in public discourses. In relation to the concept of 

communicative capitalism, Hill (2015) and Zuboff (2015) argued that the acceptance of the 

knowledge and informed decisions mediated by algorithms as a process of big data exploitation 

could delimit the lives of consumers and our socio-political structures at large. Algorithmic 

authority, as in John Cheney-Lippold (2017) terms, has also sparked the interest of other 

researchers on exploring algorithmic bias and the ‘filter bubbles’ we are trapped in (Kitchens, 

Johnson & Gray, 2020). 

On the other hand, the inexorable potency of digitalization powered by technological 

advancements has driven brands toward a competition in personalized consumption. In their 

book on “Understanding personalisation: new aspects of design and consumption”, Kuksa, 

Fisher and Kent (2022) identified a shift in consumer behaviour from mass-produced goods to 

ones that are tailored to their desires as an escape from “the restrictions of industrial society 

and conformist cultures” (p. 39). In a sense, the increasing significance of personal identity is 

embraced by our dependence on social media (Kuksa, Fisher & Kent, 2022), forcing brands to 

seek new types of offering – more responsive and customisable – to accommodate their 
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consumers, particularly younger ones. Such a context values the role of the machine learning 

algorithms in profiling social media users, prefiguring their browsing preferences and 

moderating their purchase experiences. Central to the process of capitalizing personalization 

are tech organizations whose businesses orbit around AI technologies that enable them to read 

people better, namely, Google with Google Search and YouTube, Meta with Facebook and 

Instagram, and ByteDance with their rising star app TikTok. Since algorithms, fueled by these 

companies, are becoming more pervasive and complicated, it leads to a gap between 

algorithmic visibility and user awareness (Lustig et al., 2016). This asymmetry in information 

is referred to as ‘black-boxes’ (Lustig et al., 2016; Bucher, 2018) by researchers due to the fact 

that the algorithmic languages are too difficult for users to fully understand. 

Among popular social media platforms, TikTok is gaining momentum in transforming the work 

of creative professionals (Collie & Wilson-Barnao, 2020), which many researchers attribute to 

its distinctive algorithmic architecture. The short-form video sharing app is characterized by 

individually customized streams of content curated by artificial intelligence and machine 

learning (Klug et al., 2021). In digital spaces, algorithms dictate the hidden rules of what is 

accessible on the feed, and these rules are not explicitly visible to the public (Rainie & 

Anderson, 2017). As we have reached a point that daily lives of those under 25 in particular 

hinge on a growing number of personalised media applications, algorithmic literacy or the 

ability to comprehend and deal with algorithmic curation consciously has become a critical 

skill (Swart, 2021). Prior empirical effort in this area focuses mostly on the ordinary 

consumers’ point of view with little attention to the practitioners’ perspective despite the fact 

that the manifestation of personalisation on social media is a value co-creation process by both 

consumers and sellers (Sashi, 2012). Online content produced by brands has the power of 

mediating consumers’ perceptions, forging relationships and eventually influencing their 

decision-making (Robson, Banerjee & Kaur, 2022). Considering TikTok’s rapid growth and 

impact on consumer behaviour as well as the debates surrounding its “environment of expected 

use” (Light et al., 2018, p. 889), it is worth to examine the perception of practitioners in utilizing 

TikTok as a marketing communications platform, taking into account both algorithmic literacy 

and ethical awareness. 
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1.2 Research problem 

The youngest among the biggest social media platforms for Millennials and Gen Z (Kaur, 2020) 

boasted over one billion active monthly users in 2021 (TikTok, 2021). Due to the novelty of 

TikTok, there needs to be more scholarship exploring the socio-economic tension between its 

algorithmic organism and commercial brands. According to Wahid et al. (2022), an in-depth 

study on TikTok content marketing is needed to address a massive theory-practice gap 

concerning this platform. Existing literature on social media algorithms has been consumer-

centric, with a highlight on a deeper understanding of how personalisation disrupts perception 

and behaviour, or political, paying attention to algorithmic authority in the era of 

communicative capitalism (Hill, 2015; Zuboff, 2015; Bucher, 2018; van Dijk, 2020). On 

TikTok specifically, researchers have stressed the importance of demystifying its virality-

centric logic through a technological approach and the lens of consumers (Klug et al., 2021; 

Swart, 2021; Simpson & Semaan, 2021). A limited number of researchers have attempted to 

explore the algorithmic factors that challenge the creative process of TikTok 

creators/influencers (Zeng & Kaye, 2022; Collie & Wilson-Barnao, 2020). However, academic 

and empirical research is scarce concerning the impact of TikTok algorithms on marketing 

communications, touching upon the perspectives of global brand practitioners. 

 
1.2.1 The challenge of adopting TikTok algorithms 

What sets TikTok apart from other video-sharing platforms, e.g YouTube, and collective 

networking channels, e.g Facebook, Twitter, Instagram is that it enables individual content to 

perform as brand publics, a simultaneous practice of shared meanings and isolated expressions 

all kept and mediated in the digital space without the need of sustaining any form of 

communities or consistent interactions (Arvidsson & Caliandro, 2016). Additionally, its user-

generated content recommendation is drawn from the entire TikTok universe, not only 

anchored in users profile or their following behaviour. It means that a brand's influence largely 

depends on the virality of individual posts. While other mainstream social media facilitate 

brand-consumer connections through a continuity of exchanging information and curating 

emotional bonds with users (Sashi, 2012), none of these attempts is guaranteed on TikTok. 

From an ethical point of view, the emerging platform has been under close scrutiny and 

criticism by scholars, politicians and media as its algorithm-driven logic poses multiple 

challenges in regulating its political and societal impacts (Zeng & Kaye, 2022). Such 

intensified scrutiny could pressure brands and marketing professionals to ensure their ethical 
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decisions in marketing practices (Lim et al., 2023). These have resulted in the complication of 

marketing communications jobs. 

Rowley (2008, p. 522) regarded content marketing as an effort to identify, anticipate, and 

satisfy consumers “in the context of digital content, or bit-based objects distributed through 

electronic channels.” Because of the essential role of content marketing on digital media, there 

is an increasing demand in adopting TikTok algorithmic literacy to gain brand visibility and 

sociality (Zeng, 2021; Zulli & Zulli, 2020). TikTok is a video-centric platform, meaning that 

the technological requirements for content governance, such as detecting and removing videos, 

are more complicated and time-consuming than text‐rich or static image‐centric platforms like 

Facebook, Twitter or Instagram (Gray & Suzor, 2020). It leads to an emphasis on human 

moderation (Shead, 2020). Prior study has indicated that the embeddedness of consumer-brand 

relationship is often manifested in tribal settings, namely, consumer tribes, subcultures or brand 

communities (Bertilsson, 2017). Meanwhile, the attention economy on TikTok (Goldhaber, 

2006) is built around individual expressions, which defies conventional and straightforward 

tactics from brands. Bowman and Swart (2020) argued that the value of creative work would 

soon be codified into algorithms, systems and assets, which demands marketers to acquire 

algorithmic literacy in implementing communication strategies. It is of importance for 

companies as well to address the asymmetry between algorithmic visibility and marketers’ 

awareness (Lustig et al., 2016). Hence, the level of awareness, adoption and usage of TikTok 

algorithms among marketing practitioners should be investigated through empirical research.  

1.2.2 A global marketing approach  

Marketing literature has recommended differentiation and market segmentation in order to 

avoid the “one-size-fits-all” approach in communication strategy (Haenlein et al., 2020). A 

global perspective is necessary for TikTok since the use of social media is varied by culture 

and region (Lin, Swarna & Bruning, 2017). According to Zhang, Beatty, and Walsh (2008), 

different cultures correspond to different expectations and attitudes of employees toward a 

service. In emerging markets, there is a greater pressure on global brands to optimise their 

social media marketing strategies in each targeted country (Wahid et al., 2022). In the context 

of TikTok, since the younger population is particularly enchanted by the platform (Zeng & 

Kaye, 2022), it has witnessed a surge in global companies actively joining TikTok to engage 

with younger demographics (Ehlers, 2021). Thus, a global marketing approach was adopted 
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for this study in exploring the algorithmic-centric challenges that influence the effective use of 

TikTok by global marketers.  

1.3 Research question 

Drawing upon the gap mentioned above, we seek to contribute to the literature stream on 

TikTok, expanding our theoretical comprehension of the use of this platform for marketing 

communications. This paper aims to identify the influence of TikTok algorithms on branding 

and marketing by capturing the perspectives of global marketers through real practices. The 

research question thus follows: 

❖  How does algorithmic literacy challenge the utilisation of TikTok for global 

marketers, taking into account ethical concerns? 

TikTok is a content focused platform, with many global brands present, and its success is 

massively affected by an advanced algorithm (Wahid et al., 2022). The platform created new 

branding methods, having spread across the globe in about two years only, redefining how 

brands approach the Gen Z and Millennial consumer (ZNFrontier, 2019). Therefore, it is of 

importance for both companies and academia to understand the complexity of TikTok  

communication governance for professionals in order to develop a refined strategy. Adjusting 

to the local areas made it possible to expand globally (Ren et al., 2021) and so that insights 

curated from this empirical research can also assist global marcom managers in adapting 

strategically to target countries in the context of TikTok.  

Algorithmic literacy, as used by Swart (2021, p.2) is “the combination of users’ awareness, 

knowledge, imaginaries, and tactics around algorithms that relate to these computational scripts 

that are responsible for many of the mechanisms associated with personalization”. Since 

TikTok algorithmic literacy becomes an essential skill for brands to thrive in digital spaces, 

this study will be helpful in identifying the disparity in awareness and improve the utilisation 

of the platform. In addition to that, the study will be helpful in shedding light on ethical 

concerns that brand people take into account when implementing communication strategy on 

TikTok.  
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2. Literature Review 

2.1 Algorithmic Literacy and Commerce 

With the rise of social media, the impact of algorithmic systems within societies increased 

(Silva, Chen ＆ Zhu, 2022). Data is collected and coded through interactions and fed back to 

the individual through recommendations. As the users of these systems, the majority tend to 

accept their existence without being comprehensive. Furthermore, operations behind these 

systems might seem untransparent or sometimes referred to as "black-boxed" (Lomborg & 

Kapsch, 2019). To get transparency, studying these seems complicated as the rules behind them 

are hidden and inaccessible (Bitzer, 2022). The algorithmic system is designed and 

programmed by individuals who determine its operations (Silva, Chen ＆ Zhu, 2022), and so 

the neutrality of these systems might get questioned (Lomborg & Kapsch, 2019).   

Blurring the line between “publicity and privacy”, users encounter situations in their everyday 

life that make them aware of the algorithm. With the consequences of living in the 

“alghorimicised” world, it seems crucial to understand how they affect people (Bucher, 2017). 

Algorithmic literacy combines “knowledge, awareness, imaginaries and tactics”, as described 

by Swart (2021, p.2). 

The platforms determine what information and ads the user will see. By grabbing attention, 

they theoretically capitalise on advertising (Wheeler, 2017). The architecture of each social 

media differs. In theory, different apps adapted by users are competitors trying to involve 

different features to gain a competitive advantage. Algorithmic rules are then a part of the 

architecture and can help to gain audiences. Instagram and Snapchat, for instance, focus more 

on grabbing the users' attention with visuals, compared to Facebook and Twitter, which are 

older (Bossetta, 2018). Considering the nature of TikTok, we put it on the spectrum of 

attention-grabbing visual platforms (Schellewald, 2021).  

Algorithms are far from perfect and are constantly evolving to improve the user experience. 

Some changes can be made to prioritise content that includes a richer conversation (Barnhart, 

2022). Instagram uses a different algorithm for each of its sections. During the early days of 

Instagram, the content was shown by the posted date (Council, 2016). The Reels, short videos 

inspired particularly by TikTok, were a game changer to help build audiences (Hill, 2023). 



 

11 

On the other hand, some creators needed clarification on the enhanced focus, facing 

complications in reaching their target group. To survive, users (and businesses) reinvested 

themselves and started creating videos for Reels or moved to other platforms. Another option 

was paid sponsorship for Reach (Six, 2022).  

Algorithms and competitive advantage were studied before, specifically in the case of 

Instagram, which tried to look at challenges and opportunities on Instagram for marketers. 

Agung (2019, p.747) concluded, "Instagram allows marketers to increase prospective 

customers, detect market conditions so that online marketers can respond directly to strategies 

and reach more audiences". Moreover, it identified some challenges with complexity, which 

need to be clarified to run Instagram regularly (Agung, 2019).  

Networks usually prefer to keep the specific changes in the hidden algorithmic rules private. 

Because of these changes, the marketer has to adapt and find “what the algorithm wants to 

share” (Barnhart, 2022). In theory, engagement and interaction (likes, comments and shares) 

lead to more engagement and interaction. Therefore, encouraging the audience to add more 

comments is a possible strategy. Other factors include using hashtags, scheduling posts, and 

frequency. Ultimately, performance gets measured via analytics (Barnhart, 2022). Because of 

the invisibility of the algorithm and its impact on the success of TikTok in the global market 

(Ren et al., 2021), this study takes into account the perspective of the marketer and her 

understanding.  

2.2 The TikTok Algorithm 

TikTok, owned by the Chinese company ByteDance, was launched in 2016 and has grown in 

popularity to 1 billion users worldwide since (Schellewand, 2021). This social media allows 

everyone to find content relevant to their interest, ranging from LGBTQ movements and pop 

culture to conservative politics (Hern, 2022). As one of the fastest-growing platforms with 

more than 500 million monthly active users worldwide (Ren et al., 2021), it shares similar 

features to other content-driven social media platforms such as Facebook or Instagram 

(Bhandari & Bimo, 2022).  

 

At the core of the platform, the algorithm-driven content is also user-driven (Bhandari & Bimo, 

2022). The young audiences use it for entertainment, getting information and self-expression 

(Wahid et al., 2022). Its addictive behaviour has been exposed (Qin et al., 2022; Petrillo, 2022; 
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Zhao, 2021) since TikTok uses one of the most advanced recommendation systems. Qin et al. 

(2022) describe its additive nature in terms of participation, content, and types of interaction. 

The TikTok algorithm was previously studied regarding user awareness, from the first 

interaction to understanding how the system recommends content. Furthermore, some users 

recognized the algorithmic recommendations as more developed than Meta (Siles et al., 2022). 

TikTok engages the user from the start with a neverending streaming of short videos. The rich 

content streaming starts when opening the app. It provides a competitive advantage compared 

to platforms that adjust the content with time spent (Hern, 2022). 

 

Previously, scholars described TikTok as reflexive to the market, a fast-moving consumer 

culture, with launched videos 15 seconds in length (Schellewald, 2021). To strive on the 

platform, brands need to emotionally connect with their audience through a “sound-on 

experience”, with ads reflecting the format visually and sonically (TikTok, n.d.). Its unique 

algorithm keeps the viewer engaged, and it considers the captions, sound and hashtags in 

addition to interaction in the form of likes and comments. With time, the app learns the profile, 

and recommendations become more targeted towards individual preferences (TikTok, 2020). 

In another study by Bhandari & Bimo (2022), users praised the accuracy of the content 

generated by the platform to suit their interests. Additionally, users were aware of the advanced 

algorithm and praised it for serving them accurately to “creation of the self” (Bhandari & Bimo, 

2022). 

The ‘New Google’ is the latest title that the short-form video-sharing platform Tiktok has 

earned after a recent report by Google (2022) confirmed: “40 per cent of Gen Z reportedly 

exploring TikTok or Instagram before trying a standard Google Search”. Other media 

interviews have also shown that many young people favour the app over traditional search 

engines. As for today, information flow, data sharing, and data protection are critical 

battlegrounds for human rights (Khan, 2021). However, lacking a clear legal and ethical 

framework, digital communication platforms are highly vulnerable to abuse by individuals and 

for-profit entities (Kent, Kuksa, and Fisher, 2022).  

The platform allows users to hide certain content from their feed, influencing their 

recommendations on the “For You” page. Occasionally, TikTok adds diversified content to the 

feed for the audience to discover. (Smith, 2021; TikTok, 2020)  Algorithmic culture on TikTok 

has arguably benefited creators since every produced video gets served to at least one user, 

which gives less-known profiles the option to gain interaction, hence growing in popularity 
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(Hern, 2022). Hashtags also provide suggestions on the following types of videos for users to 

produce by introducing various “challenges”, jokes, or repeating formats. Hashtags can tell 

users which videos they should make and watch and help create and sort trends on the platform. 

(TikTok, 2020) 

Bytadance patented a recommendation system that labels each piece of content, for instance, 

“travel” or “education”, matching it to the corresponding audiences. This creates a hierarchy 

of interests, interconnected like a tree network. The tree links together data sets, and each 

branch can be narrowed down into narratives (Zhao, 2020). 

In the case of Douyin, the entire system is decentralised, meaning that close connections to an 

individual do not matter, which differs from Meta. Instead, it tries to find similar behaviour 

patterns and network interests to other users and “gets inspired” by these. That also means 

everyone can get viral on the platform, with fewer followers/connections on their profile (Zhao, 

2020).  

At the end of 2022, TikTok implemented a new analytics tool to give its audience insights. For 

the creator, it shall give them an advantage when planning content strategies based on data. It 

breaks the audience into subcategories and sub-interests (Southern, 2022). Furthermore, in 

March 2023, TikTok launched a site featuring top keywords and insights on the platform to 

help advertisers with ad performance. The Keyword Insights tool shows the click-through rate 

for selected keywords (Ahmed, 2023).  

2.2 Ethical perspective of TikTok algorithms 

2.2.1 The scope of marketing ethics 

Because complex algorithmic systems become increasingly prevalent and pervasive in society, 

a multitude of complaints by consumers and academia arise concerning the governance of data, 

transparency of algorithms, legal and ethical frameworks for automated algorithmic decision-

making, and the societal impacts of algorithmic automation (O'Hara, 2021; Olhede & Wolfe, 

2018). Since marketers and consumers are growingly tethered to and reliant upon the use of 

social media, thus, the everyday engagement with algorithms, it is necessary to examine 

TikTok's algorithmic practices from the ethics perspective. The aim is to shed light on 

algorithmic biases in marketing decision-making and foster a greater understanding of their 

impact on society. Additionally, a study in algorithmic literacy promotes transparency. It 
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encourages institutions' responsible use of algorithmic systems (Zuboff, 2019), hence 

equipping marketers with critical attitudes and ethical decision-making skills in algorithm-

mediated spaces. 

Ethical perspectives regarding social media, in general, are drawn upon the theoretical 

underpinning of ethical marketing. Goulet (1997) conceptualized ethical marketing as a 

guiding principle to drive companies towards morally accepted marketing decisions that uphold 

positive relationships between marketing managers and other stakeholders, including 

customers, employees, competitors, and the general public. In the course of marketing 

activities, it offers marketers a framework to address ethical dilemmas (Reidenbach, Robin & 

Dawson, 1991). Such ethical authority catalyzes enhancing trust and fostering more long-term 

consumer and brand relationship (Tanveer et al., 2021). 

2.2.1 Ethical issues of the algorithmic governance on TikTok 

According to a systematic review of marketing ethics by Nill and Schibrowsky (2007), the 

subject encompasses Internet-related and consumer-related ethical issues in which social media 

algorithms exhibit a dominant influence. The advent of communication and data mining 

technologies has brought forth plenty of privacy concerns and the ethical implications of digital 

interactions (Nill & Schibrowsky, 2007). Discourse spanning from academic study to 

mainstream media has called attention to the manipulations of algorithms such as selectively 

determining what content are presented to consumers (Hargittai et al., 2020), exploiting 

consumer data for increasing revenue from advertisements (Silva, Chen, & Zhu, 2022), 

promoting ‘algorithmic hegemony’ that perpetuate the continued normalization and privilege 

of whiteness (Karizat et al., 2021). 

As for TikTok specifically, the unpredictability of its virality-driven mechanics encourages 

creators to push boundaries, producing freakish content as well as harmful viral trends for 

visibility (Zeng & Kaye, 2022). Taking into account the human subjectivity and values 

embedded in the design of TikTok algorithms, researchers have cautioned against human bias 

introduced in algorithmic governance by human content moderators, bringing issues of fairness 

and efficiency to the fore (Gorwa et al., 2020; Zarsky, 2016). While fairness concerns how 

specific groups are treated under the governing systems of digital platforms, efficacy addresses 

challenges stemming from inaccurate automated decision-making (Zarsky, 2016). These two 

interconnected issues play a prominent role in the governing logic of TikTok For You Page 
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(FYP). Reports allege FYP algorithm has suppressed content featuring users with traits 

associated with "unattractiveness”, such as age, body shape, and developmental disorders, such 

as autism, Down syndrome (Biddle et al., 2020). The policy aimed to make the platform more 

“pleasant and marketable”, but the ideological subtext behind it was rather questionable (Biddle 

et al. 2020). Individuals started receiving recommendations to follow profiles similar to their 

race, because the algorithm reflected their previous behaviour. In 2021, a creator Ziggy Tyler 

got flagged for putting in his Bio on the Creator Marketplace phrases as “Black Lives Matter”, 

because algorithms identified the phrase as relevant to violence. TikTok took responsibility for 

this accident and apologised (Ohlheiser, 2021). 

Big data including geolocation, source, buyer persona, or buyer status are leveraged to derive 

insights into customers' needs and preferences (Yan et al., 2009). Data availability and the 

advancement of analytical processes provide marketers with more opportunities to create and 

deliver highly personalized advertisements and product offerings to consumers (Hemker, 

Herrando & Constantinides, 2021). It has raised concerns among users about the collection of 

personal data regarding potential errors during data handling and storage as well as the threats 

from the secondary use of their data and the unauthorized access and dissemination of personal 

information (Smith, Milberg & Burke, 1996). TikTok algorithm is capable of discovering 

extensive private information about an individual's profile (Khan, 2020). As of 2023, the US 

Government is facing decisions on the potential ban of TikTok, since they suspect the app 

collects more information than necessary on its users, which could fall in hands of the Chinese 

government in the Global Information War (Maheshwari & Holpuch, 2023). Several countries 

have already opted to prohibit TikTok due to mounting cybersecurity concerns. The European 

Union, the US and other Western countries banned the app on government-owned devices. The 

FBI defined the app as a “national security risk” in Taiwan. Countries like Pakistan and India 

have implemented complete bans on TikTok due to concerns about deceitful or immoral 

content (Chan, 2023). The potential ban could negatively influence individual creators who use 

it as a source of income, as well as small businesses. Online communities are built over time 

and would not be easily duplicated on another platform and marketers profit from these 

(Deming, 2023). 

2.3 Algorithmic Awareness and the Consumer  

Algorithmic awareness falls under the terms algorithmic literacy (Bruns 2019; Swart, 2021), - 

it is the skill of understanding the user on how the system operates to bring the content to the 
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user, and thereby the information received in everyday life (Hargittai et. al, 2019). As Siles, 

Valerio-Alfaro ＆ Meléndez-Moran (2022, p. 1) describe, “algorithmic awareness matters as it 

is tied to an increased capacity to limit manipulation and exploitation through data extraction 

practices, protect human autonomy and privacy, refine Internet skills, and develop critical 

thinking abilities''. Algorithms became present in almost everyday life for the consumer, since 

they in matters from selecting music recommendations to more privacy sensitive areas of life 

(Gran, Booth ＆ Bucher, 2021).  

Marketers have tools capturing immersive data through interaction, which are then transformed 

into recommendation systems. Even streaming services such as Netflix use recommendations 

to recommend content, which helps them to drive their business. Personalised 

recommendations might bring benefits to the user in the form of connection, but also possess 

ethical and privacy concerns (Shin et. al, 2022). With the enhanced algorithm, the consumer is 

getting concerned about their data privacy. When it comes to commercial behaviour, too much 

personalisation can scare the consumer off buying decisions, as the intimacy might feel 

“creepy” with networks possessing too much information (Utpal, 2015).  

Through the interaction the user leaves a footprint, which helps create an accurate 

psychological user profile (Milmo & Hern, 2023). Users see the outcome of their data exposure 

in the form of recommendations in forms of content generation, but are generally less aware of 

the input, or the cost (Klug et al. 2021). As a psychographic predictive engine (Khan, 2020), it 

targets people on their emotional responses and patterns of thinking. Digital interaction can 

help the AI detect personality traits, personal values and interests. These detected traits get 

back to the user by showing videos, depending on the psychological profile (CB Insights, 2020; 

Khan, 2020). Bhandari & Bimo (2022) discuss self-making from the perspective of the user. A 

high degree of personalisation gives the platform a competitive advantage through mirroring 

the user's personality. 

Algorithmic awareness has been approached from the perspective of the user.  On a scale from 

high to low,  this measurement relates to the attitude towards algorithms. These attitudes might 

be neutral, such as not caring about the algorithm and its impact, or mixed; seeing both the 

negative and positive. Other users are critical, meaning perceiving the data tracking on social 

media over average. Overall, the literacy of the population was low,  and the study poses the 

question of the impact on the user in benefits for their daily life (Gran, Booth ＆ Bucher, 2021). 

According to the professionals interviewed by Rainie & Anderson (2017), a highly data-driven 
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world requires increased algorithmic literacy among the general user population. In the case of 

Instagram, users that report awareness and use the algorithm for their advantage. To get desired 

content, they deliberately engage with certain profiles (Bhandari & Bimo, 2022). 

Rainie & Anderson (2017) interviewed influential scholars and professors related to the field 

of data privacy,  and a recurring theme in their research was a call for “algorithmic transparency 

and oversight”. Moreover, according to the respondents, the designers of the algorithm should 

be ethically trained (Rainie & Anderson, 2017). 

Zuboff (2019) also pointed out that it is difficult for the public to engage critically and 

politically in algorithmic systems. The concept of coherence of attitudes and actions suggests 

that this may be because the public does not yet have strong and accessible attitudes that 

sufficiently motivate political action (Fazio et al. al., 1982). Therefore, recent scholarship seeks 

to contribute to the understanding of how users interpret the interplay between identity and 

algorithmic processes, and if and how such literacy shapes their behavior in return (Karizat et 

al., 2021).  

Altogether, as previous literature examines the user, we shall see the ethical awareness of 

marketers on the impact on the consumers. In our study, we are going in-depth to see how 

marketers approach this topic. Awareness will be taken into consideration, as well as their 

attitude towards the algorithm. 

2.4 Initial conceptual framework  

Following an extensive literature review, our objective is to examine algorithm-related factors 

that influence the effective deployment of TikTok as a strategic communication platform from 

the perception of global marketers. To ensure a directory for our empirical analysis, we have 

developed a conceptual framework that outlines the key elements and relationships to be 

explored. Given the limited availability and fragmented nature of literature concerning the 

tension between TikTok algorithms and practitioners, we have approached the conceptual 

model with a more experimental perspective, drawing on theoretical branches in ethical 

marketing, political behaviours, and empirical findings regarding TikTok user awareness. 
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Figure 1: Initial conceptual framework  

Figure 1 illustrates two major streams within the causal relationship of TikTok algorithmic 

literacy and the effective utilisation of the platform by global marketers that will be explored 

in this study. The mediator stream (see upper components in Figure 1) is an interpretation of 

factors that contribute to algorithm literacy by Dogruel et al. (2021, p.4): “being aware of the 

use of algorithms in online applications, platforms, and services, knowing how algorithms 

work, being able to critically evaluate algorithmic decision-making as well as having the skills 

to cope with or even influence algorithmic operations''. Meanwhile, the other stream 

encompasses two mediator components that we deem influential in shaping attitudes and the 

decision-making process of global marketing practitioners in the context of TikTok algorithm-

driven systems: 

● How do markers view TikTok algorithms in association with other social media 

platforms? 

● Whether the awareness of ethical issues surrounding TikTok algorithms affect their 

marketing decision-making? 

The first element deals with the sense-making processes of algorithms, which Reinhard & 

Dervin (2012) found that individuals tend to rely on their past experiences, habits, and 

knowledge to assimilate information and comprehend unfamiliar situations. A research on the 

experience of young people with algorithmic news selection on social media (Swart, 2021) 

shows that platform comparison, where the respondents evaluate how algorithmic logics 

function differently across platforms, is essential for their sense-making processes. Since the 

duty of global marketers involves the management of multiple social media tools, the notion 

of TikTok algorithmic differentiation from other social media systems can alter their 

knowledge and approach.  
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The second moderator relationship that we wish to examine is the impact of ethical awareness 

on global marketers' decision making when utilising TikTok. Prior to taking action, a person 

needs to develop awareness towards an object. When one' attitudes are weak or ambivalent, 

engaging in political behaviour driven by thoughtful engagement is unlikely to occur (Basinger 

& Lavine, 2005). Hence, awareness formation about ethical issues concerning TikTok 

algorithms becomes an initial step before any meaningful implementation can be anticipated. 

This corresponds to the first stage of the four-component framework for conceptualizing ethical 

decision-making in business (Schwartz, 2016; Rest, 1986).  

This initial conceptual framework serves as a guideline for formulating questionnaires and 

conducting semi-structured interviews as well as facilitating our preliminary analysis. It is 

crucial to acknowledge that our model is subject to modification or refinement as we progress 

with the research. 
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3. Methodology  

3.1 Scientific approach 

Before delving into the methodological approach employed in this research, this chapter first 

examines the philosophical stances and assumptions adopted in the study. These factors are 

crucial to consider as they shape the researchers' perspectives on their work and lay the 

groundwork for the methodological choices and approaches utilized during the research 

process (Bell, Bryman & Harley, 2019).  

In preparing to undertake a study, it is essential to contemplate two primary philosophical 

concepts: ontology and epistemology. This study has been based on a relativist ontology, 

meaning that the authors look at the world as a reality that is socially constructed and perceived 

differently by individuals.  

Since social phenomena are contextually bound and dependent on the observer (Easterby-

Smith, Thorpe & Jackson, 2015), our intention was to seek an understanding of how global 

marketers perceive TikTok marketing and the myths surrounding its algorithms as well as how 

those factors affect their profession.  

The researchers' ontology serves as the basis for their epistemological assumptions in this 

study. Epistemology concerns the researchers' beliefs about what constitutes knowledge 

(Easterby-Smith, Thorpe & Jackson, 2015). Ranging from positivism to social constructionism, 

there are different epistemological categories, reflecting generalized assumptions about how 

knowledge can be acquired (Easterby-Smith, Thorpe & Jackson, 2015). Social constructionist 

researchers contend that a deeper understanding of individuals' interpretations and emotions 

about various experiences or phenomena yields the best knowledge (Easterby-Smith, Thorpe 

& Jackson, 2015).  

For this study, a social constructivist approach has been used. This approach helps to gain 

insight into the respondents' diverse perspectives on consumer-brand relationships, 

personalized marketing, and the personalization-privacy paradox. While obtaining a holistic 

understanding of the diverse perspectives on studied phenomena, the goal was not to identify 

a single truth or answer to the research question, but rather, resulting in a deeper comprehension 

of the topic under study. 
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3.2 Research design 

Research design refers to the overall strategy of the research, varying and taking into account 

the philosophical position of the research (Easterby-Smith, Thorpe & Jackson, 2015). 

Since the study considers the marketer and their subjective point of view, a qualitative method 

has been used. To address the research problem and answer the research question, it adopts a 

qualitative design, which is beneficial for a study in a particular setting, aiming to give rich and 

detailed knowledge. Furthermore, the study is within a less-researched area. Accessibility 

through open-ended questions in semi-structured interviews might give the opportunity for 

personal, constructive insights. An inductive approach has been adapted due to the lack of 

theoretical models on algorithmic literacy. The data has been coded and condensed to derive 

meaning (Creswell, 2009).   

3.2.1 Method 

3.2.2 Semi-structured interviews  

In qualitative research, the most common method of collecting empirical data is through in-

depth interviews, which were used in this study. Through interviews, researchers are given 

access to the world of the respondents, allowing them to gain an in-depth understanding of the 

respondents' opinions and perceptions of various phenomena (Kvale & Brinkmann, 2014). 

Interviewing method is commonly used in market research in addition to academia and social 

sciences.  

The interviews were conducted using a semi-structured approach, which involves starting with 

specific themes that are to be addressed using an interview guide, rather than relying on 

predetermined questions (Rennstam & Wästerfors, 2018). The advantage of semi-structured 

interviews is that respondents have the freedom to express themselves in their own way, leading 

to more profound discussions and fresh perspectives (Easterby-Smith, Thorpe & Jackson, 

2015), which was the goal of this study. 

Questions for the study were drawn on the thematic framework generated from literature and 

were answered by the recruited individuals. Questions were open-ended, allowing a more rich 

discussion and allowing individuals to put insights into their own words. The researcher 

followed the structure in each interview, and occasionally followed up with additional, 
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encouraging the interviewee to cover the topic widely, or provide more detailed information 

(Adams, 2015). 

This qualitative, exploratory study draws upon semi-structured, in-depth interviews with a 

diverse group of:  

● 12 Marketing Communication practitioners whose past work or current job frequently 

engage with marketing on social media platforms and no direct work experience on 

TikTok was required. Since this paper aims to contribute to global branding and 

marketing practices, we only target for-profit enterprises and paid positions.  

● Interviewees were selected from the list “Countries with the largest TikTok audience 

as of January 2023” by Statista. The rapid growth of the app and frequent use among 

local consumers lead to new scope for marcom people, making them an interesting 

demographic for studying algorithmic experiences.  

The sampling was done through the strata. A snowballing method was used to reach the 

audience. The non-probability sampling helped reach a specific population (global marketers) 

and allowed us to reach hidden populations in a shorter amount of time. Through snowball 

sampling, recruited participants recommended to us other potential referrals. After that, the 

appropriate connections were chosen to fit the aim and objective of the study (Dudovskiy, n.d.). 

● Reaching out to former colleagues and their referrals, connections on LinkedIn, 

Facebook community group for MarCom professionals in Europe 

● Participants were equally represented in terms of gender and countries (3 people per 

each country) to avoid bias in that concern.  

● Interviewees were working for global advertising agencies, multinational corporations 

and marketing departments for international universities 

● Recruited individuals were within the age gap between 25 - 32 years old. 

3.3.3 Interview guide 

As Nowel et al. (2017, p.1) describe, “qualitative research intends to generate knowledge 

grounded in human experience”. Twelfe semi-structured interviews, averaging duration of 60 

minutes, were conducted by two authors in April 2023. Guest, Bunce & Johnson (2006) argues 

the number twelve is efficient, as the frequency of new themes identified decreases afterwards. 
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Additionally, stable coding definitions are formed during that amount (Guest, Bunce & 

Johnson, 2006), which is suitable for our study that uses thematic analysis.  

In each interview session, both of the authors presented with one leading the conversation and 

the other taking notes. To mitigate bias, each author took turns in being the host and carried 

out interviews with participants who were not from their own connections. 

● The research required reach to global markets. For this reason, the qualitative 

interviews were conducted online via Microsoft Teams. Teams allowed for screen 

sharing on both desktops/ laptops and smartphones. This made participation in the 

research more convenient for some participants, eliminating travelling time and being 

able to participate from the comfort of their homes. Another advantage was the 

possibility to make screen recordings, providing detailed information on users’ tactics 

around algorithms that might not have been obtained as easily in-person.  

● The interview consisted of three sections: the first two sections were conducted using a 

list of open-ended questions on (1) Awareness of Algorithmic Literacy and (2) 

Algorithmic Factors that challenge MarCom work on TikTok; then, in the final section, 

the authors asked follow-up questions to probe for further detail based on the answers 

of each respondent.  

3.3.4 Sampling method & sample 

For the study, we have used a Stratified sample. The technique stratifies the population (global 

marketers) into subgroups, different in critical ways to answer our research question. For our 

study, the distinction of each stratum lies within the preceded perception and judgement 

towards presented information. Individual marketers within these strata (countries where 

TikTok is popular) are chosen (Dudovskiy, 2020). 

All companies and organizations involved in this study are globally present. To be involved, 

their brand has to have a global reach. Additionally, the organizations are selected under the 

condition that they use TikTok in their marketing communication or are currently planning to 

implement it.   
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Table 1: The study’s respondents 

Participant Country Company / Brand 

A United Kingdom Business Investment 

B United Kingdom Int. British University 

C United Kingdom Int. Trade and Development 

D Vietnam Multinational Electronics Corporation 

E Vietnam Global cosmetics company 

F Vietnam Global advertising agency 

G Czech Republic  Formula company 

H Czech Republic  Digital agency 

I Czech Republic  Global food chain 

J Netherlands Int. Education company 

K Netherlands Global cosmetics company 

L Netherlands Digital agency 

 

3.4 Analysis of empirical material  

The thematic analysis puts data into patterns, from which new knowledge arises to make sense 

of social phenomena or insights (Sybing, 2023). As Nowel et al. (2017, p.79) define, a thematic 

analysis is used to "identify, analyse, organise, describe, and report themes in a dataset". Data 

will be transcribed from the recording of the interviews in the form of text (Leech & 

Onwuegbuzie, 2007) and a trustworthy thematic analysis shall be conducted systematically 

(Nowel et al., 2017).  

Consistency of coding within shall be retained throughout the empirical material. The benefit 

of the thematic analysis lies in its "flexibility and accessibility". In this study, the researchers 

used a bottom-up approach (Clarke & Braun, 2013). In inductive coding, the researcher starts 

with initial topics but no theory. Questions tailored in the semi-structured interviews are based 

on the literature, but the inductive analysis builds on themes in the text (Anderson & Johnson, 

2016). Themes within the analysis are not always visible. In inductive coding, researchers play 
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a central role in finding them, which can be individually affected by their perception of the 

topic (Sybing, 2023).  

Before starting the analysis, the saved audio recording from Microsoft Teams got transcribed 

again in paragraphs. To analyse the data accordingly, the process was split into six phases 

(Clarke & Braun, 2013; Nowel et al., 2017): In the first phase, the researcher gets familiar with 

the data. As a part of this process, we created a document for each participant, which included 

note-taking and key takeaways from the interview. Researchers have re-read the transcription 

to generate notes, looking analytically beyond the surface. During the second phase, initial 

codes are generated. The analysis is done systematically to answer the research question 

(Clarke & Braun, 2013). This phase is called Open coding, where researchers generate topics 

(Stearns, 2017). Since manual coding is time-consuming, within the first round of coding, 

software for qualitative analysis, ATLAS.ti, has been used. The program is commonly used for 

thematic analysis and helps to identify the initial codes appearing in the transcribed dataset. 

Furthermore, using a program as a start could reduce bias in the researcher's perception 

(Sybing, 2023). Thirdly, the appearing codes combine into themes and patterns. Codes refer to 

a single topic, whether themes cover multiple codes and their meaning. Some codes get 

dismissed if they do not appear in the dataset consistently. Themes are identified through 

patterns in the coding and put clusters of codes recurring throughout the sample (Stearns, 

2017). 

These identified themes are under review for accuracy and represent the text as a whole. 

Significant themes get identified and defined. A final thematic scheme was developed at this 

stage: 

THEMES EXAMPLE FROM INTERVIEW 

Algorithmic literacy ● “I think it's still not 100% clear, but 
it's been a little bit revealed by 
TikTok” 

● “Creators spreading awareness on 
what is changing on TikTok are 
helpful to me 

● “The algorithm is dangerous” 

Marketer - Consumer Awareness Gaps ● “You're using my location and 
probably age” 
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● “Changes that I made is that in 
hashtag usage” 

● “I know it's based on actually like 3 
pillars or like well those pillars, 
what they rate 1 is actually how the 
person has the app set up” 

Ethical perspective ● “They don't care about your data 
privacy” 

● “Can be violent information and 
get viral quickly” 

● “Misinformation is everywhere” 

Associations with other social media ● “Whereas with Instagram, it's so 
well edited” 

● “We found out that our audience on 
TikTok  was between the age of 10 
to 15, compared to Facebook” 

● “We all have been on Facebook, we 
all have Instagram. Why care about 
TikTok and data now?” 

 
After the themes are analyzed, the researcher can go further with the analysis and interpret the 

themes identified. Findings get reported (Braun & Clerke, 2006). 

3.5 Methodology review 

3.5.1 Trustworthiness 

As Nowel et al., 2017 (p.1) describe, “it is imperative that qualitative research is conducted 

rigorously and methodically to yield meaningful and useful results”. Trustworthiness shall be 

considered to build the scientific method in the case of a qualitative study, putting confidence 

into the data (Bell, Bryman & Harley, 2019).  

Nowel et al. (2017) define three criteria for meeting a trustworthy study: 

● Credibility - the recognizability between the reader and the experience when they 

encounter it. Refers to the congruence of findings and builds confidence in data. 

● Transferability - the ability to transfer the findings to another study. Rich descriptions 

provided by the researcher help case-to-case transferability for qualitative research. 

● Dependability - deriving precise conclusions from the data, including establishing a 

systematic process that led to these conclusions. 
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● Confirmability - lack of personal bias from the researcher reflected in the data analysis. 

These criteria were taken into consideration during the whole analysis process. By all means, 

trustworthiness is desirable to get approval from various stakeholders (Nowel et al., 2017).  

3.5.2 Ethical principles 

Researchers have an ethical duty to the participants in the study, especially when participants 

reveal valuable information (Bell, Bryman & Harley, 2019). Before conducting each interview,  

participants were informed about the purpose of the study and reminded that the data was 

collected solely for the thesis.  

All the data about the participants were gathered professionally. Anonymity is essential in 

qualitative research. Since the interviewees are working professionals, all the names were 

anonymized in the thesis to protect their identity. Names of the companies have been hidden 

and replaced with short descriptions (Bell, Bryman & Harley, 2019). All participants recorded 

their consent to participate in the study before the start of each interview. During the interview, 

participants were reminded to leave out any information that could be too personal or any 

information that could potentially harm them (Bell, Bryman & Harley, 2019). 

All the recordings were stored on a private computer, in secured files of the researcher and 

shall not be shared with any external parties. The only condition would be after the personal 

approval of the participant involved. Thus, the information has been stored securely (Bell, 

Bryman & Harley, 2019). 

3.5.3 Limitations of methodology 

A qualitative study offers richer insights in a somewhat subjective manner. Emphasis on in-

depth information needs statistical objectivity (Bell, Bryman & Harley, 2019). That is why in 

qualitative studies, trustworthiness is addressed rather than reliability and viability (that is 

quantitative). Therefore, the results of this study are not generalizable to the entire population 

and are executed in a particular setting (Easterby-Smith et al., 2015). However, the 

methodology has been designed carefully to generate knowledge that can be legitimate and 

theoretical (Nowel et al., 2017). 

The respondents' level of knowledge might differ within the strata (based on countries). The 

strata include professionals across industries, all working for global brands. Some respondents 
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were executives, while others were social media managers, which could affect their level of 

knowledge (Dudovskiy, 2020).  

Regarding the analysis section, Nowel et al. (2017, p.3) state that the flexibility of thematic 

analysis has its disadvantages, as "it can lead to inconsistency and a lack of coherence when 

developing themes derived from the research data". For this reason, the researchers must be 

consistent throughout the whole analysis. Moreover, researchers must avoid too much 

subjective interpretation as they generate and work with the themes. A trustworthy thematic 

analysis must be conducted systematically (Nowel et al., 2017).  

Since we are conducting interviews with participants from diverse linguistic backgrounds, 

some nuances could be lost due to language barriers (Kakilla, 2021). To counter this, our 

respondents confirmed during the recruitment period for the study that they are comfortable in 

the English language. Since one participant did not feel comfortable, the interview was 

conducted in Czech (one of the interviewers is a native speaker). However, according to Kakilla 

(2021), detail can get lost in translation. The transcript was translated word-by-word to English 

to address that issue and analyzed in the same systematic approach. In addition, if any 

participant was unsure about the translation of specific terms due to linguistic barriers, one of 

the conductors was capable of either translating to their native language (Czech or Vietnamese) 

or clarifying the question in English.   
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4. Analysis of empirical findings 

4.1 TikTok algorithmic literacy 

4.1.1 Overall attitudes 

Positive viewpoint 

Some of the marketers had positive attitudes towards algorithmic recommendations on TikTok. 

One of the reasons from the marketing point of view was the highly targeted personalisation. 

Posts reached a higher audience, possibly without investing a higher budget. Moreover, if a 

video performed well initially, it would likely go viral quickly. Another pleasant thing about 

the algorithm was on a personal level (impact on consumers and marketer as a consumer)—

particularly the ability to get recommendations for inspirational content or content valuable in 

everyday life. Due to the advanced recommendation system, the selection was appropriate.  

Negative viewpoint 

Marketers who showed a negative attitude towards the algorithmic recommendations were also 

likely to take a critical stance on the platform overall, taking a critical stance. Overall, 

participants talked about addiction (especially for youth) and the negative cultural effect it has 

within society (“people dance on the street”), and too much data was revealed. Marketers were 

more or less aware of how TikTok impacts the consumer in terms of consumption of the short 

videos (addictive behaviour) or other ethical concerns (data privacy).  

Mixed viewpoint  

Mixed attitudes involve downsides and positives (Gran, Booth ＆ Bucher, 2021). Generally 

speaking, marketers who took an attitude (positive/negative) towards algorithmic 

recommendations overall covered some opposing views. In that sense, they were primarily 

literate about the opposite perspective. Other mixed attitudes looked like taking a hostile stance 

against TikTok personally but defined it as beneficial for their marketing campaign. 

Some global marketers expressed anxiety relevant to the future of social media in general. For 

instance, Participant H (CZ) stated there will come something “crazier within the next two 

years, and that gives them anxiety.” He followed up by saying that the best approach on a 

personal level is to ignore the development. As a marketer, he needs to adapt to market changes, 
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even if it goes against his ethics as a user (mixed attitude). Participant A (UK) thought the 

algorithmic recommendations were “dangerous” since the system gets too much information 

about the self through swiping. In her opinion, it can predict thinking.  

However, this anxiety was not shared by all participants. Participant A (NL) was excited about 

the platform's potential educational purpose, including discovering easy tutorials. Participants 

from Vietnam were mostly pragmatic about its usage. Participant D (VN) stated that in 

Vietnam, TikTok is trying to cultivate its image by pushing more meaningful content, such as 

promoting national heritage and culture. 

4.1.2 Opaqueness in knowledge and imagined understanding  

The theme of algorithmic literacy on the Tik-Tok algorithms by the marketer was discussed in 

each interview. When marketers were asked to do self-reflection, most of them described their 

knowledge above an average user. Some of them were able to describe algorithmic nuance in 

detail. However, there are some uncertainties and differentiation. 

According to the majority, one must educate oneself on the algorithm to enhance performance 

at their job. Numerous ways help marketers with algorithmic literacy. Some states read articles 

and report online on the updates. Others (Participant G, H) follow creators' content focused on 

social media education, which covers the algorithm. Participant D (VN) said he depends on a 

group on Facebook which consists of Tik-Tok experts, to get updates on the algorithm.  

In some countries (mentioned by Vietnam and the Czech Republic), TikTok provides training 

to bigger corporations. The training covers the platform overall but also digs into algorithmic 

literacy. This is provided once in a couple of months when there are changes in the usage. Not 

all countries (Vietnam and Czech in this study) are involved, and only certain brands are. About 

half of the participants did not mention any knowledge of that. The rest actively seek additional 

ways to gain education (apart from experience). Due to the inconsistency, there is an 

unevenness of literacy among organisations. Within some, there are ongoing discussions on 

algorithmic updates and trending content on TikTok: 

H (CZ): I know that when I read some reports and we talk about it at work a lot, doing 

profiles and giving each other tips. I think it's still not 100% clear, but it's been a little 

bit like revealed by TikTok. I think they published some kind of report, like how it works 

and what they're focusing on. 
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F (VN): They never talk about the algorithms, only mention that it is managed by their 

headquarter in Singapore and through an AI tool. They never reveal why different 

countries have different algorithms. 

A recurring theme in their speech was a knowledge gap in the function of algorithms. Better 

personalisation only sometimes equals better performance in targeting certain audiences. 

Moreover, even when marketers do get training, there is uncertainty about algorithmic literacy. 

Participant H (CZ), who adjusted the communication strategy to the guidelines provided by 

TikTok, said he sometimes shared perfectly tailored content that got dismissed.  

As a result, due to the difficulty reading of the algorithm, marketers experience complications 

in their performance: 

A (NL): But sometimes when I do my job and I know how to make the video, I know 

which sound to use, I still don't get the fuse that I want and I'm like what's going on? 

What am I missing? So that is something that's why I would say 50/50. 

H (CZ): I'm pretty sure that we had zero on it and we had more than like a million 

videos and it was just nothing. And like what? I found it interesting that getting 

1,000,000 views on this platform was pretty easy because we were able to reach it after 

one month. 

Additionally, according to the interviewees, it was possible for some videos to reach very high 

numbers without any logical premise why this particular piece performed well.  

On the positive side, some videos are capable of reaching very high numbers organically 

without paid advertising: 

G (NL): A few videos did pretty well for us, maybe like half a million viewers but that 

was like so like people in my team were so confused. Because you normally pay quite a 

lot to advertise on Facebook and Instagram. 

Moreover, high views on one video do not necessarily equal increasing followers on the 

account, as the platform serves videos rapidly.  

E (VN): Nothing with algorithms is transparent. If you look at the content creator 

channel, insights such as ‘what is the average age that the content reaches?’, It’s a 
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blind box for us on Tiktok whether the content from creators can reach the right 

audience of luxury brands like us.  

Another grey area within the algorithmic realm mentioned by many participants was unwritten 

regulation/rules. To some extent, TikTok published “Community Guidelines” (TikTok, 2023), 

but some marketers seemed to have encountered blind spots. Most marketers seemed to be 

careful about “what not to include”. Participant H (CZ) said she considers the algorithmic 

rules when creating videos so that she does not violate the policy (managing an account for a 

SPA brand, beware of showing nakedness etc.). She further mentioned that TikTok removed 

the sound from her video, which she did not comprehend. However, it did not have a big impact 

on her account. Participant K (NL) talked about creatives getting shadowbanned from TikTok, 

which is the restriction of visibility for certain accounts for violation of Guidelines (Geyser, 

2023): 

K (NL): But a shadow band, I see a lot of creatives being shadowbanned, and I think 

that's also maybe something with the algorithm. I don't know how it works. It's still a 

bit of a Gray area for me. It's very hard to understand. Like when do you get shadow 

banned?  

As the participant hinted, some creators get shadowbanned without getting an explanation from 

TikTok. Moreover, they might notice the implementation by seeing their reach drop suddenly 

(Geyser, 2023). 

4.1.3 Perspectives of TikTok algorithmic impact on consumer  

As Shin et. al (2022, p.2) describe, the integration of algorithms raises ethical and privacy 

concerns. Awareness of users (marketers in this case) affects behaviour, and behaviour online 

affects algorithms. On a personal level, a minority were not in favour of the platform due to its 

fast-paced culture. Four stated the effect selected content could have on the younger generation, 

which is to some of the participants their target group on Tik-Tok. On Facebook, the audience 

is more mature and has different preferences. First concern regarding the young audience was 

due to the exposure of unethical content.  

Second concern regarding the effect on Gen Z was the impact of addiction. Combining the 

short attention span with profiting on attention got mentioned in sources concerning TikTok as 

addictive (Qin et. al, 2022; Petrillo, 2022; Zhao, 2021). Some marketers (B, C, K) have shown 

concern that this combination can be more harmful than on other platforms. Participant B 
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(UK) talked specifically about how the platform can decrease the attention span of individuals. 

Four participants were concerned about the impact of the shortened attention span on the 

younger generation (children and teenagers).  

These ideas reflect previous articles on TikTok (Fallon, 2022), its short attention span due to 

the length of videos, as well as discussion on possible additivity (Qin et. al, 2022). However, 

to pose a contradiction, marketers J and K (NL) saw a positive impact of high personalisation 

in the easy accessibility of relevant content to our interest, which might help individuals 

develop personal skills.  

Due to the shorter average length of videos (15 seconds) published on TikTok, marketers 

highlighted the need to grab the users attention within three seconds. The need to grab attention 

has been recommended to some of the global marketers (Vietnam and Czech Republic) by 

TikTok, during the training provided. To adapt to this programming, one needs to grab the 

user's attention in the first three seconds. Participant F (Vietnam) defined the need for 

“yelling” by the influencer, especially at the start of the video.  

4.2  The marketer - consumer awareness gaps 

4.2.1 The ambiguity of TikTok algorithmic practices  

Another theme of TikTok algorithmic literacy that emerged during the interviews was the 

uneven understanding of how TikTok algorithms work in picking up user behaviours to curate 

'For You' pages between global marketers and consumers. It has been communicated by 

TikTok themselves that the recommendation system would collect several data points such as 

user interactions on the app (video engagement and creation, following accounts), video details 

(captions, sounds, hashtags), account settings (language preference, country device type) 

(TikTok, 2020). Meanwhile, a study by Klug et al. (2021) identified that three decisive factors 

for a video to be on trend assumed by their participants, who's following bases range from 

standard users (300) to TikTok influencers (450k), were video engagement, posting time and 

piling up hashtags in the caption. However, the responses indicated that the marketers had 

different experiences with the machine. A majority of respondents confirmed the effectiveness 

of incorporating a particular sound and set of hashtags into the content: 

K (NL): I feel like you really need to know what to use so you can make full use of the 

algorithm. If you just upload a video with any song and any hashtag, the algorithm is 

not gonna pick you up. 
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B (UK): First and foremost, one of the changes that I made is in hashtag usage, making 

sure to kind of tailor the hashtags to the specific audience that I wanted to reach. I 

make sure to make the video as engaging as possible and to use some of the trending 

sounds which also help reaching a wider audience. 

F (VN): Trending hashtags and music are 100% sure that will contribute most to the 

visibility of the videos. Posting time does affect but not much. 

However, some of the other respondents could not fully relate to these tactics as one marketing 

manager spoke about her observation of TikTok changing their market strategy and one digital 

lead expressed his uncertainty when it came to hashtag usage. 

E (VN): During 2021 - 2022, hashtags really drove the virality of content through, you 

know, hashtag challenges, but now livestream and TikTok shops are taking more space. 

I don’t think TikTok Vietnam is pushing hashtags as hard as before. 

J (NL): I don’t think this is the biggest thing. A lot of tiktoks go viral without a single 

hashtag and I haven’t noticed myself that it really makes a difference.  

D (VN): I once asked TikTok if hashtags really work but they only gave me a basic 

guideline about headline and hashtag usage. So for brands, we have to collaborate with 

influencers because they know better how virality works on TikTok. 

Even among the respondents themselves, there was a disparity in awareness and knowledge of 

how TikTok trends were constituted. Most marketers from the Netherlands and UK identified 

viral videos on TikTok as primarily coming from users due to the personalisation aspect of 

TikTok, for example, one respondent recognized that videos on her personal account usually 

performed better than the ones she published for a brand account. 

K (NL): It's way easier for an individual to run a TikTok account because it's personal 

and people like it. I feel these work better than the branding ones. So for me like, I get 

picked up in the algorithm pretty fast because it's like personalised. 

On the contrary, another perspective of TikTok vitality scheme brought up by other 

respondents was that part of the trends are, in fact, mediated by TikTok and commercial brands. 

Two marketers in Vietnam mentioned about a group of creators hatched by TikTok for the 

purpose of pushing and capitalising on trends. One of them (participant E) stressed on the fact 
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that normal users could not recognize the difference between organically trending videos and 

intentionally boosted ones on their feeds. 

F (VN): Each season, the TikTok operation team will assign a specific hashtag or topic 

to a group of hot creators. They classify those creators into levels based on their 

followers and content categories like food, beauty, travel. Each group has different 

suggestions and will be rewarded by TikTok if they can make those ideas viral. 

E (VN): Automatically the videos by those influencers will be pushed views. From the 

perspective of consumers, you may see the content as organic but it’s really not. In the 

back-end, those videos are actually being pushed by TikTok. 

Interestingly, one Czech respondent shared a similar speculation but he emphasized that the 

moderation of viral content on the app was more apparent in the US and Asian markets. 

H (CZ): They have people manually choosing which videos should go on trend in the 

US and some big markets in Asia. Basically, I think 100% of ideas come from  users 

but trending videos are sometimes boosted or selected by TikTok. In Czech, big brands 

like McDonald's also try to create their own trend by setting up a huge media budget 

and production.  

On the same topic, one participant who is working simultaneously in the UK and China 

unveiled that the practice was not only applied for hot TikTokers' videos but for users with 

interesting content as well.  

C (UK): I heard from a friend who is working at TikTok that for the first half an hour 

or so, if your video doesn't get many views and TikTok thinks the content is good, they 

will help you a bit with the algorithm.  

To summarize, the respondents of this study expressed a varied perspective of personalisation 

on the app as a result of TikTok's different strategic approach to each market. Despite their 

contradicting experiences with the platform and some blind spots mentioned in the previous 

part, in most cases, these marketers demonstrated a high-leveled awareness of the algorithmic 

and surveillance mechanics behind TikTok trending videos. This was essential to identify a 

“structural and persistent gap” (Van Dijk, 2020) between the professionals who use the app for 

capitalisation and those who consume for entertainment purposes. 
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4.2.2 Agency and responsibility 

While discussing marketers' perspective on how TikTok algorithms affect consumers, one 

particular theme occurred was about “Who should be accountable for the unethical practices 

of TikTok algorithms?”. Roberge and Seyfert (2016) argued that the ambiguity of algorithmic 

circuits, which take place between human and non-human actors, made it difficult to locate 

agency and responsibility. The most common response from participants was that consumers 

should take responsibility for their choice of platform and content consumption.  

B (UK): So you are aware and if you don't want to be tracked, you just don't download 

social networks as a whole. To be fair, not TikTok expect not only TikTok, but all the 

other socials. 

E (VN): I think it’s a skill for users to filter the kind of information they watch. At the 

end of the day, it’s about people’s choice to believe in the negative or positive aspect 

of a brand on social media. 

According to some interviewees, the algorithmic content mediation on TikTok was a value co-

creation between technology and users. Since consumers also had the ability to influence the 

recommendation system, they were supposed to be aware of their choice of data sharing and 

action on the platform, as expressed by participant B.  

B (UK): People are also altering and creating the algorithm. It's up to them to ensure 

that it is as ethical as possible and use the data for the stated purposes. 

On the contrary, participant A gravitated towards the essential role of government in 

regulating unethical practices as she believed individuals could not “avoid" the pervasiveness 

of algorithms.  

A (UK): I think that the responsibility is on governments. As a user, you can't really 

influence that, the algorithm just gets you. You can't avoid it. It's calculating your 

watching time. It's calculating everything, every move that you are doing. Every second 

every move on the platform is calculated. 

Another point of view was by participant H, who emphasized that TikTok should pay 

attention to their content and users governance due to its massive base of younger audience.  
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To summarize, the majority of marketers in this study agreed that consumers could make active 

choices in content consumption while giving feedback, such as skipping, liking, commenting, 

to the TikTok algorithmic circuit.  

4.2.3 “Grey zones” in ethical awareness 

It was evident throughout the interviews that the majority of participants did not immediately 

associate negative traits that they raised when sharing about their perspectives of the TikTok 

algorithm or its impact on consumers with ethical issues. Some of the problems mentioned 

were delimiting horizons of content, misinformation, favouritism toward certain groups of 

creator, which was expressed like this: 

K (NL): When I like a certain trend I get more of those trends. A bit sad because then 

my For You page only has those videos, but I wanna see everything. I wanna see all the 

kinds of videos, not just the ones that are similar to what I liked. 

E (VN): Short form video is sometimes good as it can make the information go fast. But 

it means even false content about somebody or something, or can be violent 

information, still go viral quickly. At the moment, people don’t spend 30 min to listen 

to the whole story but only 3 min to hear part of the story or listen to what the creators 

deliver then the information they receive can be so wrong. 

F (VN): I feel that they favor a certain type of entertainment content and also some 

creator stereotypes like those flashy, noisy, attention seekers. 

From the perspective of ethics, the imbalance of power between producers (TikTok users) and 

personalisation technology owners (TikTok and marketers) poses a challenge to achieve 

fairness in digital spaces. Fairness means promoting equitable treatment, free from 

discrimination and bias, while ensuring equal opportunities for all (Kuksa, Fisher & Kent, 

2022). As mentioned above, several participants (F, E, C, I) all spoke about the regulation of 

trends by TikTok, which was oblivious to consumers, yet they did not include the practice 

when being asked about their awareness of ethical concerns circulating around TikTok 

algorithms. In fact, most respondents requested authors to recite some examples so that they 

could give a proper judgment on each case. Yet there was participant J who brought up a 

nuanced description of the ‘echo chamber’ effect (Kitchens, Johnson & Gray, 2020) that hurt 

consumers’ worldview and ability to think critically.  
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J (NL): It really puts people in an echo chamber, which can definitely be unethical on 

a personal level when people get the idea they need to buy certain things or look or act 

a certain way. I genuinely think most people on TikTok forget that other people see 

completely different things and it makes you think that everyone thinks the same way, 

so you really starts lacking the ability to put things into perspective, to be critical.  

The debate surrounding personalisation strategy such as to what extent data collection forms 

an invasion of privacy and whether the perceived risks outweigh the apparent benefits has 

received heavy attention lately (Lee & Rha, 2016; Hayes et al., 2021). The researchers of this 

study proceeded to ask the participants about their attitudes towards the TikTok data security 

dispute in the US. Most stated that they had heard about it on the news but only three among 

all participants (D, A, H) felt truly concerned: 

A (UK): I think that the TikTok can be very dangerous in some ways. For a company 

that is government funded, they have too much data. It's also a very competitive 

environment and I also don't know how people are going to start using the data against 

each other. 

D (VN): Data privacy on TikTok is not secured. If I just talk with friends about Lego 

cars, the app will immediately recommend the content with the product. I find it 

annoying when my feed is flooded with commercial ads. 

Some acknowledged both sides of the issue, appreciating the fact that data mining on the app 

could benefit brands in terms of gathering insights to measure sentiment and deliver better 

personalisation. 

E (VN): From the consumer perspective, yes I feel concerned about my personal 

interest and other information can be taken advantage of for a lot of purposes. But as 

a marketer, to some extent, these data are quite helpful for brands. They provide 

insights that help us achieve our marketing objectives. It depends on to whom they 

disclose the information to. 

A greater number of respondents identified consumer data privacy as a ‘black box’, meaning 

the threats of the problem were unclear, and insignificant to their scope of work. 

B (UK): I am not so sure because it's yeah, you know, it is kind of tracking your 

behavior online. I am not sure how ethical it is in terms of privacy. 
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I (CZ): I know some universities in Czech have concerns about TikTok's connection 

with the Chinese government. And some reporters wrote about TikTok with negative 

things. However, it is just a speculation so it won't affect my job. 

J (NL): If you’re talking about being unethical on a ‘privacy and safety’ level, then I’m 

not sure. I personally don’t know what either company does with your data, although I 

would think that TikTok has more data available per user because of how smart its 

algorithm is.  

F (VN): It doesn’t bother Vietnamese consumers at all because basically the 

government doesn't care about our data privacy. Our data is already lost before TikTok 

enters the market. 

In an algorithmically-driven environment where ‘selective sharing’ is fostered, misinformation 

including false belief, fake news, post-truth and other uncertain reality is quickly repeated and 

transformed into a widespread consensus (Foster, 2021). In response to this phenomena from 

an ethical perspective, only a few marketers considered it as an important risk to consumers or 

brands. Since the beauty industry placed an emphasis on scientific information accuracy, 

participant E from a global beauty brand was particularly disturbed by the presence of “self-

claimed doctors” giving false statements on TikTok. Two factors that magnified the problem 

indicated by her were: the algorithm made these people become viral and more influential in a 

short amount of time; a lack of profile authentication from the app made it difficult for brands 

and consumers to check the experts' qualifications. 

E (VN): There are so many self-claimed doctors on TikTok that we can’t check their 

qualifications. They just wear a blouse and call themselves a doctor, providing 

prescription, product reviews. And lots of users believe in and make a purchase based 

on their recommendations. We don’t know if those doctors are qualified or the 

information they give is accurate. 

However, the majority of respondents exhibited a neutral attitude toward misinformation on 

TikTok based on a shared agreement that it was a common issue of all platforms. Similar to 

this point of view, the ubiquity of misinformation was proven to be high across social media 

according to a recent systematic review in health care (Suarez-Lledo & Alvarez-Galvez, 2021). 

Interestingly, when it comes to problematic issues concerning TikTok algorithms, more than 

half of participants brought up other platforms, mostly Meta-owned ones, as a reference to 
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justify what was happening on TikTok. Some prominent expressions from the participants 

were: 

F (VN): I think the fake news problem is all over social media platforms, not TikTok 

specifically. 

I (CZ): It is definitely a big issue but I think misinformation is everywhere on the 

internet, especially about American companies. 

In brief, the majority of marketers in this study, though claimed to be aware of few ethical 

criticisms revolving around TikTok algorithms, were uncertain about the impact of those issues 

on consumers and brands. Most of them drew on past experiences with other pre-established 

systems (Reinhard & Dervin, 2012) for a moral evaluation, which will be explored in the 

following section. 

4.3 Association with other social media platforms 

4.3.1 Reference for the performance of tasks  

Another occurring theme during the interviews was the one of comparison with other social 

media platforms, especially owned by Meta. Algorithms on Tik-Tok were described as more 

advanced and better with personalisation overall. However, targeting does not get necessary 

easier because of some degree of algorithmic unclarity. 

B (UK): If I compare it to Instagram, I think that the TikTok algorithm is much better 

at personalizing. I know it took the Instagram reuse page much longer to personalise 

my propositions. So I think that the TikTok algorithm is better at pinpointing.  

One marketer stressed on the fact that the TikTok algorithmic design delivered a better user 

experience in the context of ads and branded content as you could swipe to skip instantly.  

D (VN): All platforms are already flooded with commercial ads. I find it annoying but 

TikTok I think is still better than Meta or YouTube. Because you can skip ads 

immediately, it feels more comfortable. 

Most marketers evaluated their struggle in adopting algorithms across social media platforms 

based on practical incidents in content creation, ads solution and overall measure of success. 

Different objectives and communication paths were defined for Facebook and TikTok by 
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participants from Vietnam (D, F) and Czech (I) as they found the Facebook algorithm more 

predictable and manageable in terms of content visibility and social sentiment. 

D (VN): And the data from Facebook and YouTube is easy, but for TikTok, they said 

that it's really difficult to follow its rhythm. And it's also a challenge for when, when we 

prove that our campaign is successful on technology is really a challenge because we 

don't have any like any measurement. 

Shin et. al (2022) includes content selection in the algorithmic mediation. While Tiktok's 

virality-driven environment put a stress on “entertaining” or “meaningful” content with 

impressive opening, advertising videos were confirmed not to work well on this platform. The 

main reason described by respondents was that the user experience design on TikTok combined 

with its infinite stream of personalised videos made consumers more aware of ads. With Meta, 

marketers felt more confident in planning KPI and executing commercial tasks as they could 

utilise ads solutions to boost reach and engagement. Meanwhile, undefined rules in the TikTok 

recommendation system had driven participants to rely more on influencers’ expertise to 

achieve better visibility. 

K (NL): To gain more likes and make the TikTok algorithms recommend your video 

more, normally the influencer will give you the recommendation. So how should you do 

the contents or you are the one who gives them the right directions or you collaborate 

together. 

Some practitioners considered Meta as a source of reference to figure out how to work with 

TikTok algorithms. Participant G and E identified a tendency of imitation and differentiation 

between platforms in order to compete with each other. 

G (CZ): Instagram and the rest of the like of these global social media tried to copy 

and imitate these algorithms. And this term is like from a point of view of the user, I 

experienced that. I was feeling like that I'm in a bubble while using these media. 

E (VN): The rise of Tiktok has influenced other platforms as well. On Facebook more 

than a year ago, they still prioritize group and community content on the user's feed. 

But that’s not the case today, they come back to push people who you know or follow. 

I think that’s how they differentiate themselves from TikTok. 
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During the interviews, marketers were descriptive of the way they need to adjust their content 

to the algorithmic recommendation and “image” of the platform. TikTok as a platform is 

suitable for more funny and entertaining content. Participant K (NL) described the higher 

“authenticity” of the videos that get popular on the platform in comparison to Instagram. In her 

opinion, the overall content shared on Instagram is generally more edited. When working with 

Instagram, marketers have to be more perfectionist in comparison to TikTok, where posts are 

rough and authentic.  

K (NL): We're so into Instagram like we're always like having these perfectly created 

captions and like content and cover photos and everything. And then on TikTok, you 

gotta let that go. Which sometimes is still a bit hard because you still want to look 

professional. 

Additional perspective towards the overall “brand” of content published is that marketers need 

to adapt to this type of content (or formatting) to get boosted by the algorithms. Interviewee 

(H) defined the platform as “crazy” and consisting of “funny videos”. Tik-Tok has previously 

started as a musical.ly, a platform for lip-syncing, and the culture developed from that, arguably 

having influence beyond, in fashion and music (Karalyte, 2020).  

According to Interviewee I (UK), Instagram can be a very serious platform (also in terms of 

content creation), whereas Tik-Tok is only suitable for certain brands: 

A (UK): Official account for the royal family is on TikTok. Ohh I don't think that it's 

appropriate but it's on TikTok. I don't know how it works for them. Royal family? I'm 

not sure if it's appropriate.  It has to punch you to the face to interest people. So there's 

two options. They're gonna make fun of it. King Charles is gonna be dancing on the 

horse. Or it's not gonna work.  

Combining certain brands (Royal Family) with the nature of the platform might lead to brand 

associations that could be, on the contrary, harmful to the brand. For instance, it might be less 

beneficial for luxury brands, as Participant E (VN) defined for their company. Other 

participants saw TikTok as more suitable for certain products, due to the target audience 

present.  

Another example was discussed by Participant H. The company moved from the platform due 

to its target audience and the form of content: 
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H (CZ):  But yeah, that was another reason why we moved from the platform. Because 

for us, it was hard to make normal content. Like a picture is something that is pretty 

dead on TikTok. So we've been forced to like making the yeah, the Tik Tok. And for our 

workflow it was hard. 

H (CZ): Because our target audience in a formula team, it was mainly older. But like 

on the Tik Tok, we found out that our audience was between the ages of 10 to 10 to 15. 

So it wasn't something in which we were interested. 

It was confirmed by practitioners that working with TikTok posed more complicated and time-

consuming technological challenges in content moderation and measure of success due to its 

video-centric nature (Gray & Suzor, 2020). Participant E shed light on this matter by tracing 

back to her experience with crisis management on multiple platforms.  

E (VN): With fake brand pages or posts about the products, we can take action to take 

them down very fast because Meta controls all accounts. Also the content on meta are 

mostly post-based so we can find the tool to scan the text and find negative keywords. 

But for TikTok everything is played in the video, there’s not even a caption for the video 

so if the same thing happens on TikTok, even the platform can’t detect and take down 

those fake videos.  

To conclude, not only did the unique algorithmic architecture on TikTok force brands to 

reinvent branding methods but the tension between it and other social media competitors also 

added more complexity to the job of global marketers. Constant adaptation to changes in the 

context of algorithmic logics and channel differentiation strategies was required across all 

digital platforms. 

4.3.2 Situational factor to justify ethical concerns 

Overall, marketers had to be encouraged to talk at length on ethical criticism towards TikTok. 

According to the Four Component Model by James Rest, people will go through four stages of 

ethical decision-making, in which after recognizing a moral issue, they will consider various 

factors and principles to determine what is morally right or wrong (Crane et al., 2019). It was 

noticeable during the interviews that most participants made moral reasoning on the basis of 

precedent cases on Meta-owned platforms, especially in the context of data privacy, 

misinformation and negative impact on consumer behaviour.  
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K (NL): Heard about the US wanting to ban? I think there's already one state that's 

banning TikTok because of privacy. To be fair, we've all been on Facebook. We're on 

Instagram. You know, everything is on the table. Why care about Tik Tok now? You 

know I don't get it.  

F (VN): I think the TikTok algorithm is not the root cause of shifting consumer 

behavior. It has been laid down by other older and bigger ones like Facebook, YouTube, 

Instagram. Tiktok is only the booster to make the transition faster. 

As an expert in performance marketing, participant D exhibited a strong concern toward data 

privacy yet he found the exploitation of user data on TikTok less severe than Meta. In response 

to this perspective, the reason given by respondents was based upon the evaluation of ads 

cultivation on those platforms, as well as the comparison in functionality between Meta 

business suite and TikTok business center. Since Meta offered more advanced insight tools for 

businesses to capitalise on user data, some interviewees considered it as more unethical than 

or equally unethical to TikTok.  
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5. Discussion 

5.1 TikTok literacy: Challenges from the DIY 

Some scholars (Bucher, 2017; Cotter & Reisdof, 2020; Swart, 2021) characterise building 

algorithmic literacy as "learning by doing". The algorithms are understood through the use and 

expertise (Blank & Dutton, 2012). In our study, some marketers confirmed that, saying they 

gain knowledge of the algorithm from experience (professional and personal). However, many 

identified additional ways to gain algorithmic literacy in their job, such as relying on the 

influencer and a network of social media experts. Moreover, they revealed that TikTok does 

invest in training about the platform to sell itself to companies (the case of VN and CZ in this 

study). Due to the inconsistency of access to information on the algorithm, some marketers had 

contradicting views, or were unaware of some updates.  

With the increased power these systems possess in society (Bitzer, 2022) and the impact on the 

individual, the rules behind them often remain hidden or "black-boxed" (Lomborg & Kapsch, 

2019). Another dimension of the discussion was the TikTok algorithm transparency. Marketers 

can talk about the TikTok algorithm at length, describe its technical nuances (not every 

participant) and have an overall attitude towards it. Nevertheless, a common theme during the 

study was opaqueness in algorithmic understanding. Regarding transparency, marketers talked 

about regulations and shadowbanning of content without explanation. According to the 

marketer, it had to do with algorithmic content scanning. Even though TikTok provides 

Guidelines on that matter, occasional instances were unreasonable. This significant grey area 

identified by the marketer may affect the performance in their job when content gets taken 

down. 

Furthermore, when designing the platform's content, they consider the regulations set by 

TikTok, which are getting checked by the algorithm. However, there are some grey areas and 

a need for more transparency compared to other platforms. Regarding the utilisation of TikTok, 

lack of communication on algorithmic rules posed challenges to the utilisation since there were 

cases when their content got taken down without any premise.  
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5.2 Associations with other social media platforms 

Some authors (Hern, 2022; Zhao, 2021) discussed how the decentralised algorithm model 

differentiates TikTok from other platforms and gives it a competitive advantage through higher 

personalisation. Patterns were found in the speech of many marketers' insights about higher 

personalisation of the platform compared to Meta, its benefits and disadvantages for the 

marketer. Swart (2021, p.8) describes that while algorithmic awareness was context-dependent, 

the more platforms participants used, the more elaborate they could reflect on what algorithms 

are and do. Awareness came from experience and comparison with other platforms. These 

previous experiences helped the marketer to understand the additional nuances of TikTok with 

comparison. 

The lesser transparency of the TikTok algorithm possessed difficulties. Regarding the 

discussion on transparency, marketers highlighted the need for more access to insights 

compared to Meta. At the end of 2022, TikTok introduced analysis tools, which serve creators 

to assess data on demographics and reach. Meta has had a more developed system in that area 

called Business Suite, which marketers described as helpful. 

Moreover, participants were descriptive of how content recommendations and trends differ 

between platforms. In that sense, TikTok brand content has to adjust to match the 'image' of 

the platform (entertaining, funny, etc.), while on Meta, they have their own spaces to 

communicate about the business. Furthermore, the TikTok brand could be more suitable for 

certain brands and products. 

Authors (Bhandari & Bimo, 2022; Xu & Zhang, 2019) discuss the TikTok algorithm as user-

driven, leading to a very higher level of personalisation compared to others. However, this 

paper adds another suggestion to the previous research: the virality of content in specific 

countries influenced by the TikTok company itself, which contradicts the fully "user-driven" 

recommendation. In the case of Vietnam, marketers claimed TikTok pushes more educational 

content to the brand itself (4.1.1). Additionally, some marketers explained how TikTok pushes 

certain topics. In that sense, the algorithm would not be purely data-driven, but the designer 

pushes the influence of certain content. That has not been said about any other platforms. 
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5.3 Ethical perspectives of TikTok algorithms  

Generally, ethical criticism surrounding TikTok business and its algorithmic manipulations do 

not show a dominant influence on global marketers in terms of attitudes and platform usage. 

Thus, the empirical insight has disclosed a discrepancy between ethical awareness and the 

actual implementation of marketing ethics, evoking a challenge for corporations when 

confronted with algorithmic dilemmas in future. For a more comprehensive understanding of 

how ethical decision-making can be achieved in practical endeavours, an investigation into 

practitioners' reasoning is required. Given a large amount of literature recognizing the interplay 

of individual, situational and socio-cultural factors in ethical judgment processes (Moraes, 

Kerrigan & McCann, 2020), we will follow that multifaceted structure to discuss in-depth the 

perspectives of our respondents. 

5.3.1 Individual factors 

Individual factors in this paper are identified as global marketers’ acquired attitudes and 

knowledge through training and experiences with TikTok algorithms. The empirical findings 

have revealed a certain degree of muddiness in TikTok algorithmic literacy and “moral 

imagination” (Crane et al., 2019, p.156) that influenced global marketers' attitudes towards 

ethical issues. 

Algorithmic literacy concerning ethical practices: The opaqueness in TikTok algorithmic 

literacy was prevalent in all interviews, followed by an insufficient understanding of how 

ethical dilemmas, such as data security, algorithmic and human biases on TikTok, can hurt 

brands and consumers. Similar to consumers, most practitioners found it challenging to make 

sense of highly technical topics (Kuksa, Fisher & Kent, 2022) regardless of their expertise, for 

instance, the repackaging and dissemination of user data. The concept of “nothing is 

transparent” is widely accepted among the professionals when discussing social media 

algorithms. Uncommunicated rules and the ongoing generation of trends under TikTok 

algorithmic governance compel marketers to continuously update their knowledge and skills 

primarily on a test and learn basis. However, there is a lack of extensive training programs 

focusing on marketing ethics, particularly concerning the ethical practices of algorithms. The 

neglect of ethical decision-making in marketing training can reinforce the perception that 

ethical considerations are irrelevant in the business domain (Crane et al.,2019).  
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Unavailable space for moral imagination: This factor is referred to “a sense of the varieties of 

possibilities and moral consequences of their decisions, the ability to imagine a wide range of 

possible issues, consequences, and solutions” (Werhane, 1998, p.76). Practicing moral 

imagination enables individuals to see beyond the day-to-day realities and reflect about an 

ethical dilemma from different alternatives and perspectives (Crane et al., 2019). As a large 

part of the personalising technologies remains unnoticed (Zuboff, 2019), it constitutes a sense 

of powerlessness (Kuksa, Fisher & Kent, 2022), convincing practitioners that they can not 

make any change to the algorithmic circuits. This perception, partly derived from their past 

experiences with other social media platforms, has weakened their attitudes towards ethical 

concerns surrounding TikTok algorithmic logics. As a result, the space for the recognition of 

ethical issues and the evaluation of moral consequences was not fostered. For instance, during 

the interviews, marketers perceived consumers' data privacy as an enigmatic issue, where the 

associated threats were unclear and deemed insignificant to their scopes.  

 5.3.2 Situational factors 

The interplay of individualism and collectivism deal with beliefs about the priority of 

individual versus group interests, which affects ethical decision-making (Kuksa, I., Fisher, T. 

and Kent, A., 2022). According to consumer culture theory, consumers construct their identities 

and their relationship with groups and social institutions individually and collectively through 

shared symbols, values and experiences (Belk, 1988, p.160). Ethical framing is incorporated in 

these artifacts, resulting in “multiple ethical selves” (Crane et al., 2019, p. 157). The empirical 

analysis strongly demonstrated the significant impact of situational factors on shaping 

practitioners' ethical decision-making. In most interviews, participants seeked instruction from 

their surrounding environment to rationalize their perspectives of ethical issues caused by 

TikTok business and its algorithms. A shift of responsibility, social weighting and appeal to 

higher loyalties are some common themes identified. 

A shift of responsibility: “Consumers should be responsible for their choice of platform and 

content consumption” was the most common narrative given by the global marketers of this 

study, which corresponds to the political ideology of neoliberalism. In the context of 

neoliberalism, there is an emphasis on individual responsibility for solving social issues and 

achieving their own well-being (Harvey, 2007). It encourages personal choices, self-reliance, 

and individual agency. However, the shift of accountability from institution to individual is a 

subject of debate among critics as it often overlooks systemic barriers and social inequalities 
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that can significantly impact an individual's opportunities and outcome (CCT, 2018). With 

regard to social media spaces, Van Dijk (2019, 2020) refers to the structural disparities between 

social groups as “digital divide”, a concept that will be further explored in this paper. 

Social weighting: In order to moderate the salience of ethical concerns in relation with TikTok 

algorithms, marketers exercised selective social comparison (Crane et al., 2019). This concept 

in social psychology involves choosing a specific reference group for comparison in certain 

domains or specific attributes, rather than engaging in a broader evaluation for the purpose of 

restoring threatened self-esteem and regaining positive affect (Johnson & Knobloch-

Westerwick, 2014). Regarding the governance of consumer data and privacy issues on TikTok, 

the participants depend on the normalized practices by Facebook and Google algorithmic 

systems to downplay the intensity of the issue.  

Appeal to higher loyalties: Often used in discussions about ethical decision-making, apeal to 

higher loyalties refers to a strategy where people claim that they put aside personal value or 

interest in favor of upholding a greater cause or shared principle (Crane et al., 2019). The 

benefits of personalisation to marketing activities, such as more precise ads targeting and better 

product offerings, were utilized by respondents as an overarching value to belittle their personal 

data privacy concern as TikTok users themselves.  

5.3.3 Socio-cultural factors  

For addressing black-box algorithms, it is suggested that researchers consider the wider cultural 

implications associated with algorithmic systems (Lloyd, 2019). Since this study adopted a 

global marketing approach with participants working in four different countries, a variety of 

opinions and approaches concerning the ethical aspect of  TikTok algorithms have shown up. 

Elements of socio-cultural environment such as social norms, common beliefs, cultural setting 

and social pressures (Kornilaki & Font, 2019) can affect how individuals perceive, interpret 

and evaluate moral standards. With respect to data security, content safety and bias, the 

majority of marketers working in European markets (The Netherlands, UK, Czech) expressed 

their unease on a broader scale, taking into account the impact on younger generations or the 

entire society. Contrarily, Vietnamese participants envisioned the consequences of those issues 

in a more pragmatic manner, concerning direct effects on their brands, such as brand safety, or 

marketing executions, such as users' response to excessive commercial advertisements.  
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Numerous cross-cultural studies conducted across European countries, Australia, India and 

Egypt, have illuminated a variation of perspective regarding unethical consumer behavior 

(Agnihotri & Bhattacharya, 2019). Furthermore, as revealed in the interviews, the scale of 

TikTok business in certain markets has strategic implications on how they operate the 

algorithmic and non-algorithmic governing systems. When confronted with practices of 

unfairness, for example, the case of human intervention in TikTok’s recommendation system 

in Vietnam, none of the respondents exhibited negative feelings towards the practice, or 

concerned about its potential impact on consumers' well-being. In fact, two of them considered 

human content moderation as an effective governance strategy to cultivate a more meaningful 

and healthy environment on TikTok. On the other hand, the practitioners in the Netherlands, 

UK and Czech have not observed any evidence of such manipulations.  

5.4 Marketer-consumer divide  

Another theme emerged from the analysis is the perspective disparity between global marketers 

and consumers with respect to the impact of algorithms on users, as well as the tension between 

agency and structure. Prior study in consumers’ privacy boundaries indicate that consumers 

exhibit a certain sensitivity towards the disclosure of personal information (Jacobson, Gruzd & 

Hernández-García, 2020). In fact, they are aware of the trade-off between privacy and 

personalisation, and quite critical in evaluating their willingness to cast aside some of their 

privacy under specific conditions and terms for personal comfort (Zoupos & Spais, 2022). On 

the other hand, privacy concerns triggered by excessive personalized ads might lead to negative 

attitudes towards the ads and brands (Kim et al., 2022). Driven by the realization that their 

personal information is openly accessed and utilized for marketing purposes, consumers feel 

the urge to resist the ad message (Baek & Morimoto, 2012). On the other hand, half of the 

participants in this research overlook the issue, stating that personal data security was not 

concerned among consumers since they were all exposed to Meta and the consequences of the 

issue was not comprehensible. Some marketers relied on their personal experiences as TikTok 

users themselves to justify their observations. In brief, this suggests an expectation gap between 

marketers, who employ algorithm-mediated social networking sites to collect user data and 

turn it into personalising services, and consumers, who are the data owners.  

Regarding the accountability for TikTok content consumption, the majority of practitioners 

believe that every individual has their own agency to select and moderate their online 

experiences. However, the ideology of digital divide suggests that consumers may be less 
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aware of the effect of algorithms on their behaviour, and other algorithmic implications. In 

their empirical research, Van Deursen (2015) and Van Dijk (2019) discuss digital inequalities 

in which uneven distribution of digital resources leads to the disparities in awareness, access, 

skill and adoption of digital media among different social groups. Van Dijk (2020) once again 

examines the structural and persistent gap between primary user groups who have more or 

earlier access to ‘capital-enhancing applications’ and those who mainly use digital media for 

entertainment purposes. In the context of this study, global marketers, as a representation of 

primary groups, are benefiting more due to the fact that they have more comprehensive 

understanding of technologies, and exclusive access to resources such as marketing tools and 

network. Research by Cotter and Reisdorf (2020) also indicated that demographic distinctions 

have contributed to the reemergence of digital divide in understanding algorithmic systems. As 

certain communication and strategic digital skills are required for one to cope with 

misinformation on the internet (Van Dijk, 2020), consumers are more vulnerable to unethical 

marketing tactics such as bait advertising, false claims, or fake news. Hence, there is the need 

for improved communication and mutual understanding between marketers and consumers to 

bridge the digital divide, fostering better brand-consumer relationships. 

5.5 Model proposition 

The analysis has brought forth that the effective utilization of TikTok regarding algorithmic 

literacy for marketing practitioners should be treated as a circular process. Due to the uncertain 

and shifting nature of TikTok algorithm-driven system, the ongoing interrelation between 

platform literacy and employment is mediated by the uniqueness of the social media 

environment at targeted countries and constant adaptation to brand image and communication 

strategy. Hence, we revisit the initial conceptual framework for modifications and suggest a 

new model as shown below.  
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Figure 2: Proposed framework 

Figure 2 illustrates two major flows that foster the relationship: (1) the literary flow (straight 

line) represents a step-by-step process for the adoption of TikTok algorithmic literacy, (2) the 

contextual flow (circular lines) articulates the interconnection between literacy adoption and 

the efficacy in usage influenced by environmental factors (social media landscape) and 

pragmatic factors (learning by doing). In the matter of literacy adoption, we would like to argue 

that the understanding of ethics concerning TikTok algorithms should be incorporated in the 

process for the purpose of forging both effective and ethical marketing decisions. As to the 

contextual mediation, the interplay of TikTok and other competitive social networking 

platforms produces a continuous tension that significantly influences the marketing 

communications strategy. This environmental mediator is distinctive for each market, relying 

on a multitude of factors such as the scale of TikTok business and its regional strategy and the 

global competition scene between social media platforms. While implementing marketing 

activities on TikTok, the global professionals also need to improvise their tactics based on 

practical situations, local strategy of their own brand or organization, and algorithmic trends 

by TikTok. Those accumulated “learning by doing” (Bucher, 2017; Cotter & Reisdorf 2020; 

including Swart, 2021) contributing back to the richness of literacy.  
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6. Findings & Conclusion 

6.1 Conclusion 

This study aimed to research the role of algorithmic literacy for global marketers, specifically 

in the case of TikTok. TikTok uses a unique recommendation algorithm that helped its 

popularisation, being at the core of its competitive advantage. In addition to its effective 

strategic usefulness, there is an ethical dimension to its transparency. After a systematic 

literature review, a research design has been tailored in order to answer the following research 

question:  

❖  How does algorithmic literacy challenge TikTok's utilisation for global marketers, taking 

into account ethical concerns? 

Through the thematic analysis, the qualitative research came to key findings. The global 

marketer described her algorithmic literacy as "above an average user". Different ways to help 

the marketer gain literacy were identified to enhance performance when working with TikTok. 

Such went beyond practical knowledge ("learning by doing"). Some conducted personal 

research on the topic by reading blogs or following creators. Other managers gained literacy 

through cooperation with the influencer since they seemed more knowledgeable.  

A key finding was that TikTok provides training to more prominent companies in certain 

countries (Vietnam and the Czech Republic). The training covers content creation concerning 

algorithmic literacy, aiming to familiarise the marketer with the platform.  

A further dimension of algorithmic literacy we defined was the attitudes 

(positive/negative/mixed) towards the algorithm and the grounded knowledge behind them. 

Ethical concerns covered the impact of algorithms on the consumer, the broader society, and 

data privacy. Ethical criticism surrounding TikTok business and its algorithmic manipulations 

do not show a dominant influence (with exceptions) on global marketers in terms of attitudes 

and platform usage. However, the marketer has shown awareness, even though the marketer 

needs to be reminded of some examples to talk at length about these. In the case of Vietnam, 

there was a lesser concern about data privacy than in other countries.  
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Another finding was that of transparency. Some suggested that TikTok pushed certain topics 

on the platform. Hence, the algorithm and content pushed and published might not be fully 

data-driven. Even though some marketers were capable and descriptive with the algorithmic 

rules, a grey area has been identified concerning the algorithms and their metrics. This builds 

on some concerns regarding algorithmic rules, as there seems to be a need for algorithmic 

literacy in society overall (Silva et al., 2022).  

Last but not least, TikTok has been compared to other platforms, especially those owned by 

Meta. The marketer gained additional knowledge of the algorithm by comparing the 

algorithmic functions. Additionally, the marketer built up and compared ethical criticisms that 

other platforms face, specifically regarding data privacy issues. 

 
6.2 Theoretical & managerial implications 

Bowman & Swart (2020) discussed the notion of causal ambiguity, which pertains to a lack of 

comprehension and insight into the mechanisms of things, specifically about the relations 

between cause and effect. Contemporary marketing and everyday life have been codified into 

social media algorithms, triggering the widespread of causal ambiguity and a sense of 

uncertainty among practitioners. Thus, the subject of this study is relevant to both academia 

and industry managers given by its contribution to theoretical and managerial insights.  

As presented through the proposed framework, the theoretical implications in this paper help 

identify the interconnection between TikTok algorithmic literacy and the effective use of the 

platform in organizations, shedding light to how contextual factors affect the relationship. 

Positioned between the realms of brands and consumers, practitioners have offered novel 

perspectives to the scholarship of TikTok marketing regarding algorithm literature and the 

adoption of marketing ethics. Based on the findings, higher algorithmic awareness among 

global marketers does not correspond to the same level of ethical understanding and judgment. 

The marketer-consumer gap, as a result of digital divide, is also identified as a threat to the 

implementation of marketing ethics concerning algorithms. From a global perspective, the 

study acknowledges the socio-cultural and socio-economic discrepancies in awareness 

observed between countries in the context of TikTok algorithms and associated ethical issues. 

Hence, in order to foster theoretical frameworks and principles for a healthy algorithmic 

environment, researchers are recommended to revisit the definition of TikTok algorithmic 

literacy and examine it in a wider cultural context. Furthermore, it is of importance to take into 

account the tension between TikTok and other social media platforms for the evaluation of the 
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impact of new technology as well as the investigation of algorithmic culture and users’ 

mediated behaviours.  

On the other hand, this study has managerial implications that can provide global corporations 

with helpful insights. As discussed above, an absence of proper training within the organization 

on social media algorithms, compelling marketers to acquire literacy on a test and learn basis, 

can lead to inconsistent assumptions and biases in assessing recommendation systems, ads 

performance tracking, and attention engineering. Silva, Chen and Zhu (2022) argued that 

establishing a fundamental knowledge of the objectives pursued by algorithmic producers and 

associated impacts on society is one of the pathways to attain algorithmic literacy. Most 

practitioners lack awareness of how algorithms impact consumers and often overlook the 

ethical implications associated with TikTok algorithmic practices. There is a space for 

organizational education on marketing ethics concerning algorithms to enhance the employees’ 

ethical framing and handling of ethical dilemmas (Crane et al., 2019). Given insights on 

TikTok’ diverse market operations, particularly in content governance and manipulations, 

global brands that incorporate the platform into their communication strategies are required to 

customize their approach to suit each market preference.  

Finally, as mandated by the political ideology of neoliberalism, social problems should be a 

shared responsibility among governments, corporations, and individuals (CCT, 2018). Due to 

the complex and interconnected nature of social media platforms, it is crucial for policy makers 

to carefully examine the competitive landscape when addressing the governance of algorithms. 

The tendency of imitation and differentiation in algorithmic logics across platforms can 

complicate the market dynamics, making it challenging to recognize unethical practices, 

including the exploitation of user data and the harm of algorithmic “eco chamber” on 

consumers, and to promote a safe and trustworthy digital environment.  

6.3 Limitations & Future research 

Although the findings help to enlighten a less-researched temporary topic, some limitations 

were found. This study is qualitative, and so it examines the phenomena in a rather smaller 

sample, with three respondents from each country. Hence, it cannot be generalized to the entire 

population in a country, but it aims to give specific in-depth insights (Bell et al., 2019).  

Companies selected for the study possess global brands, but there is a wide range between 

industries (for instance, electronic devices and hair cosmetics). Furthermore, marketing 
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strategies among these companies might differ. Therefore, the future researcher might benefit 

from recruiting individuals focused on a specific country and/or industry.  

The study hinted at a different landscape of algorithmic literacy in the case of TikTok between 

countries due to TikTok training provided, popularity on the market, etc. In the bigger picture, 

there is potential for comparison between global markets in the future. Additionally, the study 

uses only semi-structured interviews for methods. For future research, a multi-method 

approach could be added (Easterby-Smith et al., 2015). Moreover, there are options to execute 

this quantitatively to add generalizability to the results (for instance, surveying).  

Another common shortcoming was the need for more time. For this particular study, the 

recruitment period took longer than expected. In this step, reaching marketing executives in 

target countries and extensive networking was time-consuming. Furthermore, scheduling the 

interviews required adaptation to time zone differences, specifically for the case of Vietnam 

and the United Kingdom. Thus, this added time pressure for the analysis part (McGrath et al., 

2018). 
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APPENDIX A 

Interview Guide 

❖ How semi-structured interviews are conducted. 

❖ Ethical principles: requirements of information, consent, confidentiality, and use. 

❖ Informative questions: name, age, gender, and employment. 

Questionaire Structure 

Part I - Overall awareness & attitude 

1. If you had to do self-reflection, how do you consider yourself aware of algorithms on 

Tik-Tok? Why?  

2. What factors contribute to the personalised content (organic content & ads) on TikTok 

from your understanding & experience?  

3. What factors contribute to the pushing mechanisms for the trending page from your 

experience/understanding as a marketer?  

● Video engagement  

● Hashtags 

● Posting time  

4. What is your attitude towards algorithms on Tik-Tok from the point of view of a 

marketer (Negative / Positive / Mixed)? And why? 

Part II - Ethical awareness  

5. What is your attitude towards the impact of Tiktok algorithms on consumers (Negative 

/ Positive / Mixed)? And why?  

6. To what extent are you aware of the unethical practices concerning the TikTok 

algorithms? Can you name a few examples? 

➢ Misinformation and fake news 

➢ Data privacy issue  

➢ Content bias  
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7. What is your attitude towards the impact of those criticism on your decision of 

incorporating TikTok as a part of marcom strategy (Negative / Positive / Mixed)? And 

why?  

➢ Who should be accountable for the unethical practices of TikTok algorithms? 

Part III - Performative knowledge 

8. How do your brand adapt marcom or content strategy to the TikTok algorithms? 

➢ How do you see the potentiality of Tiktok as a marcom platform in country X? 

➢ How does user-generated content can affect brand safety on TikTok?  

9. Could you compare the differences in algorithms between TikTok and other social 

media platforms? 

➢ How do the differences affect your brand and marketing activities?  

➢ In terms of algorithmic governance, do you find TikTok more ethical than other 

social media platforms? And why?  


