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This thesis investigated if a human or a robot narrator affected
listeners’ comprehension and memory recollection similarly in
a narrative story. 103 participants (MeanAge = 35) were re-
cruited to an online experiment to investigate if gestures affected
the participants’ narrative comprehension and recollectionmore
than a narrator that did not produce gestures. Participants were
presented with the same narrative setting in four different con-
ditions; either with a human or a robot narrator, with or without
gestures. Participants answered questions in a questionnaire,
and in total, there were 21 questions regarding the narrative,
of these, 13 questions were directly related to a gesture, and 8
questions were related to the narrative without any accompa-
nying gesture. The gestures produced were congruent redundant
iconic and deictic gestures. Participants were graded and analy-
ses were conducted on three dependable variables; total sum, the
sum of the gesture-related questions, and the sum of no-gesture-
related questions. The total sum was used to test the hypothe-
ses. The sum of gesture-related and no-gesture-related questions
were analyzed to see if gestures affect comprehension and rec-
ollection of specific and/or general information. A second ex-
periment was also conducted on the same participants as in the
first experiment to see how participants perceived the human
and robot gestures. Most participants perceived the gestures pro-
duced by the narrator as similar to each other. The results found
in the experiment of this thesis showed a small indication that
participants who viewed the robot narrator, both in the con-
dition with gestures and the condition without gestures, had a
stronger benefit in comprehension and recollection compared to
the human narrator conditions. Similar indications were found
in the gesture-related questions and a strong indication were
found in the no-gesture related questions. The credible intervals
overlapped between the human and robot narrator conditions,
meaning that the conditions with gestures scored similar to each
other, regardless of the narrator, and the same applies to the
conditions without gestures. The gesture conditions scored sig-
nificantly higher compared to the conditions without gestures,
showing that human and robot narrators producing gestures af-
fected the listener’s compression and recollection in a similar
way.

1 Introduction

Communication is far wider than just verbal communication.
Facial expressions, proximity, gazes and gestures are a
natural part of human interaction. When we speak and
want to convey new information or emphasize words, we
often use gestures. Gestures are performed in various types
of communication, including narration, instruction, and
conversation (Cassell, McNeill, & McCullough, 1999; Cook &
Fenn, 2017; Dargue, Sweller, & Jones, 2019; Goldin-Meadow,
2003; McNeill, 1992).

Speech and gestures form a unified system in speech pro-
duction and speech comprehension; they are an integrated
part of humanmultimodal communication. Multimodal com-
munication is communication that usesmore than onemodal-
ity; one modality is, for example, purely verbal communica-
tion, and another modality could be gestures. Multimodal-
ity is for example, gestures accompanying speech (Clark,
1996; Cook & Fenn, 2017; Goldin-Meadow, 2003; Kelly, Barr,
Church, & Lynch, 1999; Kendon, 2004; McNeill, 2005).

Verbal communication is often used to describe something,
and gestures draw attention to something in the communica-
tion, meaning that gestures act as visual-spatial support to the
accompanying verbal communication (Cook & Fenn, 2017;
Kendon, 2004; McNeill, 2005; Valenzeno, Alibali, & Klatzky,
2003). Gestures can infer more or new information than just
verbal communication, for instance, a gesture of throwing
a basketball, accompanied by saying “They played a game”.
Gestures that accompany verbal communication are called
co-speech gestures. These gestures are by default multimodal
communication (Cassell et al., 1999; Clark, 1996; Cook& Fenn,
2017; Goldin-Meadow, 2003; Kelly et al., 1999; Kendon, 2004;
McNeill, 1992, 2005; Valenzeno et al., 2003).

There are several categories of co-speech gestures, a widely
used definition comes from McNeill (1992); beat, iconic, deic-
tic, and metaphoric. These gestures refer to specific informa-
tion (for example, spatial information), and they are created
by different movements (Cassell et al., 1999; Kendon, 1980;
McNeill, 1992). Here are some examples:

• Beat gestures are simple movements that have no associ-
ated semantic meaning, for example, flicking with your
hand. Beat gestures emphasize verbal information or re-
flect the tempo of speech

• Iconic gestures aremovements that refer to physical phe-
nomena, for example, creating a circle with your hands,
and saying “ball”

• Deictic gestures aremovements that refer to spatial items
or direction, for example, pointing with a finger towards
a direction, and saying “left”

• Metaphoric gestures are movements that represent an
abstract concept, for example, moving your hands apart,
and saying “space”

Experiments have long been conducted within the field of
gestures, and there are several advantages for the listener
within gesture research, some examples are listener’s com-
prehension, memory recollection, second language learning,
mathematics, problem-solving (Alibali, Heath, &Myers, 2001;
Alibali, Spencer, Knox, & Kita, 2011; Cook, 2018; Dargue et
al., 2019; Goldin-Meadow, Nusbaum, Kelly, & Wagner, 2001;
Macedonia & Knösche, 2011; Valenzeno et al., 2003).
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This thesis will describe how different gestures can im-
prove listeners’ comprehension and recollection skills, how
we perceive and observe gestures, what kind of advantages
there are with gestures, and how or why the agent producing
these gestures can affect listeners’ comprehension and recol-
lection. The primary objective of this thesis is to investigate
whether the comprehension and recollection of a narrative
story can be influenced by the use of gestures during nar-
ration, and whether the narrator performing these gestures
plays a significant role or not. In other words; can listeners
be equally or similarly affected by a robot as a human narra-
tor?

There are many forms of robots, for instance, industrial
robots, drones, and social robots. Social robots are often hu-
manoid robots, such as Epi (Johansson, Tjøstheim, & Balke-
nius, 2020), NAO (Aldebaran, n.d.), or BERTI (Bremner, Pipe,
Melhuish, Fraser, & Subramanian, 2009). The focus of this
thesis will be on humanoid social robots. These robots are
designed to be similar to humans, with functions and ap-
pearance resembling a human. These robots are perceived
as social interactively agents, with similar social functions
as humans, among these functions are gestures (de Wit,
Vogt, & Krahmer, 2023; Fong, Nourbakhsh, & Dautenhahn,
2003; Saunderson & Nejat, 2019; Van den Berghe, Verhagen,
Oudgenoeg-Paz, Van der Ven, & Leseman, 2019).

Since humans and social robots share social and commu-
nicative functions, it is of interest to study social robots and
their effects on humans. This thesis will utilize Epi (see Figure
1), a humanoid robot created by Lund University Cognitive
Robotics Lab (Johansson et al., 2020).

The following section will describe the theoretical back-
ground of gestures and the benefits gestures have for listen-
ers. This section will also describe how we perceive and in-
terpret gestures.

Figure 1. Epi, a humanoid robot

2 Theoretical background
Effect of gestures

There are several cognitive advantages with gestures, for ex-
ample, they have been shown to decrease the cognitive load,
because co-speech gestures are visual-spatial and the infor-
mation in the produced co-speech sentence is processed over
both visual and verbal memory (Cook & Fenn, 2017; Cook,

Yip, & Goldin-Meadow, 2012; Goldin-Meadow, 1999; Goldin-
Meadow et al., 2001; Wagner, Nusbaum, & Goldin-Meadow,
2004).

Due to this dual processing, gestures display additional or
beneficial information with the accompanied speech. Co-
speech gestures also form a unified representation, both in
the production of information but also in comprehension
and recollection of information. Gestures aid both listeners
and speakers since they can both benefit from the additional
modality (Alibali, Kita, & Young, 2000; Austin & Sweller, 2014;
Cassell et al., 1999; Church, Garber, & Rogalski, 2007; Goldin-
Meadow & Alibali, 2013; Kelly, Özyürek, & Maris, 2010).

In the field of gestures, there is no surprise that produc-
ing co-speech gestures influence comprehension, interpreta-
tion, and recollection of verbal information (Dargue et al.,
2019; Hostetter, 2011; Kelly et al., 2010; McNeill, 1992). Ges-
tures captures attention, and provide redundancy and clar-
ification, as Valenzeno et al. (2003) points out. In their ex-
periment children learned more from lessons which included
both speech and gestures compared to lessons without ges-
tures. This shows that gestures can improve comprehension
and recollection since gestures reinforce the verbal informa-
tion (Cassell et al., 1999; Church et al., 2007; Cook & Fenn,
2017; Kelly et al., 2010; McNeill, 2005; Overoye & Storm, 2019;
Valenzeno et al., 2003).

There are several studies that show the benefits of gestures
in both produced and observed gestures (Dargue et al., 2019;
Hostetter, 2011). For instance, Kartalkanat and Göksun (2020)
study, where a story was narrated with either iconic, beat, or
without gestures to both children and adult participants. Par-
ticipants recalled more information when they observed ges-
tures compared to when they did not observe gestures. Iconic
gestures had more impact on recollection than beat gestures
(Kartalkanat & Göksun, 2020).

Similar results have been found in a study by Cutica and
Bucciarelli (2008), where participants viewed video record-
ings of a narrator telling a story. In their study, gestures were
produced in one condition and no gestures were produced in
the other condition. Participants in the gesture condition rec-
ollected more information than the other condition (Cutica &
Bucciarelli, 2008).

Furthermore, there are some studies that have looked into
if co-speech gestures only benefit comprehension and recol-
lection of specific information in a narrative, that is, details,
or if they are beneficial for all information in a narrative,
that is, general information. For instance, Bharadwaj, Dar-
gue, and Sweller (2022) pointed out that some studies have
looked into recalling general information, where the partici-
pants were asked questions like “Tell me everything you re-
member”. Bharadwaj et al. (2022) discussed that there are in-
conclusive results regarding the recollection of general infor-
mation. The studies conducted by Bharadwaj et al. (2022);
Dargue and Sweller (2020); Dargue et al. (2019); Macoun and
Sweller (2016) however, concluded that gestures mostly im-
prove specific information with accompanying gestures (the
questions about specific information, were open-ended, for
example, “What did they do?”), but there can be a potentiality
to recall general information. Bharadwaj et al. (2022) study
looked into if producing gestures at encoding (the listener
produced gestures while listening) could benefit both specific
and general recall. Bharadwaj et al. (2022) concluded that
the participants were better at recalling specific information
rather than general information. Dargue et al. (2019) meta-
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analysis studied if observing gestures had similar results, that
is, if observing gestures benefits specific or general informa-
tion. In their meta-analysis, they concluded that observing
gestures benefit comprehension and recollection regardless
if the information is specific or general. However, they dis-
cussed that gestures only benefit general questions in some
cases (Bharadwaj et al., 2022; Dargue & Sweller, 2020; Dargue
et al., 2019; Macoun & Sweller, 2016).

In short, gestures affect comprehension and recollection,
and when gestures are produced or observed people can re-
call more of the verbal information than they would without
gestures (Bharadwaj et al., 2022; Cameron &Xu, 2011; Dargue
et al., 2019; Hostetter, 2011; Overoye & Storm, 2019).

Social robots

As mentioned previously, humanoid robots are designed for
interaction (Baxter, Kennedy, Senft, Lemaignan, & Belpaeme,
2016; deWit et al., 2023; Fong et al., 2003; Saunderson &Nejat,
2019). Robots have an embodied presence, similar to humans,
and since social robots have an embodied physical presence
that have an affordance1 for social interaction. Robots have
similar non-verbal cues as humans since robot also have an
embodied presence, like humans have (Baxter et al., 2016; de
Wit et al., 2023; Michaelis & Di Canio, 2022; Saunderson &
Nejat, 2019). Robots’ gestures, gaze, and proximity can af-
fect how humans interact with and perceive them, in a wide
range of situations and domains. Studies of embodied cog-
nition have shown how important non-verbal communica-
tion can be (Bartneck et al., 2020; Baxter et al., 2016; Broad-
bent, 2017; de Wit et al., 2023; Fong et al., 2003; Michaelis
& Di Canio, 2022; Robins, Dautenhahn, te Boekhorst, & Bil-
lard, 2003; Saunderson & Nejat, 2019; Van den Berghe et al.,
2019), therefore robots’ communicative effects are of interest
to study.

Furthermore, humans anthropomorphize robots, which
means that we perceive them as having human behavior, such
as social and communicative behavior. For example, move-
ments that are similar to gestures produced by robots will be
perceived as the same gestures produced by a human (de Wit
et al., 2023; Fink, 2012; Huang & Mutlu, 2013; Saunderson &
Nejat, 2019; Stiefelhagen et al., 2004).

Robots’ embodiment and their co-speech gestures have an
impact on comprehension and memory recollection. There
have been several studies that have shown that robots im-
prove children’s vocabulary and language comprehension,
some of these studies have used gestures, but not all (Bel-
paeme, Kennedy, Ramachandran, Scassellati, & Tanaka, 2018;
de Wit et al., 2023; Saunderson & Nejat, 2019; Vogt et al.,
2019). Similar experiments have been conducted on adults,
who improved the same skills as the children. An embod-
ied agent (robot) increased listeners’ learning and compre-
hension better than a computer screen or similar device, in
a wide range of domains, such as language learning, second-
language learning, mathematics, and social skills. In short,
robots have an impact on human communication similar to
human-human-based communication (Baxter et al., 2016; Bel-
paeme et al., 2018; de Wit et al., 2023; Kennedy, Baxter, &
Belpaeme, 2015a, 2015b; Kennedy, Baxter, Senft, & Belpaeme,

1“The term affordance refers to the relationship between a psychical ob-
ject and a person (or for that matter, any interacting agent, whether animal
or human or even machines and robots). An affordance is a relationship
between the properties of an object and the capabilities of the agent that
determine just how the object could possibly be used.” (Norman, 2013, p.11)

2016; Robins et al., 2003; Saunderson & Nejat, 2019; Van den
Berghe et al., 2019; Vogt et al., 2019).

Most studies on robots producing gestures have focused
on simple sentences and not a complex story, unlike much
of gesture-based studies have done. For complex stories
see for example Bharadwaj et al. (2022); Dargue and Sweller
(2018a, 2018b, 2020); Kartalkanat and Göksun (2020), and for
robot gestures studies see for example Bremner and Leonards
(2016); Cabibihan, So, and Pramanik (2012); Van Dijk, Torta,
and Cuijpers (2013). In Bremner and Leonards (2016) study
participants saw iconic gestures produced by either a human
or a robot. These gestures accompanied verbal communica-
tion in the form of simple sentences (for example “I played
chess”). Gesture comprehension was tested, which means,
that participants was tested if they could comprehend the
gesture produced. In the study, they concluded that partic-
ipants could identify the robot’s gestures. However, partic-
ipants were better at identifying human gestures than robot
gestures (Bremner & Leonards, 2016).

Similar results were found in Cabibihan et al. (2012) study.
The study used a humanoid robot that produced gestures
and studied if participants could comprehend these gestures.
Cabibihan et al. (2012) used iconic gestures produced by ei-
ther a human or a robot and then asked the participant if
they could comprehend the gestures. Half (eight) of the ges-
tures produced by a human were comprehended by the par-
ticipants, and six of the comprehended gestures were also
comprehended in the robot gesture condition (Cabibihan et
al., 2012). Humans perceive and comprehend robot gestures
in a similar way as human gestures. However, as previously
mentioned, studies on robot gestures have mostly used short
sentences. The only study found with a more complex story
did not yield the same results as previous human-human
gesture studies (Bremner & Leonards, 2016; Bremner et al.,
2009; Bremner, Pipe, Melhuish, Fraser, & Subramanian, 2011;
Cabibihan et al., 2012; Stolzenwald & Bremner, 2017; Van Dijk
et al., 2013), which will be discussed in a later section.

So it seems that humans perceive human and robot ges-
tures in a similar way and that humans and robots have simi-
lar gestural behavior. There are however questions regarding
the perception of gestures; what is the difference between a
gesture and other hand movements? Are the beneficial ef-
fect of gestures dependent on how we recognize and perceive
them? In the next section, these questions will be discussed.

Different types of gestures

It is important to note that gestures are intentional, goal-
directed movements, but not all movements are gestural
(Kendon, 1994; Novack, Wakefield, & Goldin-Meadow, 2016).
Novack et al. (2016) conducted an experiment with object-
oriented movements and gestures. The participants watched
a silent video recording of a person either manipulating an
object with their hand (touching it), doing the same move-
ment but without an object, or doing the movement above the
object. The study concluded that the participants could dis-
tinguish what movements were object-orientated and what
movements were gestural (Novack et al., 2016).

Novack et al. (2016) study showed that the gestures we
observe form our way to think and communicate with each
other. This can be seen in a study by Holler andWilkin (2011).
The study concluded that a speaker’s gestures are observed
and sometimes reproduced by the listener. An example of a
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gesture from their study is a speaker flapping their arms to
refer to a figure similar to a bird. These gestures were repro-
duced by the listener when they communicated about this fig-
ure back to the listener. These mimicry movements enhance
our communication since the speaker and listener establish a
mutually shared understanding (Holler & Wilkin, 2011).

Gestures, as mentioned before, aid our comprehension be-
cause of the additional information. For instance, deictic ges-
tures aid our spatial communication due to the spatial in-
formation produced by the gestures (Austin & Sweller, 2014;
Austin, Sweller, & Van Bergen, 2018). Different gestures have
different results on comprehension. For example, beat ges-
tures have shown mixed results on comprehension, some ex-
periments with beat gestures have shown improvement in
comprehension, and some have not. Deictic, iconic, and
metaphoric gestures seem to have an effect on comprehen-
sion and memory recollection (Aussems & Kita, 2019; Austin
et al., 2018; Dargue et al., 2019; Hostetter, 2011). However,
these gestures are produced spontaneously and often mixed
with each other in the same sentence. These gestures also
carry specific semantic information, that is, meaningful in-
formation for the speaker and the listener (Aussems & Kita,
2019; Austin & Sweller, 2014; Austin et al., 2018; Dargue et al.,
2019; Hostetter, 2011; McNeill, 1992).

As mentioned before, deictic gestures mostly convey spa-
tial information, like pointing to an object, however, they also
require spatial information. Metaphoric gestures are gestures
that represent abstract concepts, but these risk losing their
meaning since they depend on the speaker’s intention and
the listener’s interpretation, for example moving your hands
apart to describe “space”, which can refer to personal space,
outer space, or as a distance. Iconic gestures are gestures
that depict psychical phenomena such as pulling your hands
over your head to show putting on a hat. Iconic gestures are
easy to comprehend and encode, due to their clear semantic
meaning. Iconic gestures do not require any spatial informa-
tion and they are less dependent on interpretation compared
to metaphoric gestures, that is, iconic gestures are less de-
pendent on context (Aussems & Kita, 2019; Austin & Sweller,
2014; Austin et al., 2018; Cassell et al., 1999; Dargue et al., 2019;
Hostetter, 2011; Kendon, 1980; McNeill, 1992).

How deictic, iconic, and metaphoric gestures contain se-
mantic meaning and how we define and perceive the infor-
mation depends on if the gestures are redundant or non-
redundant. An example of a non-redundant gesture is indi-
rect request as studied in Kelly et al. (1999) where pointing
at a window and saying “I’m getting hot”. In this example,
listeners are unable to interpret the whole meaning without
gestures and speech. If the gestures contain new semantic
meaning not produced in the accompanying verbal informa-
tion this is a non-redundant gesture. If the gesture contains
the same information as the verbal information then it is re-
dundant (Cassell et al., 1999; Dargue et al., 2019; Hostetter,
2011; Kelly et al., 1999).

As previously mentioned, non-redundant gestures contain
semantic information that is not present in the verbal in-
formation. Non-redundant gestures give the listener con-
textual meaning of verbal communication. However, there
are some instances where gestures could be confusing for
the listener. The gesture and the verbal communication can
be mismatched or incongruent. A mismatched/incongruent
gesture has either no semantic relation to verbal communi-
cation or is simply incorrect, like saying “putting on a hat”

but gesturing “putting on pants”. Atypical gestures are ges-
tures that are produced less frequently, or gestures that are
produced too early or too late compared to the accompa-
nying verbal communication. Matched gestures (also called
congruent) are gestures produced with a clear semantic rela-
tion to verbal communication. Typical gestures are produced
more frequently, for instance, saying “They played a game”
and gesturing to throw a basketball. Non-redundant gestures
can be both congruent and incongruent, while a redundant
gesture is often congruent (except if a listener interprets it
faulty). As previously mention, redundant gestures contain
the same semantic meaning in both the verbal communica-
tion and the accompanying gesture, which means, redundant
information (Cassell et al., 1999; Dargue & Sweller, 2018b;
Hostetter, 2011; Hostetter & Alibali, 2011; Kelly, Kravitz, &
Hopkins, 2004; Kelly, McDevitt, & Esch, 2009; McKern, Dar-
gue, Sweller, Sekine, & Austin, 2021; McNeil, Alibali, & Evans,
2000; McNeill, 2005).

Several studies have looked into the different types of ges-
tures; typical, atypical, congruent, in-congruent, redundant,
and non-redundant gestures (Dargue et al., 2019; Hostetter,
2011). Macoun and Sweller (2016) conducted a study where
both redundant and non-redundant gestures were produced
by a narrator telling a story. They found that children observ-
ing non-redundant and redundant gestures both improved
comprehension of the narration compared to no gestures and
beat gestures with the same narration. However, the exper-
iment had no separate condition for non-redundant and re-
dundant gestures (Macoun & Sweller, 2016).

In Dargue and Sweller (2018a) study they used iconic
gestures that they classified as reinforcing or contradic-
tory. A video of a narrated story with either iconic ges-
tures or beat gestures was presented to children. Dargue and
Sweller (2018a) concluded that iconic reinforcing gestures im-
proved children’s comprehension, and that contradictory ges-
tures had no significant effect on comprehension (Dargue &
Sweller, 2018a).

Hostetter (2011) conducted a meta-analysis that studied if
either non-redundant or redundant gestures benefited the lis-
tener more. The meta-analysis drew the conclusion that non-
redundant gestures have a bigger effect on listeners’ com-
prehension. Hostetter (2011) argued that this benefit exists
due to non-redundant gestures provides new information.
However, the author pointed out that the difference between
non-redundant and redundant gestures is not entirely clear
(Hostetter, 2011).

In a later meta-analysis conducted by Dargue et al. (2019),
they concluded that no matter what type of gestures (re-
dundant or non-redundant, congruent or incongruent, typ-
ical or atypical), the gestures still improve comprehension
and recollection. Furthermore, they concluded that deic-
tic, metaphoric, and iconic gestures improved comprehension
and recollection. Beat gestures were shown to have less im-
pact on comprehension and recollection. They didn’t make a
full meta-analysis of beat gestures but pointed out that later
published articles seemed to conclude that even beat gestures
improve comprehension (Dargue et al., 2019).

Overall, no matter the gesture type, gestures have been
shown to improve comprehension and recollection of the in-
formation given. Congruent gestures have been shown to af-
fect comprehension and recollection more compared to in-
congruent gestures (Cassell et al., 1999; Dargue et al., 2019;
Hostetter, 2011). Furthermore, non-redundant gestures seem
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to have a higher risk of being misinterpreted compared to re-
dundant gestures. In the next section the research question,
experimental conditions, and hypothesis will be discussed.

This thesis

The purpose of the thesis is to investigate whether gestures
have an impact on the comprehension and recollection of a
narrative story and whether the agent performing these ges-
tures plays a significant role on the impact of comprehension
and recollection. In previous studies with robot gestures, the
focus has been mostly on iconic, deictic, and beat gestures
in simple sentences (Bremner & Leonards, 2016; Bremner et
al., 2009; Cabibihan et al., 2012; Stolzenwald & Bremner, 2017;
Van Dijk et al., 2013). In Bremner et al. (2011) a similar setting
to this thesis can be found. In Bremner et al. (2011) experi-
ment, participants viewed a humanoid robot telling a story
that either produced gestures or did not produce gestures.
The story regarded information about their laboratory and
the robot produced both beat and what they called represen-
tational gestures. However, the results indicated that there
were no significant differences in recollection between the
gesture and no-gesture conditions (Bremner et al., 2011).

This thesis aimed to conduct similar experimental condi-
tions as described in for instance Bremner et al. (2011); Dar-
gue and Sweller (2018b, 2020) but also from further similar
experiments studied in Dargue et al. (2019); Hostetter (2011)
where the narration is more complex than simple sentences
(Bremner et al., 2011; Dargue & Sweller, 2018a, 2018b; Dargue
et al., 2019; Hostetter, 2011).

Since humans are used to seeing human speakers produc-
ing gestures or not, and these observed gestures improve
comprehension and recollection, is this also true for robots?
To answer this question, a defined setting was created with
the use of congruent redundant, iconic gestures, and two de-
ictic gestures (up and down). Another effect that this the-
sis studied was if observing gestures affected comprehension
and recollection of specific or general information. This ef-
fect was studied, separately from the hypotheses. In Dargue
et al. (2019) meta-analyses they concluded that observing ges-
tures had an effect on recalling both specific information and
general information in a narrative, but that gestures benefited
comprehension and recollection of specific information more
than general information. This thesis, therefore, used open-
ended questions both for information with accompanied ges-
tures (gesture-related questions), and without accompanied
gestures (no-gesture-related questions).

The research question this thesis aimed to answer were:

• Do co-speech gestures produced by a human or a robot
affect memory recollection and comprehension of a nar-
rative story in a similar way to each other?

In this context, “a similar way” means that the listener
should have similar benefits in comprehension and recollec-
tion. This was investigated by scoring participants’ answers
regarding the narrative. Participants should score similarly in
the conditions with gestures, regardless of the narrator, and
the same for the condition without gestures.

To investigate the research question and the hypothesis
four different experimental conditions were created (see Ta-
ble 1).

The research question entailed three hypotheses:

Table 1. Experimental conditions

Condition 1 Robot narrator without gestures
Condition 2 Robot narrator with gestures
Condition 3 Human narrator without gestures
Condition 4 Human narrator with gestures

H1 The listener should score similarly in the no-gestures
conditions regardless of the narrator

H2 The listener should score similarly in the gestures con-
ditions regardless of the narrator

H3 The participants in the gestures conditions should score
higher compared to the no-gesture conditions regardless
if the narrator is a human or a robot

This experiment used video recordings to ensure that all
participants received the same information, which ensured
that all conditions could be equally compared to each other.

3 Method
The experiment utilized a between-subject design, with each
participant being assigned to watch only one of the four dif-
ferent videos. Each video contained the same story. The dif-
ferent videos correlate to the conditions seen in Table 1 (Video
1 correlates to Condition 1, and so on, see Figure 2). The par-
ticipants were told to pay attention to the narrator but were
not informed of the purpose of the questionnaire until they
were debriefed after answering the questionnaire.

The narrative story is about Sara who is late for work. The
story contains key plot moments that have accompanied ges-
tures or not, depending on the condition. These plot mo-
ments were used as a base for the questions the participants
answered. The story was roughly 1 minute and 50 seconds
long and it is in Swedish. Open-ended semantic questions
were asked, such as “What was the name of the main charac-
ter in the story?”, or “How did the main character get on the
bus?”. In total there were 21 questions, of these questions,
13 were directly related to a semantic congruent redundant
gesture (gesture-related question), and 8 questions were un-
related to a co-speech gesture (no-gesture-related question).
The gesture-related questions were of the type: “What did the
main character do first before she sat down in her room?”,
“How did the main character greet the receptionist?”. The
no-gesture-related questions were of the type: “What was the
name of themain character in the story?”, “What daywas it?”.

The same voice is utilized in all videos. Videos 1 and 3
contain identical voice recordings, and Video 2 and 4 contain
identical voice recordings. The videos were recorded in the
Cognitive Robotics Lab at Lund University. All videos con-
tained the narrator (human or robot) behind a white round
table and with a neutral grey background, which ensured that
there were no visual distractions. In the gestures conditions,
the narrators’ hands were placed on the table, so that the
hands could easily be seen. For the no-gesture conditions,
the arms of both narrators were kept at the side and did not
move, but the table was still there (see Figure 2).

The gestures produced in the experiment were selected to
be appropriate for the story and to align with the physical
capabilities of the robot. These gestures were executed at
specific points in the plot, as mentioned before, and similar
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Figure 2. The videos that correlate to the experimental condition

gestures were used by both the robot and the human narra-
tor. The primary constraint of the robot’s movement is the
restricted degrees of freedom. Epi’s arms are equipped with
five degrees of freedom, with three in the shoulder, one in the
elbow, and one in the wrist. Epi has one degree of freedom in
the torso. The torso can move along its central axis, meaning
it can rotate sideways. The head has two degrees of freedom
and can tilt and pan (Johansson et al., 2020). These limitations
had to be accounted for in the human narrator settings so the
conditions could be similar.

The movements that Epi produced were created via pup-
peteering, meaning that the researcher moved the robot and
its joints to produce the gestures. These movements were
recorded via a digital platform running the Ikaros system that
controls the robot, the digital platform communicates back to
Epi (Balkenius, Morén, & Johansson, 2007; Balkenius, Morén,
Johansson, & Johnsson, 2010; Johansson et al., 2020). Epi also
has LED lights. To create similarity between conditions, the
mouth lights up at random intervals to simulate speaking.
The intervals were also created via puppeteering.
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Table 2. Participants in the experimental conditions.

Video Participants MeanAge SDAge Male Female Non-binary
Video 1: Robot narrator without gestures 25 35 (range 19-69) 14.6 11 13 1
Video 2: Robot narrator with gestures 25 33 (range 20-68) 9.0 13 11 1
Video 3: Human narrator without gestures 26 38 (range 18-73) 15.4 17 8 1
Video 4: Human narrator with gestures 27 33 (range 19-64) 11.8 11 16 0

Pilot

A pilot study was conducted for two reasons; first to make
sure the robot’s behavior and gesturing were perceived as
human, and second to see if the story or gestures needed
changes. The pilot ensured that the experimental design was
sound. The pilot was conducted on eight people, two partic-
ipants in each of the four conditions. The questionnaire was
created in Google Forms (Google , n.d.). The robot narrator’s
gestures were perceived as similar to the human narrator’s
gestures by the participants. No statistical analysis was con-
ducted on the data from the pilot. The story and the gestures
were rewritten since some of the gestures produced did not
correspond to the story or were non-redundant or similar.

Experiment

Theexperimentwas conducted online via a questionnaire cre-
ated in Psytoolkit (Stoet, 2010, 2017). The questionnaire was
programmed so that the videos could only be seen once in
the questionnaire. The videos were uploaded on YouTube
(Youtube, n.d.). After the video, the questions were presented
to the participants one at a time. Participants answered via
written form in the questionnaire instead of multiple choices
answers so the participants could not answer correctly by ac-
cident. The answers were later graded with scores. The max
score was 42, and the questionnaire contained 21 questions
regarding the story (see Appendix for URLs, script, and ques-
tionnaire)

Participants

Swedish-speaking participants were recruited via email cor-
respondence to teachers, doctorates, professors, et cetera at
the university level, from several universities in Sweden and
over several subject fields, for instance, linguistics, infor-
mation technology, psychology, and cognitive science. Fur-
ther participants were recruited via friends, family, Facebook
(Meta Platforms, n.d.), posting the questionnaire on Survey-
Circle (SurveyCircle, n.d.), posting the questionnaire on Ac-
cindi (Accindi, n.d.), and finally, flyers were handed out over
several weeks to people on the campus of Lund University. In
total in the experiment, there were 126 participants, 23 par-
ticipants were excluded since they did not answer all ques-
tions. In total, 103 participants completed the questionnaire
(MeanAge = 35, age range 18-73, SDAge = 14), 52 identified
as male, 48 identified as female, and 3 identified as non-binary
(see Table 2). Participants did not receive any compensation
except for a few points on SurveyCircle.com (SurveyCircle,
n.d.).

Grading

The grading was conducted by sorting answers alphabetically
without the researcher knowing which of the videos the par-
ticipants had viewed. Every sequential question was also

sorted alphabetically to further increase a fair grading and to
further differentiate participants. Participants could receive
2,1, or 0 points. 2 points were given to correct and compa-
rable answers. An example of a question used was “How did
the main character get on the bus?”. The correct answer was
“forcing the doors open” which would be 2 points, but the
participants also got 2 points for “forces” but also for “pulls”
or similar synonyms. Categorical answers on the same ques-
tion such as “violently” got 1 point, and 0 points for faulty
answers or “I don’t remember”. 10% of the data were graded
by another party to ensure grading was fair and conducted
properly. Grading by both parties was identical.

Second experiment

The second experiment was conducted directly after the par-
ticipant had answered the narrative questions, in the same
questionnaire created in Psytoolkit (Stoet, 2010, 2017). This
experiment was conducted to see if participants perceived the
gestures used by the human and robot narrator as natural or
not. The video contained both the human and robot narra-
tor, in a split-screen video, so participants viewed both nar-
rators at the same time producing the same gestures. After
the video, participants graded how natural or unnatural the
human and robot narrator was. A 1-5 scale was used where 1
was “Very unnatural” and 5 was “Very natural”. The same
scale was used for both narrators. Participants were then
asked to comment onwhat kind ofmovements seemed unnat-
ural/natural or if it was noticeable that the robot did not move
in the same way as the human. In total, there were seven
questions regarding the comparison video (See Appendix).

4 Results
Statistical analyses

All analyses were conducted in RStudio (RStudio Team, 2020)
running R 4.2.3 (R Core Team, 2021) and all analyses were
done using Bayesian linear regression models.

The experiment contained three dependent variables:

• Total Sum (ST): the total amount of points participants
received (SG and SNG)

• Sum of gesture (SG): the total amount of points partici-
pants received in the gesture-related questions

• Sum of no-gestures (SNG): the total amount of points
participants received in the questions that were not re-
lated to gestures

The conditions and demographic information (age and gen-
der) were the independent variables.
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Analysing the hypotheses

The results from the questionnaire were summed (ST) and an-
alyzed against the condition. The results from the Bayesian
model are displayed in Table 3 and plotted in Figure 3. The
score for participants that viewed Video 2 was 6.75 (CI 95%
[3.02, 10.50]) points higher than for Video 1. The score for
Video 3 was 2.56 (CI 95% [-6.23, 1.26]) points lower than for
Video 1. Finally, Video 4 scored 5.82 (CI 95% [2.13, 9.59])
points higher than Video 1. The posterior distribution was
100% positive indicating high confidence in the results.

Table 3. Fitted values for summed total (ST), credible intervals
(CI), and standard deviation (SD) for the summed total score
per video

Video ST CI 95% SD
Video 1 27.65 25.03, 30.27 6.47
Video 2 34.38 31.80, 37.01 6.47
Video 3 25.04 22.51, 27.60 6.49
Video 4 33.51 30.91, 35.94 6.93

Figure 3. Difference in the scoring sum total (ST) between
videos

As seen in Table 3 and Figure 3, listeners scored similarly
in the no-gesture conditions meaning hypothesis 1 (which as-
sumed listeners should score similarly in the no-gesture con-
dition regardless of the narrator) found support. Further-
more, hypothesis 2 (which assumed listeners should score
similarly in the gesture conditions regardless of the narrator)
found support. As seen in Table 3 and Figure 3 the gesture
conditions scored significantly higher than the no-gesture
conditions, which means that hypotheses 3 (which assumed
that participants in the gesture conditions should score higher
compared to no-gesture conditions regardless of the narrator)
also found support. There is an overlap in the credible inter-
vals for the gesture conditions between the narrators and the

same for no-gesture conditions. However there is less cred-
ible interval overlap between human and robot narrators in
the no-gesture conditions, meaning that there is an uncertain
indication for a possible greater effect of the robot narrator,
these indications for a possible effect will be discussed later.

Further analyses

Further analyses were conducted to see if the score for
gesture-related questions (SG) and score for no-gesture-
related questions (SNG) improved depending on which con-
ditions the participant viewed. This analysis was conducted
to see if gestures could increase comprehension and recollec-
tion of specific information or general information. The re-
sults from gesture-related questions were summed (SG) and
analyzed against the condition.

Table 4. Fitted values for summed gesture-related score (SG),
credible intervals (CI), and standard deviation (SD) for the
summed gesture-related score per video

Video SG CI 95% SD
Video 1 13.96 11.88, 16.03 4.27
Video 2 19.84 17.88, 21.91 5.26
Video 3 11.89 9.90, 13.93 5.29
Video 4 19.19 17.18, 21.09 5.47

Figure 4. Difference in the scoring (SG) between videos

The results are displayed in Table 4 and plotted in Figure
4. The score indicated a significant difference between ges-
ture conditions and no-gesture conditions. The score for the
gesture-related questions for participants that viewed Video
2 was 5.94 (CI 95% [3.09, 8.73]) points higher than for Video
1. The score for Video 3 was 2.04 (CI 95% [-4.89, 0.89]) points
lower than for Video 1. Finally, Video 4 scored 5.22 (CI 95%
[2.34, 8.05]) points higher than Video 1. The posterior distri-
bution was 100% positive indicating high confidence in the
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results. In this analysis, there is a similar overlap in credi-
ble intervals for the gesture and no-gesture conditions as in
the sum total. There is also less overlap in the credible inter-
vals for no-gesture conditions, meaning that participants did
not score too differently from each other within the condi-
tions with or without gestures. But there are indications of
an uncertain effect for the lower score for participants in the
human narrator conditions, here as well.

The results from no-gesture-related questions were
summed (SNG) and analyzed against the condition. The
results are displayed in Table 5 and plotted in Figure 5. The
score for participants that viewed Video 2 was 0.27 (CI 95%
[0.50, -0.73]) points higher than for Video 1. The score for
Video 3 was 1.08 (CI 95% [-2.06, -0.14]) points lower than for
Video 1, and finally, video 4 scored 0.05 (CI 95% [-0.92, 1.02])
points higher than Video 1. The posterior distribution was
100% positive indicating high confidence in the results.

Table 5. Fitted values for summed no-gesture-related score
(SNG), credible intervals (CI), and standard deviation (SD) for
the summed no-gesture-related score per video

Video SNG CI 95% SD
Video 1 14.23 13.57, 14.92 3.31
Video 2 14.52 13.82, 15.20 1.53
Video 3 13.15 12.48, 13.83 1.82
Video 4 14.29 13.62, 14.96 1.83

Figure 5. Difference in the scoring of sum no-gesture (SNG)
between videos

As can be seen in Table 5 and in Figure 5 the score and cred-
ible intervals overlap heavily between all conditions (mean-
ing no significance difference) except for Video 3, which had
less overlap, compared to the other conditions. There are
therefore strong indications that participants in Video 3 (hu-
man without gesture condition) could have had an effect on

why they scored lower on the no-gesture-related questions
compared to the other conditions. However, since the credi-
ble interval overlaps the other conditions, there is an uncer-
tainty of this effect.

Demographic effects

Further Bayesian linearmodelswere conducted to analyze de-
mographic effects. Gender and age had no effect on any of the
dependable variables (ST, SG, SNG).

Second experiment: Analysing perception of movements

The analysis of the second experiment was conducted to see
if the movements of the robot and human narrator were per-
ceived as natural or not. Participants that viewed Video 1
graded the robot narrator 3.08 (CI 95% [2.72, 3.44]) out of 5.
Participants that viewed Video 2 graded the robot 0.60 (CI
95% [0.09, 1.11]) higher compared to Video 1. Participants
that viewed Video 3 graded the robot 0.57 (CI 95% [0.06, 1.09])
higher compared to Video 1. Participants that viewed Video
4 graded 0.59 (CI 95% [0.08, 1.09]) higher compared to Video
1. There is a heavy overlap in the credible intervals between
conditions, meaning that there was no significance between
conditions (see Table 6). Posterior distribution was 100% pos-
itive.

Table 6. Fitted values for perception of robot narrator (RN),
credible intervals (CI), and standard deviation (SD) for the par-
ticipants grading of robot narrator per video

Video RN CI 95% SD
Video 1 3.08 2.73, 3.44 0.85
Video 2 3.69 3.31, 4.05 0.78
Video 3 3.65 3.30, 4.02 0.79
Video 4 3.67 3.30, 4.01 0.76

Participants that viewed Video 1 graded the human narra-
tor 3.76 (CI 95% [3.39, 4.12]) out of 5. Participants that viewed
Video 2 graded the human 0.24 (CI 95% [-0.26, 0.75]) higher
compared to Video 1. Participants that viewed Video 3 graded
the human 0.02 (CI 95% [-0.51, 0.48]) lower compared to Video
1. Participants that viewed Video 4 graded 0.09 (CI 95% [-0.42,
0.60]) higher compared to Video 1. There is a heavy overlap in
the credible intervals between conditions (see Table 7). Pos-
terior distribution was 100% positive, indicating high confi-
dence in the results, meaning that there was no significance
between conditions.

Table 7. Fitted values for the perception of the human narrator
(HN), credible intervals (CI), and standard deviation (SD) for
the participants grading of human narrator per video

Video HN CI 95% SD
Video 1 3.76 3.37, 4.11 0.83
Video 2 4.00 3.66, 4.35 0.76
Video 3 3.74 3.49, 4.19 0.87
Video 4 3.84 3.39, 4.09 0.75

Gender and age had no effect on the perception of the
movements of the human or robot narrators.

The participants also answered questions in written form
in the questionnaire , that regarded if and which gestures
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seemed unnatural. On the question if the robot’s gestures
seemed unnatural, 42 people answered that they did not per-
ceive the robot’s movements as unnatural, the other most
common answers were the “mouth”, “circle”, “ball”, “run-
ning”, “little things”, and “details” and 8 people answered that
they perceived the robot’s movements as unnatural. Regard-
ing the human narrator and the same question, 46 people an-
swered that they did not perceive the human’s movements
as unnatural, the other most common answers were “circle”,
“ball”, “running” and that “the gestures were exaggerated”,
and 2 people answered that they perceived the human move-
ments as unnatural. Another question that the participant
answered regarded if the robot and human narrator seemed
to conduct the same movements. Here all participants ex-
cept for 4 answered some degree of yes. 58 people simply an-
swered “yes”, and the other participants answered “yes, mir-
rored sometimes”, “yes, but sometimes stuttered” and so on.
In the question regarding if it was noticeable that Epi could
not move in the same way as the human, (“Was it noticeable
that the robot could notmove in the sameway as the human”).
70 participants answered variants of “no”, for instance, “no,
but sometimes slower”, “no, but sometimes it was the wrong
hand”, and so on. 19 participants commented that it was no-
ticeable that the robot could not move in the same way as
the human, of these 9 participants answered simply “yes” and
the others “yes, it was the wrong hand, sometimes”, “yes, the
robot did not use their fingers”, and so on, the other partici-
pants either wrote “the robot was stiffer, but no”, “the robot
seemed to make the same movements” or “I don’t think so”,
“the head movements” and so on. Overall more participants
perceived that the movements between narrators were more
similar than not.

5 Discussion

The results found in this thesis supported all hypotheses, par-
ticipants scored similarly in the conditions with gestures re-
gardless of the narrator, the same applies to the conditions
without gestures. The participants also scored higher in the
gesture conditions compared to participants in the no-gesture
conditions.

There were also similar results in this thesis as with pre-
vious studies with robot gestures, see, for example, Bremner
and Leonards (2016); Bremner et al. (2009); Stolzenwald and
Bremner (2017) and Cabibihan et al. (2012). However, in this
thesis, compared to Bremner et al. (2011), the gesturing robot
improved the listener’s comprehension and recollection more
compared to the robot without gestures, thus finding different
results compared to Bremner et al. (2011). Possible explana-
tions for the results in this thesis, compared to Bremner et al.
(2011), can be the difference in the narrative content, online
instead of on-site, how the robot was perceived, and how the
gestures were performed.

Furthermore, there was no statistical significance between
participants regarding the human and robot narrator condi-
tions, which means that participants scored similarly within
the human and robot narrator conditions. However, there
is a small indication that participants in the robot narrator
conditions scored higher, especially in the conditions with-
out gestures, compared to the human narrator. There was
a strong indication of an effect in the scoring of the partic-
ipants in the human narrator without gesture condition, re-
garding the no-gesture related questions (SNG). Participants

scored lower in the human without gesture condition in the
questions regarding no-gestures (SNG) compared to the other
conditions. There can be several reasons for the difference
in scoring and the small indication that participants scored
higher in the robot condition. Possible explanations will be
discussed in the next sections, focusing on discussing the hy-
potheses first and later possible explanations for differences
between narrators.

Hypothesis 1

Hypothesis 1 (which assumed that the listener should score
similarly in the no-gesture conditions regardless of the narra-
tor) found support since the participant scored similarly in the
no-gesture conditions regardless of the narrator. The analy-
sis indicated no significant difference in scoring between the
robot and the human narrator in the no-gesture conditions.
As mentioned in the results, there is an overlap in credible
intervals between the conditions without gestures (see Table
3 and Figure 3). Participants still scored higher in the robot
narrator condition, indicating a possible uncertain beneficial
effect of the robot narrator compared to the human narrator
in the conditions without gestures.

Hypothesis 2

Hypothesis 2 (which assumed that the listener should score
similarly in the gesture conditions regardless of the narrator)
found support since the participant scored similarly in the
gesture conditions regardless of the narrator. The analysis in-
dicated no significant difference in scoring between the robot
and the human narrator in the gesture conditions. However,
the robot narrator conditions scored slightly higher compared
to the human narrator conditions. The differences between
human and robot narrator conditions scores are therefore of
interest to discuss, since the participants in the robot narrator
conditions scored higher than the participants in the human
narrator conditions. However, this effect is highly uncertain
since there is a heavy overlap it still indicated the possible or
potential beneficial effects of the robot narrator, compared to
the human narrator.

Hypothesis 3

Hypothesis 3 (which assumed that the participants in the
gestures conditions give a higher score compared to the no-
gesture conditions regardless of the narrator) was tested as
a replication from several similar studies, see for instance
Bharadwaj et al. (2022); Dargue and Sweller (2018a, 2018b);
Dargue et al. (2019); Hostetter (2011). This hypothesis was
tested to see if the experimental settings were sound. The
hypothesis found support, since the gesture conditions im-
proved the listeners’ comprehension and memory recollec-
tion more, no matter if the listener watched a human or a
robot narrator. Gestures did improve comprehension and rec-
ollection more compared to conditions without gestures (see
Table 3, and Figure 3). This thesis, therefore, had similar re-
sults compared to previous gesture studies.

Further analysis

The no-gesture and gesture-related questions were differen-
tiated to see if gestures improved the comprehension and
recollection of all narrative questions (general information)
or if co-speech gestures only improved comprehension and
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recollection of verbal information accompanied by co-speech
gestures (specific information). General and specific infor-
mation has been studied previously, for example, Bharad-
waj et al. (2022); Dargue and Sweller (2020); Dargue et al.
(2019); Macoun and Sweller (2016). Instead of using free re-
call (questions like “Tell me everything you remember”), this
thesis used different open-ended questions (see Appendix)
to differentiate between information accompanied by ges-
tures and information not accompanied by gestures. In the
gesture-related questions, participants in the gesture condi-
tions scored significantly higher than participants in the con-
ditions without gestures (see Table 4, and Figure 4). Partici-
pants in the gesture conditions improved comprehension and
recollection of specific information more than participants in
the conditions without gestures.

The no-gesture-related questions had a higher score in
the gesture condition compared to the no-gesture condition,
which indicated that gestures can improve recollection of
both general and specific information. The credible intervals
overlap, which means that this effect was uncertain. Even
heavier overlap is seen in the score of the participants in the
robot without gestures condition, since they scored so sim-
ilarly to the gesture conditions (see Table 5 and Figure 5).
However, participants in the human narrator without ges-
tures condition had lower scores in the sum of no-gesture,
compared to the other conditions. This difference is a strong
indication that there was an effect for the participants in the
human narrator condition without gestures, meaning there
could be an effect of why they scored lower regarding these
questions. In the next section, possible explanations for sim-
ilarities and differences between human and robot narrators
will be discussed.

Possible explanations

The results in the human and robot narrator conditions are
interesting, especially in the no-gesture-related questions. It
is unclear why the robot narrator conditions indicate an im-
proved effect on comprehension and recollection, and why
participants scored lower in the human narrator conditions.
A potential or possible explanation for the increased score in
the robot conditions could be a novelty effect. Baxter et al.
(2016); Kennedy et al. (2015a, 2015b, 2016); Van den Berghe et
al. (2019) all discuss that there is a novelty effect in human-
robot interaction and that robots can affect participants more
compared to things participants are used to, since interaction
with robots is a novelty.

Participants might be more engaged with the robot than
the human, especially if participants have never interacted
with a robot. This novelty effect can be a factor in why the
participants scored higher in the robot conditions, especially
for the no-gesture condition, since participants viewed one
of the four videos only once, thus never getting too accus-
tomed to the narrator. However, the novelty of a robot can
potentially have a negative effect on participants’ recollec-
tion, since they might be more focused on the robot than the
task at hand, as discussed by Kennedy et al. (2015b). This neg-
ative effect was not shown in the experiment in this thesis.
Nonetheless, the novelty effect could potentially be an influ-
ence on the participants’ higher scores in the robot condi-
tions.

Further possible or potential explanations for the differ-
ence in scoring between human and robot narrator conditions

could be that there is an “uncanny” effect in the human nar-
rator condition without gestures. Since humans use gestures
as an integrated part of communication (Clark, 1996; Goldin-
Meadow, 2003; Kendon, 2004; McNeill, 1992, 2005) it can be
uncanny, or weird, for the listeners to not see gestures, or
the listeners can be more skeptical towards a speaker without
gestures. However, previous research has made no remarks
about this, see for example, Dargue et al. (2019); Hostetter
(2011). Compare this behavior (not using gestures) with a
robot, where this behavior could be seen as more natural.
The listener could at least be more forgiving of the robot,
especially since the listeners are most likely unaware of the
robot’s degree of movement capabilities. Another possible
or potential explanation can be that Epi might look more hu-
man or be perceived as more human than previous robots, for
example, BERTI was utilized in Bremner et al. (2009, 2011).
BERTI was designed for gesturing but has no face. This
could be a factor in the communicative interaction since gazes
and facial expressions are an important part of human com-
munication (Cook & Fenn, 2017; Goldin-Meadow, 2003; Mc-
Neill, 1992). Furthermore, NAO that was used in Bremner
and Leonards (2016); Stolzenwald and Bremner (2017) is only
58cm tall Aldebaran (n.d.) and can be argued to be perceived
as more toylike than humanlike, due to its size. EPI was 101
cm in 2020 (Johansson et al., 2020) (no newer measurement
reported), so Epi’s size is more comparable to the human nar-
rator than NAO, meaning that Epi is most likely perceived as
more similar to humans since it both has a face and is big-
ger than NAO. It is important to note that both NAO and
BERTI have been shown to affect humans interacting with
them, (Baxter et al., 2016; Belpaeme et al., 2018; Bremner &
Leonards, 2016; Bremner et al., 2009, 2011; Saunderson & Ne-
jat, 2019; Stolzenwald & Bremner, 2017). However, since pre-
vious gesture studies have not reported an uncanny effect of
a speaker that do not produce gestures, and that robot has
shown results within gesture studies no matter size, or face,
these explanations are speculative at best.

Another possible or potential explanation for the similarity
in the conditions with gestures, and in the conditions with-
out gestures, could be that the gestures were produced in re-
gards to Epis movement capabilities. However, the gestures
themselves should not affect the difference in the conditions
too much, since they were similar, and it is unlikely that this
explanation answers to the difference in scoring within con-
ditions, or for the stronger indication of improvements for
participants in the robot narrator condition without gestures.

In conclusion, of the possible and potential explanations
mentioned in this section, the most reasonable explanation
for the differences in scoring by the participants in the hu-
man and robot conditions, is most likely the novelty effect.
The novelty effect has previously been shown to affect hu-
mans interacting with robots (Baxter et al., 2016; Kennedy
et al., 2015a, 2015b, 2016; Van den Berghe et al., 2019), and
it is a likely effect in the experiment in this thesis as well.
Other possible explanations can be the gestures themselves,
perceiving Epi asmore human, or other effects, such as partic-
ipants could have perceived Epi as having facial expressions
or gaze behavior.Nevertheless, the results found in this the-
sis support that robots and their gesturing have a similar ef-
fect on listeners’ comprehension and recollection as previous
human gesturing studies have established, see for instance
Aussems and Kita (2019); Austin and Sweller (2014); Church
et al. (2007); Dargue and Sweller (2018a, 2018b, 2020); Dargue
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et al. (2019); Hostetter (2011).

Limitations

The first limitation in this thesis regards the experiment,
specifically the gestures themselves. As previously men-
tioned, the gestures were created with regard to Epi’s limi-
tations, which could answer to why the score was so simi-
lar between the human and robot narrator. How participants
perceived the gestures could possibly have an effect on the
results. Although the analysis of the perception of gestures
indicates that people perceived the movements as more nat-
ural than unnatural. The comments also indicated that par-
ticipants did not differentiate between narrators too much.
In short, the narrators were viewed by most participants as
conducting similar movements. Regardless of these results,
there still existed a limitation in the gestures due to the limita-
tions of the robot, since the robot could not move in the same
way as the human narrator. However, the gestures produced
in the experiment in this thesis can still be regarded as typ-
ical, congruent, and redundant gestures, according to previ-
ous research, see for example Cassell et al. (1999); Dargue and
Sweller (2018a, 2018b); Dargue et al. (2019); Hostetter (2011);
Kelly et al. (2009); McKern et al. (2021); McNeil et al. (2000);
McNeill (2005).

Another limitation was that the experiment was online.
Participants were asked if they were alone or not, but other
than this no further questions regarding the location or set-
ting were asked. Several times in the questionnaire the par-
ticipants were prompted to be alone, but no control could
be done in this regard. Similarly, another limitation is that
the participants could open the videos in a new tab on their
browser and watch the video as many times as they wanted
on YouTube (Youtube, n.d.). However, the results did not indi-
cate that participants did so (only 3 participants got all ques-
tions right, these were in the gesture conditions, 2 in the hu-
man narrator condition, and 1 in the robot narrator condi-
tion).

Furthermore, the questionnaire was programmed so the
participants were forced into the narrative questionnaire after
being on the questionnaire page that contained the video af-
ter 2 minutes and 20 seconds. This ensured participants could
not view the narration several times, at least in the question-
naire. Despite the loss of control of the participants’ setting,
conducting this experiment online ensured that it reached as
many participants as possible.

Future research

Similar experiments as conducted in this thesis can be con-
ducted on-site. Similar gestures produced in this thesis, can
also be created by motion-capturing and could be played on
Epi or similar/different robots. Further testing on Epi or sim-
ilar robots regarding gesture comprehension, memory recol-
lection, or other skills and subjects can be conducted. For in-
stance, testing gestures’ effect with a robot on even longer
narratives, within mathematics, problem-solving, or other
fields. Testing can also be conducted with non-redundant
gestures, incongruent and/or atypical gestures, and further
testing of iconic, metaphoric, deictic, and/or beat gestures can
be conducted.

The novelty effect and other possible explanations for dif-
ferences in score should also be studied in future research.
Future research can include longer sessions with the robot or

some time to get familiar with the robot before the experi-
ments. Once the novelty effect wears off the results might
differ and human narrators and robot narrators could poten-
tially be more closely viewed. Nevertheless, future research
is needed since the results in this thesis support that humans
and robots have similar gestural effects on comprehension
and recollection in complex narrations.

6 Conclusion

This thesis has investigated if gestures and verbal communi-
cation produced by a human or a robot affect memory recol-
lection and comprehension of a complex narrative story in
a similar way. Since robots are an embodied social agent
they have a psychical affordance for social interaction. Stud-
ies within human-robot interaction have previously shown
that robots used in social interactions affect participants sim-
ilarly to human interaction. This thesis found that gestures,
regardless of whether a human or a robot narrator, affect the
listeners’ comprehension and recollection similarly. Gestures
have been shown to improve comprehension and recollection
and this thesis and its results are consistent with these previ-
ous findings. Co-speech gestures, even if produced by a robot
instead of a human, have similar improvements on the lis-
teners’ comprehension and recollection. There was a small
indication that the robot narrator affected the listener’s com-
prehension and recollection more than the human narrator,
and there was a stronger indication regarding the no-gesture-
related questions between the human and robot narrator. The
indications of participants scoring higher in the robot narra-
tor conditions could be because of a novelty effect or other
factors. More studies are needed to further study this effect.
In conclusion, this thesis found support that human and robot
narrators affected humans’ comprehension and recollection
in a similar way.
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8 Appendix
Video URL

Video URL
Video 1 https://youtu.be/cNxqyicxYrM
Video 2 https://youtu.be/g9xIHVXxUF4
Video 3 https://youtu.be/32kLo-Hoo8M
Video 4 https://youtu.be/JjPg4YCaUQc

Comparision https://youtu.be/AIr6jgp8oQ4

Table 8. Video URLs

8.1 Script (Swedish)

(bold) indicate gestures.

Hej! (Vinka) Jag ska berätta en historia. Det är viktigt att
du uppmärksammar vad som sägs.

Sara klär på sig och tittar på sin klocka (titta på klockan)
och inser att hon är sen till jobbet idag. Hon gör iord-
ning frukosten och kastar i sig flingorna (kasta i sig mat).
Hon skyndar sig sen genom hallen, hon smäller upp dörren
(smälla upp dörr), och låser den efter sig. Hon springer
(springa) efter bussen som precis ska åka iväg. Hon forcerar
(forcerar) upp dörrarna och lyckas gå på bussen. Busschauf-
fören skakar på huvudet (nej), men låter henne ändå åka med
bussen. Sara sätter sig ner och tittar ut genom fönstret, där
hon ser några barn lekamed en boll (boll). Tillslut närmar sig
bussen Saras kontorsbyggnad. Så fort bussen stannar så bör-
jar hon springa mot sitt jobb. När hon kommer fram så vinkar
(vinka) hon mot receptionisten utan att märka att disken är
tom. Efter att hon har gått in i hissen så klickar Sara frenetiskt
på hissknappen, men tappar sin mobil, hon plockar upp den
(plocka upp) och rycker till när hon ser vad klockan är. Så
fort hissdörrarna öppnas så springer (springa) Sara igenom
korridoren, det tar flera minuter innan hon inser att hon är på
fel våning. Sara vänder sig om så snabbt att hon nästan trillar
(trilla). Hon tänker att det går snabbare att ta trapphuset så
hon skyndar sig dit. På vägen hoppar hon över (hoppa över)
en dammsugare som står på golvet. Hon öppnar dörren till
trapphuset och tar två trappsteg i taget uppåt (upp). När hon
når rätt våning märker hon att ingen annan är där. Hon hin-
ner inte tänka på det, utan fortsätter till sitt rum. När hon
kommit fram så tänder hon lampan, och går runt (gå runt)
skrivbordet. Med en duns sätter hon sig ner (ner) i sin stol.
Hon torkar svetten ur pannan (torka svett ur panna) och
vänder uppmärksamheten mot sin dator. Så fort den startat
öppnar hon upp alla program. Hon har varken fått mail eller
meddelanden. Hon tycker att det är konstigt och tar upp sin
telefon (ta upp telefon). Till sin stora förvåning ser Sara att
hon tagit fel på dagen. Det är ju lördag.

8.2 Questionnaire (Swedish)

8.2.1 Narrative-questionnaire

(NG) = No-gesture related questions
(G)= Gestures related questions

1. Vad hette huvudpersonen i berättelsen? (NG)

2. Vad åt huvudpersonen i berättelsen? (G)

3. Hur öppnade huvudpersonen sin dörr? (G)

4. Låste huvudpersonen sin dörr? (NG)

5. Hur åkte huvudpersonen till jobbet? (NG)

6. Hur tog sig huvudpersonen in i bussen? (G)

7. Hur reagerade busschaufören när huvudpersonen gick
på bussen? (G)

8. Vad såg huvudpersonen i bussens fönster? (NG)

9. Vad lekte barnen med? (G)

10. Hur hälsade huvudpersonen på receptionisten? (G)

11. Var det någon i receptionen? (NG)

12. Vad tappade huvudpersonen i hissen? (NG)

13. Vad gjorde huvudpersonen så fort hon kommer ut ur
hissen? (G)

14. Vad var det som fick huvudpersonen att nästan trilla?
(G)

15. Vad hoppade huvudpersonen över i korridoren? (G)

16. I vilken riktning rörde sig huvudpersonen i trapphuset?
(G)

17. Vad gjorde huvudpersonen innan hon satte sig ner i sitt
rum? ((G))

18. Hur satte sig huvudpersonen ner? (G)

19. Vad gjorde huvudpersonen först efter att hon satt sig
ner? (G)

20. Vad märkte huvudpersonen när hon tittade på datorn?
(NG)

21. Vilken dag var det? (NG)

8.2.2 Perception-questionnaire

• Hur uppfattade du rörelserna?
Jag uppfattade rörelsena som roboten utförde som (skala
1-5):
1. Väldigt onaturliga
2. Ganska onaturliga
3. Varken eller
4. Ganska naturliga
5. Väldigt naturliga

• Hur uppfattade du rörelserna?
Jag uppfattade rörelsena som människan utförde som
(skala 1-5):
1. Väldigt onaturliga
2. Ganska onaturliga
3. Varken eller
4. Ganska naturliga
5. Väldigt naturliga

• Tyckte du att någon av rörelserna som roboten gjorde
verkade onaturliga? I såna fall vilka?
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• Tyckte du att någon av rörelserna sommänniskan gjorde
verkade onaturliga? I såna fall vilka?

• Verkade både roboten och människan utföra samma
rörelser? Skriv ner dina tankar oavsett vad du tycker.

• Märktes det att roboten inte kunde röra på sig på samma
sätt som människan?

8.3 Script (English, translated from the Swedish story)

Words in (bold) indicate gestures.

Hello! (Waving) I will tell you a story. It is important that
you pay attention to what is being said.

Sara gets dressed and looks at her watch (look at her
watch) and realizes that she is late for work today. She pre-
pares her breakfast and eats her cereal fast (eating cereal).
She then hurries through the hall, she slams open the door
(slam open door), and locks it behind her. She runs (run)
after the bus that is about to leave. She forces (forces) the
doors open and manages to get on the bus. The bus driver
shakes his head (no), but still let her ride the bus. Sara sits
down and looks out the window, where she sees some chil-
dren playing with a ball (ball). Finally, the bus approaches
Sara’s office building. As soon as the bus stops, she starts run-
ning towards her job. When she arrives, she waves (wave) at
the receptionist without noticing that the counter is empty.
After she enters the elevator, Sara frantically clicks the ele-
vator button, but drops her cell phone, she picks it up (picks
up) and flinches when she sees what time it is. As soon as
the elevator doors open, (run) Sara runs through the corri-
dor, it takes several minutes before she realizes that she is
on the wrong floor. Sara turns around so quickly that she al-
most falls (falls). She thinks it’s faster to take the stairwell, so
she rushes there. On the way, she jumps over (jump over)
a vacuum cleaner that is on the floor. She opens the door
to the stairwell and takes two steps at a time upwards (up).
When she reaches the right floor, she notices that no one else
is there. She doesn’t have time to think about it, but contin-
ues to her room. When she arrives, she turns on the lamp,
and walks around (walk around) the desk. With a thud, she
sits down (down) in her chair. She wipes the sweat from her
forehead (wipe sweat from her forehead) and turns her
attention to her computer. As soon as it starts, she opens all
programs. She hasn’t received any emails or messages. She
finds it strange and picks up her phone (pick up phone).
Much to her surprise, Sara sees that she got the day wrong.
It’s Saturday.

8.4 Questionnaire (English)

8.4.1 Narrative-questionnaire

(NG) = No-gesture related questions
(G)= Gestures related questions

1. What was the name of the main character in the story
(NG)

2. What did the main character in the story eat? (G)

3. How did the main character open their door? (G)

4. Did the main character lock their door? (NG)

5. How did the main character get to work? (NG)

6. How did the main character get on the bus? (G)

7. How did the bus driver react when the main character
got on the bus? (G)

8. What did the main character see in the window of the
bus? (NG)

9. What did the children play with? (G)

10. How did the main character greet the receptionist? (G)

11. Was there anyone at the reception? (NG)

12. What did the main character drop in the elevator? (NG)

13. What did the main character do as soon as she got out
of the elevator? (G)

14. What made the main character almost fall ? (G)

15. What did the main character jump over in the hallway?
(G)

16. In which direction did the main character move in the
stairwell? (G)

17. What did the main character do before she sat down in
her room? ((G))

18. How did the main character sit down? (G)

19. What did the main character do first after she sat down?
(G)

20. What did the main character notice when she looked at
the computer? (NG)

21. What day was it? (NG)

8.4.2 Perception-questionnaire

• How did you perceive the movements?
I perceived the movements performed by the robot as
(scale 1-5):
1. Very unnatural
2. Quite unnatural
3. Neither natural or unnatural
4. Quite natural
5. Very natural

• How did you perceive the movements?
I perceived the movements that the human performed as
(scale 1-5:
1. Very unnatural
2. Quite unnatural
3. Neither natural or unnatural
4. Quite natural
5. Very natural

• Did you think any of the movements the robot made
seemed unnatural? If so, which ones?

• Did you think any of the movements the human made
seemed unnatural? If so, which ones?
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• Did both the robot and the human seem to perform the
samemovements? Write down your thoughts regardless
of what you think.

• Was it noticeable that the robot could not move in the
same way as the human?
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