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1. Research aims 

1.1 General introduction and Research aims 

Soil is one of the main pools of accessible terrestrial carbon; much of that carbon is in the arctic 

(Crowther et al., 2019). Since the scientific consensus on climate change was established, it has 

been a consideration of what becomes of this carbon when cold can no longer keep it from being 

decomposed (Schuur et al., 2015). The answer to this likely lies in the microbial community of 

these ecosystems, as decomposition is generally a microbially driven process (Lehmann and 

Kleber 2015). These communities are complex and foster a multifaceted interaction with many 

of the variables within the environment they are hosted in. Thus, in order to understand what 

becomes of the stored carbon in these systems, I need to understand the basics of these 

interactions.  

Moisture is a key factor in the regulation of microbial activity (Evans et al., 2022, Sierra et 

al., 2015). Both its quantity and periodicity can have massive effects on how microbes grow and 

what functionality they are capable of (Evans et al., 2022). Soils that are dried often adapt to 

have either resistance or resilience to such events. Subsequent rewetting can cause massive 

pulses of greenhouse gas emissions (Xu et al., 2004). These drying rewetting events strongly 

impact the future responses of soil to being rewetted after drying (Leizeaga et al., 2022). With 

the precipitation and temperature alterations that will be seen in the arctic and subarctic, more 

knowledge of how these soil microbial communities will be altered with them in terms of both 

their growth and respiration (Iovieno and Bååth 2008). As most literature in high latitudes has 

focused on temperature regulation of microbes and most studies on moisture dependance have 

taken place in arid or mid-latitude systems, this thesis aims to address the gap of; what occurs in 

microbial communities’ moisture response in high latitude systems when they are warmed.  

In this thesis, I examined how a history of warming has altered the microbial legacy and thus 

changed the response to future disturbances. I particularly interrogated a microbial community’s 

resistance to drought and resilience when rewetting. I investigated this using growth rate 

measurements and respiration to quantify how microbes used C by either binding it into biomass 

versus respirating it. Additionally, I looked at field data for moisture and temperature via on-site 
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sensors and field measurements to contextualize and explain the microbial response with 

previous history of moisture to specific sites. I expected that as soil was warmed in the summer 

soil microbial communities would be dried and thus microbial resistance and resilience would 

increase. I also expected soil microbial communities warmed in the winter to be wetter and less 

resistant and resilient than controls.  

2. Introduction and background 

2.1 Background and context of temperature 

Due to the large quantity of soil carbon (C) in the arctic and the fact that decomposition is often 

thermally limited in high latitude systems, understanding climate change’s effect on these 

systems will be paramount (Curtin et al. 2014, Crowther et al. 2019). With increasing 

temperature, the rate of decomposition by fungi, bacteria and other microbes will accelerate 

(Kätterer et al. 1998). To account for these anticipated changes in models and subsequent C 

budgets, a precise quantification of the decomposition processes in arctic and subarctic soils is 

required (Poppeliers et al. 2022). To do this, the microbial ecology underpinning decomposition 

must be understood both in terms of responses to temperature and the various secondary effects 

of temperature.  

The most obvious and direct effect of climate change is rising temperatures; which are 

expected to increase 2-5° C before the end of the century (IPCC 2021). The rate of warming 

since 1979 is nearly four times higher in the arctic compared to mid-latitudes (Rantanen et al. 

2022). Temperature limitation has allowed C to accumulate in the arctic over time as the cold 

temperature causes decomposition to be slower than the production from plants. However, as 

climate change affects the arctic, the microbial response within soil will determine the fate of this 

vast store of C (Crowther et al. 2019). With the arctic and subarctic being adapted to cold 

temperatures, microbial research in this arena is a critical piece of the C budget puzzle. With an 

increase in temperature, there is evidence that microbial activity will also accelerate; in fact 

temperature is one of the strongest predictors of microbial activity (Panikov 1999, Yuste et al. 

2007). Temperature is a major control for microbial activity because of the underlying 

mechanisms in biochemistry that govern life at a fundamental level. At lower temperature 
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ranges, the reactions that allow life to occur are halted but slowly increase again with warmth, 

because temperatures also increase the rate at which these biochemical reactions occur (Ritchie 

2018). Heterotrophic respiration generally increases along with microbial growth rates as 

metabolic processes increase (Curtain et al. 2012, Rousk et al. 2012, Ritchie 2018). When 

function is greatly reduced at 40 C, it is because this is the temperature at which proteins 

denature, enzymes no longer undergo their normal reactions and thus without special 

modifications, these cease to function (Daniel and Danson 2013, Ritchie 2018).  

Beyond the direct effects on microbes, altered temperatures can also cause many indirect 

effects in ecosystems. Warmer temperatures can dry out soils by increasing evapotranspiration 

(Brown 2014). In addition, in cold conditions, warming can release liquid water by thawing ice, 

resulting in wetter soils (Schwingshakl et al. 2017). Given the complexity of temperature effects 

on soil moisture dynamics in subarctic systems and the subsequent effects on microbes, there is a 

need to study the effects of altered moisture on soil microbial communities. 

Microbes have various ecological strategies to cope with cycles of perturbation. 

Conceptually these are broadly represented in terms of resistance and resilience (Griffiths & 

Phillipot 2013). Resistance to perturbation would mean retaining functionality in such 

conditions. Resilience would be the ability to recover to prior conditions following perturbation. 

In this thesis, I will explore the differences in microbial resilience and resistance under altered 

regimes of moisture-related perturbations.  

2.2 Drought and drying of soils 

Temperature has two effects which limit moisture availability in soils. First, high temperatures 

can evaporate water and accelerate evapotranspiration in soil and second low temperatures can 

freeze water in soil. Both freezing and drought cause water to be inaccessible to microbes and 

thus can have similar effects on the soil ecosystem. However, the scale of these likely fosters 

different adaptations. Previous observations have shown that being exposed to a drought event 

does not prime microbes for freezing nor vice versa (Schimel 2018, Sierra et al. 2015, Mikan et 

al. 2002). On top of the effects of temperature, climate change is predicted to affect precipitation 

regularity and quantity (Alexander 2016). Notably, in many arctic and sub-arctic ecosystems, 

there is a predicted decreased frequency and increased quantity of precipitation which will likely 
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affect soil processes (Wrona et al. 2016). The decreased frequency of precipitation will likely 

lead to a more frequent occurrence of drought conditions. Snow plays a vital role in the activity 

of microbes in winter, as it can insulate soil and in melting provide accessible water. If snow 

melts and is followed by extreme cold it can cause osmotic stress through freezing without the 

snow’s insulating layer (Wilson et al. 2020). However, in some cases when warming induces 

snow melt during winter, additional moisture could become available to soils, which may be 

water limited, reducing their drought stress (Petersky & Harpold 2018). In many systems it is not 

clear if the insulation or moisture addition properties of snow are more relevant.  

Microbial resistance and resilience to altered moisture can vary throughout high latitude 

systems based on exposure to, the quantity of, and frequency of precipitation, which will all 

affect the C dynamics of such a system (Griffiths and Phillipot 2013; Crowther et al., 2019). C 

dynamics in high latitude systems have important differences in historically wet versus dry 

conditions (Lara et al. 2020). For instance, drought in a historically wet arctic ecosystem can 

Figure 1: Conceptual graph displaying resistance and resilience to moisture stress. On the resistance graph Y axis higher is 
higher activity, lower is lower activity. On the X axis left is lower moisture and right is higher moisture. The different lines 
represent different drought histories with the left most curve being the most exposed to drying and the right most curve 
being the least exposed.  
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alter its sensitivity to changes in temperature by changing its specific heat capacity, potentially 

leading to higher CO2 emissions and less fixed C (Webster et al. 2013). According to the Koppen 

climate model most subarctic and arctic ecosystems are considered without seasonality in terms 

of precipitation (Beck et al. 2018). Thus, moisture differences between sites would likely be 

locally specific and a consequence of other site factors like topography or parent material 

characteristics (Lara et al. 2020). Since there is low metabolic activity due to cold there is an 

accumulation of C in organic matter, thus these ecosystems currently act as a C sink. However, 

as temperature changes the stability of sequestered carbon may be altered, and the severity of 

these temperature alterations may be a moisture-driven function due to the interaction of 

moisture and temperature (Illeris et al. 2014). Microbial responses to moisture have been the 

subject of much scholarly pursuit. When water in the soil is low, it can lead to microbes being 

water-limited (Sierra et al. 2015). Trying to quantify the effect of moisture on microbial 

communities in soil has been attempted by many studies usually resulting in a similar 

Dependance. As moisture increases microbial responses tend to be logistic; they often increase 

exponentially at a minimum quantity of moisture before stagnating at an optimum quantity of 

moisture (Figure 1). This is reversed when soils dry, they move from a constant rate of activity to 

a logistic decline at a moisture level determined by their drought resistance, until the activity 

flatlines (Figure 1). Moisture curves additionally are affected by the soil microbial community’s 

legacy or what they have been previously exposed to, which is highlighted below (Evans et al. 

2021). Resilience on the other hand can be described as how well the microbial community can 

rebound to states before drying. This is often described as a stable equilibrium, where resilience 

can be defined as the quantity of water stress that it would take to push the community to an 

alternative stable state and the rate at which it returns to its original state (Griffiths and Philppot 

2013, Shade et al, 2012)(Figure 1) 

2.3 Importance of moisture periodicity  

The temporal aspects of soil moisture matter for ecosystem functionality and greenhouse gas 

(GHG) emissions (Jarvis et al., 2007). Upon rewetting soil, growth rapidly increases and there is 

a pulse of GHG emissions, notably CO2 (Birch 1958). The pulse of emissions found after the 

rewetting of a soil is known as the Birch effect. This was first observed by HF Birch in 1958 who 

noticed it in savannah soils in Africa (Birch 1958). During the rewetting period, emissions from 



  7 

 

the soil can produce up to a year’s worth of CO2 over a few days in some systems, particularly if 

they are arid (Xu et al. 2004). Studies have shown that upon rewetting dried soils there is a 

decoupling between soil respiration (Iovieno and Bååth, 2008) and microbial growth which can 

be reflected by decreased carbon use efficiency (CUE). This decoupling varies from system to 

system, while mechanistically it has yet to be definitively explained, it can be shown to depend 

on historical conditions as described in the traits and legacy section of this paper.  

While there is not a consensus on what causes the Birch effect, there are a few 

mechanisms which have been theorized to explain the observed pulses of emissions during 

rewetting dried soil. One proposed explanation is the disintegration of soil aggregates which 

could release previously sequestered labile matter (Denef et al. 2001). When this material is 

released, microbes quickly break it down for energy resulting in increased emissions (Denef et 

al. 2001, Zhang et al. 2022). How much this potential mechanism affects emissions post-

rewetting is likely a matter of what historical conditions the soil has been subjected to. One 

example of this could be how microbes use carbon in their activities. Respiration pulses 

following rewetting would look different from an r-strategist vs a K-strategist. R strategists may 

focus on growing or reproducing as quickly as possible, while K strategists will focus on 

surviving for a longer period. These differences will likely result in a different pattern of 

respiration, thus altering the dynamics of the pulse as well as their resistance and resilience (de 

Vries and Shade 2013). K strategists may be more able to adapt, increasing their efficiency and 

lessening the pulse they produce (Brangari et al 2021). R strategists, however, would respond by 

increased growth and less efficient use of carbon, possibly resulting in a bigger pulse (Brangari 

et al 2021). Additionally, other functional traits like the secretion of extracellular polysaccharides 

(EPS) could also play a role in forming soil aggregates by helping the soil to clump together via 

EPS’s adhesive properties. Either way community dynamics can alter how quickly carbon is 

used and where microbes use this carbon (Monson et al. 2006). This community effect should be 

considered with the soil’s innate physical properties such as its cation exchange capacity or 

ability to sequester labile organic material to better understand the context surrounding this 

phenomenon (Zhu et al. 2020).  

 Previous studies have attempted to better understand the proposed soil aggregate 

mechanism and its ecological implications. The physical properties of the soil are often altered 
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during drought and rewetting (Zhang et al. 2022). Theoretically, prior to drought, biological and 

physical processes form soil aggregates via mechanisms like secretion of extracellular 

polysaccharides or enzymes, and soil cohesion. During this destabilization aggregates usually are 

not disrupted or separated (Denef et al. 2001, Navarro-Garcia at al. 2011). Following these 

hydraulic forces during rewetting can physically disrupt soil aggregates and microbes can access 

the previously occluded organic matter (Zhang et Al. 2022, Denef et al. 2001). These alterations 

vary in scale and severity based on two factors: the length of the drying period and the number of 

drying and rewetting cycles (DRW) (Zhang et Al. 2022). In this interpretation, microbes would 

take advantage of the newly available substrate and the result of this would be the observed 

pulse. Modelling approaches have shown that depending on soil history the disruption of soil 

aggregates can produce up to 50% of the emissions from rewetting (Brangari et al. 2021)  

Historically, the predominant theory has been that a significant portion of emissions 

observed in the Birch effect could result from organisms utilizing nutrients from recently lysed 

dead cells (Scheu and Parkinson 1994). Osmotic lysis occurs when the water potential between 

the soil and the cell ruptures the cell membrane, releasing resources for other cells to take up. 

However, this is likely not the case in many soils given that several studies have shown that 

cellular lysing contributes only a very small amount to nutrient pools following a drought 

(Halverson et al. 2000, Salazar et al. 2018, Aanderud et al. 2015). Ostensibly, cells tend to go 

into a partial dormancy and often do not burst from osmotic stress. When parameterized in 

models, this also fits observational data better than without these parameters (Salazar et al. 

2018). One consideration that should be noted is the potential priming effect even a small 

amount of cell lysing could have. The priming effect occurs when labile carbon is introduced to a 

system and the small amount of energy stimulates the decomposition of more recalcitrant 

carbons (Kuzyyakov et al. 2000). This means that lysing would be indirectly responsible for the 

emissions, but still a key feature of this potential mechanism. However, this is arguably system-

dependent and lysis as a source of C cannot be ruled out of our current possibilities for 

mechanisms of the Birch effect.   

Recently, the theory has shifted in focus to examine the mineral interactions of microbes 

in soil (Wider et al. 2014, Fierer and Schimel 2002). While lysing may not be a significant 

source of emissions, the microbial mechanism to avoid this may be the culprit. To keep from 
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desiccation, cells in drought conditions may accumulate osmolytes (Warren 2014). When water 

is reintroduced to a system, cells may metabolize or flush these osmolytes out so that the 

observed pulse results from them (Warren 2020). Additionally, some extracellular enzymes may 

continue to be active during drought or may reactivate with cells when water is reintroduced 

(Alister et al. 2013, Acosta-Martinez et al. 2014). It is important to remember that all these 

concepts have yet to be tested, and there is no scientific consensus on how the pulse observed in 

the Birch effect is formed. Indeed, it could be a combination of all three mechanisms and some 

models have predicted how much each mechanism might contribute to the pulse of emissions 

following rewetting is also largely affected by the soil history (Brangari et al. 2021). 

2.4 History, legacy and traits of microbial communities 

A microbial community’s history of evolutionary shaping based on moisture legacy can be used 

in the framework of trait-based ecology for soil microbes. Malik et al. (2020) as well as Malik 

and Bouskill (2022) reviewed microbial responses across studies and posited that microbial traits 

in regard to microbial growth and cycling of resources can be characterized in terms of three 

strategies: high yield (Y), resource acquisition (A), and stress tolerance (S) or (YAS) which is 

then used to refer to the combination of these three factors. In this study, I would expect the 

distribution of traits to be shifted towards stress tolerance in soils with legacies that microbial 

communities would have experienced as extreme. By this framework soils that have not been 

exposed to stress should be better at either acquiring resources or have higher activity than those 

subjected to additional water stress (Malik and Bouskill 2022). This can be used to link 

responses to broader ecological concepts such as resilience and resistance by conceptualizing 

why all microbes do not have these traits, as well as help modellers develop more precise ways 

to model the legacy of soil microbes. 

Evans et al. (2022) theorized about the shapes of microbial responses to changes in 

moisture based on exposure to previous drought or DRW events. For instance, soil microbes 

exposed to drought would generally have lower activity but tolerate lower levels of moisture and 

still function (Evens et al., 2022). Similarly, communities used to a condition closer to optimal 

moisture should be more productive but may shut down sooner when drying occurs (Evens et al., 

2022). Finally, Evans et al (2022), theorized that if conditions have been extremely variable that 
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microbial activity may stay at a consistently low level that is less active across differing 

moistures in soils. These observations align with data in several experiments, although less well 

studied and modelled at extreme ends of the spectra for drought and saturation (Sierra et al. 

2015). 

Looking at the above concepts, a crucial concept for understanding soil activity during 

drought conditions emerges the legacy effect. The legacy effect of a soil microbial community is 

the collection of traits, functions, and responses that a community has gained from being exposed 

to prior conditions. Soil microbes on a community scale change in accordance with their 

environment when experiencing repeated events. Thus, a soils microbial community’s response 

to a single event will be a result of previous events. In terms of GHGs, this can be a crucial 

predictor that is left out of current models. Because systems that have experienced drought in the 

past have different responses in terms of growth, respiration and turnover of nutrients, dynamics 

resulting from differences in processes between systems with varied legacies must be understood 

in depth before they can be adequately modelled. In Evans et al. (2020) this approach can be 

demonstrated by the shifts in activity of a community given its exposure to varied moisture. 

However, Malik and Bouskills (2022) approach it would cause a shift in the distribution of 

relevant traits. Additionally, a study in 2016 found that microbial enzymatic activity taken from 

soil microbes that had been exposed to different legacies had predictably different dependencies 

based off what stresses they have experienced (Averill et al. 2016).  

Early measurements of the Birch effect assumed a constant rate of growth proportional to 

the respiration of a microbial community. This, however, is not the case as it has been shown that 

bacterial growth and respiration decouple during rewetting (Ioveino and Bååth 2008). This 

decoupling leads to the application of C use efficiency (CUE), which explains how much C is 

used for respiration and how much is used for growth during a rewetting event. The degree to 

which the Birch effect decouples growth and respiration varies based on the microbial legacy 

(Nijs et al. 2019, Goransson et al. 2013, Fierer et al. 2003). Bacterial growth response to drying 
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and rewetting can be considered a gradient between type 1 and type 2 responses (Leizeaga et al. 

2021, Blazewicz et al 2014, 

Schimel et al 2007). Type 1 

responses have an 

immediate linear increase in 

growth rate following a 

rewetting event. After this 

burst in growth there is a 

short decline to a stable 

state (Leizeaga et al. 2021). 

During this growth period, 

respiration also increases 

linearly until it peaks and 

drops to a stable state 

(Leizeaga et al. 2021). On 

the other end of the spectrum, type 2 soils when rewetting show a lag period before their growth 

rate increases exponentially (Leizeaga et al. 2021). Unlike growth, respiration for type 2 soils 

starts immediately after rewetting and remains linearly increasing until it returns to a stable state 

(Leizeaga et al. 2021). In the time after the rewetting, respiration decreases to levels observed 

prior (Meisner et al. 2013, Leizeaga et al. 2021). Bacterial response to drying and rewetting is 

malleable and can shift between type 1 and type 2 (Leizeaga et al. 2021). Exposure to DRW 

cycles often causes soil to shift directionally to type 1, where its lag and recovery time decrease 

(Leizeaga et al. 2021). This suggests that after a first DRW bacteria experience a second DRW 

event as less harsh. This has been observed in a study which exposed type 2 soils and type 1 soils 

to drying and rewetting cycles. When exposed the type one soil decreases its recovery time 

further and the two type two soils shifted towards type 1 soils in terms of decreasing the lag time 

before growth and in reduced recovery time (Leizeaga et al. 2021). These two responses have 

been linked to R and K strategies; type 1 being a rapidly recovering R-strategist and type 2 being 

a hardy but slow K-strategist (Blazewicz et al 2014). 

Figure 2: Theoretical figure demonstrating the differences between type 1 and type 
2 responses to rewetting. Adapted from Leizeaga et al. (2021). Type 1 is the resilient 
soil while type 2 is the vulnerable soil  
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Modelling has also been used to explore the possible microbial community changes and 

their effect on the Birch effect. The process-based model EcoSMMARTS shows the capacity to 

not only model the pulse of emissions and decoupling of respiration and growth rate but also 

proposes an explanation for type 1 and type 2 extrapolated from soil history (Brangari et al. 

2020). Brangari et al. (2021) explored the variation in response, duration, and severity of the 

possible mechanisms using EcoSMMARTS. The results provided from these modelling 

experiments suggest that trait changes in communities scaled to the severity and duration of 

DRW events. Despite not being able to explain which microbial mechanism was responsible for 

trait change (phenotypic plasticity, evolution, or community species shift) the traits entering a 

DRW cycle had a significant effect on the microbial response. 

Phenomena similar to the Birch effect have been observed with freezing and thawing 

(Meisner et al. 2021). While the effects of freezing might ostensibly prepare soil microbes to 

easily adapt to drought conditions, studies have shown that the two effects are not necessarily 

directly linked in terms of microbial response and perhaps mechanism (Meisner et al. 2021). 

While exposure to rewetting seemed to reduce emissions from thawing, less effect was observed 

when thawed soils were dried and subsequently rewetted (Meisner et al. 2021). However, the 

same study showed that exposure to freezing and thawing might have an effect on a soil’s 

response to drying and rewetting (Meisner et al. 2021). 

2.5 Respiration, growth, and the global carbon budget  

 Modeling, as well as observation, has shown that these drying-rewetting events can impact 

estimates of the global C budget. In Rousk and Brangari (2022), there is an argument that many 

of the initial pulses are ignored as noise in models but likely can affect the actual C balance. 

Additionally, Jarvis et al. (2007) measured fluxes via eddy covariance following rewetting in 

Mediterranean soils postulating that under the right conditions, these could constitute a globally 

important phenomenon. Both drying and rewetting as well as freezing and thawing can have 

important dynamics for GHG emissions in the arctic (Meisner et al. 2021). Since there is the 

possibility of interaction between the two, in the form of the snow functioning to either insulate 

the soil or melting to provide moisture, investigating this can provide important insights to 

modellers. Additionally, the emissions pulse of the Birch effect, CO2 release is proportional to 
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the availability of C in agriculture (Barnard et al. 2020). With altered plant communities and 

possibly more C input in the arctic, it is possible that more CO2 emission from Birch pulses will 

occur. To better understand ecosystem dynamics modern models must account for the C 

dynamics of soil (Tang et al. 2022). Following this, there is a gap as many models do not account 

for the pulses from rewetting and do not account for soil microbial trait changes based on their 

legacies (Rousk and Brangari 2022 ).  

Drought effects may also have major implications for how the arctic will respond to 

climate change, understanding the interaction that precipitation will have will likely be a major 

factor in determining the C budget (Xu and Shang 2016). This is still a large unknown for 

researchers, as on one hand drought can limit plant productivity while microbes remain active, 

yet under some circumstances, water may limit the growth of both plants and microbes (Evans et 

al. 2022).  

2.6 Hypothesis 

We expected soil legacies to have a significant impact on the microbial response both in terms of 

how and when soils were warmed and the moisture levels that they were exposed to. Specific 

questions were: (1) How have warming treatments impacted moisture legacies of subarctic birch 

soils? (2) How have these legacies played out in microbial responses in an experimental drying 

and rewetting perturbation under controlled conditions? (3) What consequences will these 

responses have for environmental changes and GHG emissions? I hypothesized that samples 

from the two-year legacy of summer warming sites (1) will show less sensitivity to drier 

conditions (greater resistance) and (2) recover faster (be more resilient) and recover with a 

greater CUE when being rewetted. These effects will be more pronounced with the extreme 

warming. (3) Winter warming will have the opposite effect causing soils to be less resistant, 

therefore requiring more moisture to be fully active and (4) will recover slower (be less resilient) 

in response to rewetting when compared to control and summer warmed soils. 
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3. Methods and materials 

3.1 Site description and field treatments 

In this study, I examined soils from a subarctic birch forest. The site was located at around 

68°21'16.6"N 18°49'13.6"E near the Abisko scientific research center. The Koppen climate 

model is a widely used system to classify zones of vegetation based of temperature and moisture 

(Beck et al. 2018). This area in Abisko is classified by the Koppen climate model as subarctic 

with cool summers and year-round precipitation (Dfc)(Beck et al. 2018). The station had a mean 

annual precipitation (MAP) of around 350 mm and a mean annual temperature (MAT) of around 

-0.5° C (Abisko Site Background, 2022). The soil was a Histosol, rich in organic matter, and the 

parent material was a base-rich schist (Global Soil Biodiversity Index, 2016). Vegetation 

consisted of Betula nana in the overstory, with Vaccinium ulinosum dominating the understory 

which is consistent with recent (Malmer et al., 2005). Year-round moisture levels and 

temperatures were measured via Tomst thermos-moisture sensor (hereby referred to as TOMST) 

and this was used to test how the legacy of these soil communities was altered by heat treatment 

(Wild et al., 2019). Field experiments consisted of five treatments: control, summer warming, 

winter warming, chronic warming, and extreme warming. Each treatment was replicated 4 times 

in 4 blocks thus each block had 1 replicate of each treatment. Each block was at least 10 meters 

apart and contained one 1m2 plot per treatment. Control plots had no warming, summer warming 

plots were warmed by 2° C only in the summer, winter warming plots were warmed by 2° C only 

in the winter, extreme warming was warmed by 3-4 degrees C only in the summer and chronic 

warming was warmed by 2° C year-round. Warming in sites was achieved continuously via IR-

heaters 1.2 m from the soil surface (PAS 2, 250W for summer warming/winter warming / 

chronic warming and 650W for extreme warming, Backer BHV AB, Sweden) (Kimball 2005). 

Each site was established two years prior in June of 2020 to the study with the exception of 

extreme warming which was established one year prior in June of 2021. Sampling of sites was 

conducted August 16-19th 2022 at the end of two years of warming, during which 250 g was 

taken from the top 5 cm of soil and processed into multiple composite cores. Soils were first 

sieved with 4mm mesh and then kept cold (5° C) until they were processed. Normalized 
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difference vegetation index (NDVI) was measured using an NDVI meter (SpectroSense2+, Skye, 

UK), which was held above each plot during the 2022 sampling season (Verhulst et al., 2009).  

The treatments in this study were the same as those used in a Cruz-Parades et al. (2021) 

and thus the justification of them is twofold, first using the same treatments allows easy 

comparison, second the necessity from cost and time for site setup as there was not enough time 

to set up a 2-year warming experiment for this thesis. The use of heaters in this fashion mirrors 

previous studies on the same site, allowing for easier comparison between studies (Kimball 

2005. Cruz-Parades et al. 2021). Open top chamber would not have been an option given the 

need for winter warming in the experimental design and other heating methods have been shown 

to significantly bias a study (Bai et al., 2013). Sieving soils is a common practice to homogenize 

the soil, while there is some debate about the importance of soil structure in its function, the 

inability to account for soil structural heterogeneity makes it necessary (Schumecher et al., 

1990,). NDVI was used as a quick way to assess plant functions. Because this was not a plant-

centered study, extra time and cost were not allocated to plant biomass, diversity or phenology. 

NDVI is a quick, time-efficient way to evaluate photosynthetic activity and as such, it was used 

instead of metrics like plant biomass or root biomass (Hill and Donald, 2003).  

3.2 Lab treatments 

To examine moisture 

dependance which I 

used to characterize 

drought resistance, 

samples of soils were 

placed in 

microcosms and had 

their WHC measured 

as described below, 

then the amount of 

water to adjust soils to 

50% was calculated 

Figure 3: Sampling scheme for rewetting portion of the experiment. On the top half is 
what occurred on day 1, on the bottom is what occurred on day two. Sampling occurred at 
the same time each day, the left side showing the start of the 12 hours and the right the 
end of the 12 hours. This scheme was repeated up to day 3 but differed as sampling 
occurred less often thereafter.  
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and added to the soils. Soils in microcosms without lids were then progressively dried at room 

temperature (25° C) with a fan. Every 4 hours during the drying phase subsamples were taken. 

Each subsample included a water content (WC) sample which was taken by weighing the sample 

and then heating it in a 105° C oven till the next day when it was weighed again. Bacterial 

growth, fungal growth and respiration samples were also taken from each subsample. At the end 

of each day, lids were put on the microcosms, and they were stored at 5° C. After the first days’ 

WC samples were examined, sampling frequency was adjusted to ensure that samples were 

evenly distributed over the full range of WC for each treatment. Subsamples for bacterial growth, 

fungal growth and respiration were stored at 5° C until they could be processed together. Once 

all subsamples reached below 5%-1% WHC, a final moisture dependance sample was taken and 

samples were stored while subsamples were processed within 2 days after the soil was 

completely air dry. Next, I examined how soils would respond to rewetting as a metric of 

resilience. First, the WC from the last subsample of the moisture dependance was used to 

calculate how much water would need to be added to 1g of soil to bring it to 50% WC. Soils 

from microcosms were weighed into separate tubes for each subsampled time point. Once all 

tubes were weighed, timepoints 2-4 were rewetted to 50% WC, after that timepoint 1 was 

rewetted and immediately processed for respiration, bacterial growth and fungal growth (Figure 

3). Following this, time points 2-4 were processed every 4 hours for 12 hours leading to 12 hours 

of semi-continuous samples (Figure 3). At the end of the day, timepoints 5-8 were rewetted and 

then 12 hours later sample 5 was processed (Figure 3). This pattern was repeated for 32 hours 

after which all remaining samples were rewetted and processed less frequently.  

This section of the study was novel and designed to study specifically the moisture 

response in this environment. 50% WHC has been shown to most often be around the optimum 

for microbial activity (Evans et al. 2021). This is why I opted to adjust soils to that, as well as 

why when rewetting occurred, I rewetted to that level. Sub 5% WHC conversely is shown to be 

an area where microbes generally show no activity which is why it was chosen as an endpoint 

(Evens et al 2021). I dried soils at room temperature to avoid the confounding variable of 

temperature which has been shown to alter microbial growth rates (Barnard et al. 2020). 

Additionally, the timeframe of rewetting measurements was done logistically because most 

changes that happen at the beginning of rewetting sampling were weighted towards the first 33 
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hours (Jarvis et al., 2007). After this, the rest of the time was to ensure that the full duration of 

the reaction and return to basal rate was captured (Jarvis et al., 2007).  

3.3 Organic matter content, Water holding capacity and water content 

Water holding capacity (WHC) was estimated from gravimetric measurements, where soils were 

first weighed, then saturated with water for 24 hours, and then weighed again, defining 100% of 

WHC. Next soils were dried for 24 hours at 105° C and weighed again, defining 0% WHC. After 

the weight of the soil was dried, it was placed in a 550° C oven overnight to burn off organic 

material and was weighed again the next day to quantify organic matter. When measuring the 

water content (WC) of a sample, the sample was weighed, dried for 12 hours at 105° C and then 

weighed again (Reynolds 1970). This weight was then converted into %WHC.  

Water holding capacity in lab testing was used because it is easier to compare how much 

water is relatively available between soils and the percentage change makes it easy to see how 

water availability was affected (Jones 2007) For the field measurements this was converted to 

volumetric water content for the background because it is easier to visualize a quantity of water 

that per quantity of soil with this metric (Jones 2007). Soil organic matter is generally measured 

using an oven as I did, other methods can be costly and would provide details not crucial to this 

study (Nelson and Sommers, 1996).  

3.4 Electrical conductivity and pH 

Soil pH and Electrical conductivity (EC) were measured with a pH electrode and EC electrode 

after 1 g of soils were mixed with (5 mL) of distilled water and shaken on a reciprocating shaker 

for 1 hour. The electrode was then inserted into the solution and the reading was taken once it 

stabilized.  

Soil pH is well established as a driver of soil microorganisms, as such, making sure that it 

is relatively consistent between treatments is important to discount it as a confounding variable 

(Thomas 2018). Using electronic probes for pH is cost and time efficient compared to titration. It 

is also more accurate than litmus paper (Thomas 2018). EC is standardly measured to detect 

salinity or nutrient content. Using a probe for this is generally standard practice (Rhoades and 

Manteghi, 1989).  
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3.5 Respiration 

0.5 g if soil was inserted into 20 mL GC vials for each data point. During moisture dependance 

subsampling, respiration tubes were stored for up to 3 days in a cold room and incubated for up 

to 24 hours in the dark at room temperature before being processed (Parkin et al., 2015). During 

rewetting, samples were taken at the time point they represented and then incubated for 2-4 

hours. Differing incubation times were accounted for by dividing each sample by the incubation 

time. Prior to incubation, tubes for samples were aired with pressurized gas and then sealed via a 

butyl rubber septum held by a metal ring bent onto the tube by a crimper to ensure the previously 

produced CO2 was purged and that the environment was closed (Parkin et al., 2015). Blank vials 

were used to account for the background quantity of CO2. Respiration was measured via gas 

chromatography on an Agilent 7697A Headspace Sampler equipped with a thermal conductivity 

detector (Parkin et al 2015). The front SSL inlet was at 12.8 psi and 200° C, the column was at 

35° C with a rate of 6.5 mL/min and the front detector for the thermal conductivity detector was 

at 200° C. 

Gas chromatography of CO2  production was used because of its specificity meaning it 

will be less likely to give a false positive and its ability to pick up small amounts of CO2 given 

the size of subsamples (Anderson 2015). While some methods like cavity-enhanced absorption 

spectrometry may be more sensitive, they can also be less selective (Anderson 2015). 

Additionally, gas chromatography has been used previously in studies examining the same site, 

making results comparable with previous studies (Cruz-Parades et al., 2021).   

3.6 Bacterial growth via Leucine incorporation 

The leucine incorporation method can be examined in detail from Bååth 1994a, first 20 mL of 

water was added to 0.1-0.5 g of the soil sample, and then the water and soil were mixed into a 

solution. Next bacteria were physically separated from the soil solution via pipetting from a 

known position after centrifugation (Bååth 1994b). The pipetted portion was added to a new 2 

mL tube. 20 µl of a ratio of 8 water, 1 leucine, and 1 3H labelled leucine leading to a final 

concentration of 100 nM/L of 3H labelled leucine was added to the bacterial solution and 

incubated for 1-2 hours. The concentration level is below the saturation level of 500 nM/L. 

Afterwards, 75 µl of 100% TCA was added to the solution to terminate the growth. Bacterial 
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solutions were vortexed with 1.5 mL 5% TCA and then 1.5 mL of 80% ETOH while 

centrifuging and removing of supernatant between each of these steps. After the ETOH was 

removed 200 µl of 1.0 M NaOH was added, and the samples were vortexed until the bacterial 

pellet was solubilized. Then the sample was put in a 90° C oven for 60 minutes. After this 1 mL 

of scintillation cocktail was added and vortexed. Samples were then scintillated and 

disintegration per minute (DPM) was measured which was later converted to C units (Bååth 

1994a).  

Leucine incorporation is one of the only growth measurements for bacteria that can 

directly measure bacterial protein synthesis (Alden et al., 2001). While cell counting and biomass 

measurements both would be biased by potentially dormant cells or species which are active on a 

longer time scale and DNA incorporation or ATP-centered measurements may be correlated with 

protein synthesis, they do not directly measure it (Blagodatskaya and Kuyakov, 2013). Since I 

did not conduct any community analysis, which would possibly use DNA and thus make rates of 

DNA synthesis more important to examine, Leucine was a more reasonable choice 

(Blagodatskaya and Kuyakov, 2013).  

3.7 Fungal growth via Ergosterol in Acetate 

The following method is explained in detail in Bååth 2001, first 1.95 mL of distilled water was 

added to 0.1 – 0.25 g of soil, then 50 µl of 3 parts acetate and 2 parts 14C labelled acetate solution 

leading to a final concentration of 220 ul/L 14C labelled acetate was added to the mixture. This 

concentration was also below the saturation level which occurs at about 3-4 mM/L. After this, 

the solution was vortexed and incubated for 2-4 hours before being terminated with 500 µl of 

10% formalin. Samples were then centrifuged and the supernatant was removed, leaving the soil 

mixture. Next, 5 mL of 10% KOH dissolved in methanol was added and samples were sonicated 

for 15 minutes then heated in a water bath to 70° C for 60 minutes before being vortexed. After 

this, 1mL of distilled H2O and 2 mL of cyclohexane were added to the sample, the sample was 

vortexed, and then centrifuged, and the supernatant (cyclohexane with dissolved ergosterol) was 

then pipetted into a new tube. This step was repeated without the H2O. Following this, the 

cyclohexane was evaporated with N2 gas at 40° C. The ergosterol now dried to the bottom of the 

tube was dissolved in 200 µl of methanol and filtered into a 250 µl insert before the ergosterol 
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was extracted via high-pressure liquid chromatography (HPLC). Finally, 3mL of scintillation 

cocktail was added and the sample DPM was measured via scintillation (Bååth 2001). 

Many of the arguments that justify using Leucine incorporation also apply here; 

ergosterol synthesis from acetate is a relatively direct measurement for cell growth and protein 

synthesis (Bååth 2001). Additionally, the use of ergosterol allows for measurement to be 

exclusive to fungi, which many other methods would not allow (Bååth 2001).  

3.8 Data analysis and statistics 

All data that was growth or respiration related was converted to C units to compare respiration, 

fungal growth and bacterial accurately. To convert from Leucine to C units I first converted the 

leucine to thymidine equivalents which were done in Cruz-Parades et al. (2021) by multiplying 

the leucine data by 0.096628. Following this I then used a conversion factor in Soares and Rousk 

(2019) to convert thymidine to C units by multiplying the thymidine data by 0.0055. To convert 

from Ergosterol to C units I used a conversion factor of 0.0026 (Soares and Rousk 2019). Data 

was then analyzed in R-studio using DPLYR, minpackNLM, vegan, ggplot2 and easynlm 

packages (Dixon 2003). R is a reliable and versatile program for statistics; its many available 

packages make it a good fit for this study (Ihaka and Gentleman 1996). Additionally, other tools 

like MATLAB and Python take more manual input for statistical tests (Ozgur et al. 2021). This 

may not be an issue for experienced users but can increase sources of error.  

 Data were normalized for accurate comparisons between groups and to account for 

background rates not related to moisture dynamics (Weiss et al., 2015). Data for the moisture 

dependency curve was normalized by dividing by a maximum value resulting in a scale of 0-1 

(Rousk et al., 2012). When the moisture data were fitted to a curve, the data was divided by the 

estimated asymptote in the regressed equation causing the curve to converge at the asymptote of 

1 (Rousk et al., 2012). Normalizing the curves in this manner allowed the EC50 and EC10 to be 

more easily visualized on the graph. This caused data points to shift from 1 being the maximum 

to data having a slightly larger range. Drying and rewetting data were normalized by dividing by 

the moist control value. Moist control values were obtained from moist samples that were never 

dried down. This allowed the background rate of any given sample to be at 1, which made for an 

easy comparison of recovery time.  
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Winter and summer temperatures were analyzed separately in terms of background data 

to account for treatments having considerably different effects during these seasons. A yearly 

average for temperatures and moisture during these times would not have captured the temporal 

aspects of legacy effects I wanted to observe. The time series analysis used was a moving 

average and this was conducted for all moisture and temperature plots to examine the variability 

and quantity of these aspects. The moving average was simple and could give detailed results 

with a small bin size of 24 hours (Katz and Skaggs, 1981). Given that data was taken on the 

sensor every 15 minutes, this still yielded a good amount of data to average.  

To determine if there was a difference between groups a one-way ANOVA was 

conducted between treatments for each of the following variables: moisture, temperature, 

electrical conductivity, pH, soil organic matter, and NDVI. Some samples had datasets that did 

not meet the test assumptions of homogeneity of the variance and homoscedasticity for ANOVA, 

in these cases data was log transformed, which is shown to make data better meet these 

assumptions (Berry 1987; Eisenheart 1947). If ANOVA tests returned significant value, a post-

hoc Tukey HSD was conducted between all treatments in the ANVOA to determine which 

pairwise differences were present.  

𝑦 =
𝐶

1 + 𝑒𝑏(𝑊𝐻𝐶−𝑎)
 

For moisture dependance samples, data was fitted to a logistic curve (Equation 1) and 

then normalized using the maximum rate of change value. This was then repeated to make curves 

converge to a single point allowing for a clearer comparison of EC50, where growth of a sample 

has halved, thus it can be linked to the resistance of drought stress. EC50 was extracted by taking 

variable “a” and an ANOVA was used to compare the various EC50 values and determine if 

there is a statistically significant difference between microbial growth rates/respiration across 

difference treatments and thus if different treatments did indeed have different resistances to 

drought stress. This was repeated for EC10, the point where a curve reached 10 percent of its 

initial growth rate or respiration, however this needed to be solved algebraically. 

Equation 1: Logistic equation used for bacterial growth or respiration 
during moisture dependance. Y is the growth or respiration rate at a 
WHC level , C is the max growth rate, b is the rate of decrease and a is 
point where the x value for halfway down the curve which is the EC50. 
In the case of EC10 the Y was put as 0.1 and then the x value for WC 
was calculated.  
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 The response of microbial life to moisture stress has been shown to generally follow a 

logistic curve (Evans et al. 2021). As such, a logistic curve was seen as the default option. This 

was furthered by the fact that previous studies that glimpsed the surface of moisture response 

also followed a logistic pattern (Cruz-Parades et al. 2021). EC50 and EC10 are metrics that have 

been widely used in literature that is related to stress tolerance (Cagon et al., 2017). In studies 

that focus on stress tolerance of environmental controls, EC is used, however, in toxicology 

studies IC50 functions the same way (Cagon et al., 2017). EC50 is a common metric because 

there is generally a significant effect on system functionality around the 50% mark, however, I 

also used EC10 to supplement that as that is where many more complex ecosystem functions 

cease to occur (Bapiri et al., 2010).   

𝑦 = 𝑑 + 𝑎𝑒−𝑒
𝑏−(𝑐𝑥)

 

 

𝑦 = 𝑎𝑒−𝑏𝑥 

 

Rewetting points were plotted onto a time series and fitted to a Gompertz curve (Equation 

2)(Bapiri et al., 2010; Leizeaga et al., 2022). Following this, the recovery time was defined as the 

time taken until levels similar to its respective moist control were reached and its lag time was 

defined as the time after rewetting occurs but before the curve begins (Leizeaga et al., 2022). Lag 

time was calculated by taking the Log of the above formula and examining when its rate of 

change differed from zero, while recovery time was solved algebraically (Leizeaga et al., 2022). 

These were both compared between treatments to examine the community’s resilience. If 

treatments did not reach previous activity levels, the point at which they reached an asymptote 

was measured. If treatments did not have a lag time, they were excluded from the analysis. 

Respiration was fitted to a negative exponential curve (Equation 3)( Leizeaga et al., 2022; 

Brangari et al., 2021). 

Equation 2: Gompertz curve used for modeling bacterial 
response to rewetting, a is the time value where growth rate 
stops increasing, b is the initial growth rate at rewetting, c is 
the rate of change. X is the time from rewetting and Y is the 
growth rate at time x.  

Equation 3: Negative exponential equation used for respiration 
during the rewetting period where a is the initial pulse of 
respiration, and b is the rate of decay for the respiration as it 
decreases.  
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 Removing zero values from lag time analysis was to reduce the possibility of a type 1 

error about the differences in response. While these samples may have had no lag time, when 

comparing lag time, I decided that the risk of biasing results by inserting a zero value into the 

data was greater than the risk of biasing the data by removing the treatments with no lag time. 

This reasoning also follows the fact that these values are extracted from data that fit to a curve, 

and not direct observations. The Gompertz curve has been used to plot bacterial growth 

responses to soil rewetting in many past studies (Iovieno and Rousk, 2008). The Gompertz curve 

highlights the lag time as well as the point where it crosses the moist control line (Leizeaga et al., 

2022). As such while it does not fall after the peak, it is still a useful function for analysis.   

 CUE was calculated by using the integral for the first 15 hours of respiration and growth 

curves to find areas under the fitted curve (Equation 4). From there, a ratio of areas was 

calculated using equation 5. From here the ratios were compared using ANOVA. 15 hours was 

chosen because the focal point of the analysis for CUE was the decoupling of respiration and 

growth rate; this usually returns to its normal ratio during the first 12-24 hours following 

rewetting (Jarvis et al., 2007; Leizeaga et al., 2022).  

∫ 𝑓(𝑥)𝑑𝑥

15

0

= 𝑦 

𝐶𝑈𝐸 =
𝐺

𝐺 + 𝑅
 

If data did not show a response to moisture or to rewetting, it was analyzed as 

multiplicative levels. This allows there to be a potential difference in how treatments affected 

growth, even if moisture was not involved. To do this, averages of the growth rate across time in 

the case of DRW and moisture levels in the case of moisture dependency were used. This has 

been shown as an effective way to compare time series when they do not change much (Correll 

et al., 2012). Following this a one-way ANOVA was used to search for differentiation between 

treatments.  

Equation 4 : The integral is taken for hour 0 through 12 after the 
rewetting.  F(x) in this function represents either equation 2 or 3, while 
Y is the area under that curve. 

Equation 5 : CUE equation where G represents area under the bacterial 
growth curve, R represents area under the respiration curve and CUE is 
the resulting carbon use efficiency.  
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4. Results 

4.1 Site background data 

The one-ways ANOVA showed no statistically significant differences in pH, water holding 

capacity, and soil organic matter between treatments (Table 1). Years did not significantly differ 

from each other, however winter and summers did. Temperatures between treatments differed 

significantly (p<0.001)(Figure 4-6). Moisture levels between treatments were significantly 

different (p<0.001) (Figure 5-7). While variation was difficult to measure, qualitatively, moisture 

was slightly more variable in the extreme and summertime treatments (Figure 7). Electrical 

conductivity was different between treatments (Table 1 and Figure 8). NVDI was significantly 

different between treatments (p=0.04) respectively(Figure 6). A subsequent Tukey HSD showed 

that summer and extreme treatments were significantly different in NDVI. (Figure 6).  

 

 

Figure 4: Temperature 
values for all two years, 
averages of all replicates 
for each treatment. (n=4) 
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Soil 

characteristic 

ANOVA 

P-value for 

treatment 

DoF F-Value Average 

Soil pH 0.77 4 0.443 4.72 

Soil organic 

matter (g 

SOM/g dry 

soil) 

0.68 4 0.577 13.44 

Water holding 

capacity (mL/g 

dry soil) 

0.67 4 0.598 8.07 

Electrical 

conductivity 

(mS/m) 

0.0108 4 4.793 109 

Table 1: Site background data average values and p-values between 
for an ANOVA conducted between treatments.  

Figure 5: Average moisture 
data of all replicates over two 
years for all replicates each 
treatment over two years. 
(n=4) 
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Figure 6: Right: Average moisture 
data and boxplot data for 
temperature for summer months 
(June-September)  
Middle: Right: Average moisture 
data and boxplot data for 
temperature for for winter 
months.  
Left: NDVI.  

(n=4) for all graphs. 
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Figure 7: Moisture data separated by treatment for all 
two years plotted on a time series. The red circle 
indicates the beginning of summer before sampling 
while the blue circle indicates the dry period right 
before sampling occurred (n=4).  
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4.2 Moisture dependance 

An ANOVA test of EC50 from the moisture dependance curves showed no significant difference 

between the treatment’s resistance to drought (p = 0.26). Of the fitted bacterial curves, control 

and winter warming consistently grew at low levels of moisture while other treatments seemed 

less consistent with their response. Summer warmings growth rate decreased much sooner 

compared to other treatments (Figure 9). All EC50s however were fairly low with WC level 

being in the 10-20% range for most treatments (Figure 10). EC10 was also not significant 

between treatments (p=0.72)(Figure 11). Fungal treatments did not respond to moisture, as such, 

I measured their growth multiplicatively, with no statistically significant difference between 

treatments observed in the ANOVA (p = 0.66) (Figure 12). EC50s of respiration curves also had 

no statistically significant difference between treatments (p = 0.58 )(Figure 13). Respiration 

curves tended to be more clustered than bacterial growth curves (Figure 14). Some respiration 

curves had a decrease after a peak, indicating a possible decrease with increasing moisture 

(Figure 14).  

Figure 8: Electrical 
conductivity data for 
treatments, error bars 
are standard error of 
four replicates. There 
was a significant 
difference between 
extreme and control; 
and extreme and 
winter  (n=4). 
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Figure 9: Consensus 
curves for all moisture 
dependency treatment. 
Each curve is made up 
of the average 
coefficients for the fit 
of the four replicates. 
Curves fitted using the 
logistic regression in R. 
Error bars excluded for 
clarity. For each curve 
(n=4). 

Figure 10: EC50 
values for moisture 
dependency. Each 
bar is an average 
value of the EC50 
from each 
replicate. Error 
bars is the 
standard error 
from those 4 
values.(n=4). 
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Figure 11: EC10 values 
for moisture 
dependency. Each bar 
is an average value of 
the EC10 from each 
replicate. Error bars is a 
standard error from 
those 4 replicates 
.(n=4). 

Figure 12: Average growth 
rate of fungal samples 
across all time points used 
as a metric to see what 
effects treatments had on 
fungal growth. Error bars 
are standard error of the 
four replicates (n=4). 
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Figure 13:  Average values of 
the EC50 for respiration 
samples calculated from the 
4 replicates of each bar. 
Error bars are standard error 
from the same replicates 
(n=4). 

Figure 14:  Consensus curves for 
respiration samples. Curves based 
on average coefficients from all 4 
replicates for each treatment. 
Error bars were excluded for 
clarity. 
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4.3 Drying and rewetting 

 Rewetting had well defined results in terms of bacterial response. An ANOVA test returned a 

significant result between treatments for recovery time with extreme being significantly longer 

than summer warming and control treatments (p = 0.047)(Figure 15). However, lag time was not 

significantly different (p = 0.53)(Figure 16). Summer warming treatments returned to levels 

observed before DRW first in half of the treatments with the other two replicates having control 

and extreme as returning first (Figure 15). Chronic warming and extreme warming treatments 

were slow to respond in 3 out of the 4 replicates, in some cases not even recovering to the moist 

control (Figure 17). Fungal growth, which did not seem to be affected by lack of moisture 

seemed to have multiplicative levels to them as they were stratified by treatment without change 

over time. However, these multiplicative levels did not have a significant relationship to 

treatments (p = 0.44)(Figure 18). As expected, respiration in most samples had a large initial 

peak of emissions tapering into a asymptote as respiration stabilized (Figure 19). Of these peaks, 

winter warming treatments generally had the highest pulse, with extreme warming, summer 

warming and chronic warming often having the lowest (Figure 19).  

 

 

Figure 15:  Average time 
before the curve reaches the 
moist threshold (recovery 
time). The values were 
calculated individually and 
then averaged. Error bars are 
standard error of the four 
replicates (n=4). Extreme 
warming was significantly 
different compared to 
summer warming and 
control. 
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Figure 16:  Average  time 
in hours, this is the time 
before a response occurs. 
Samples with not lag time 
were excluded to avoid 
false positive results. Error 
bars are standard error of 
the four replicates (n=4). 

Figure 17:  Bacterial 
growth consensus curves 
following rewetting at 
00:00:00. The moist 
threshold was set at one 
when data was 
normalized by dividing by 
its control. Thus resulting 
in 1 being the level of 
growth without rewetting, 
(n=4) 
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Figure 18:  Values are 
average of the 4 
fungal replicates for 
each treatment taken 
over the period of the 
study. Error bars are 
standard error of each 
respective treatment. 
(n=4). 

Figure 19: Respiration consensus 
curves following rewetting of soils. 
Data is an average of coefficients 
from all 4 replicates (n=4) 
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4.4 Carbon use efficiency  

ANOVA of the CUE after the first 15 hours of rewetting showed that there were significant 

differences between groups (p = 0.0008)(Figure 20). A subsequent Tukey HSD demonstrated 

that the extreme treatments were different from control and winter warming treatments. The 

values of CUE ranged from 10% to 28% CUE and with there being a significant difference 

between summer and control (p=0.006) as well as summer warming and winter warming 

(p=0.003) (Figure 20).  

 

5. Discussion 

 5.1 Addressing moisture legacy 

To address the underlying assumptions of our hypothesis, there was an impact on the moisture 

legacies when they were warmed. While the magnitude of this impact was fairly small, there was 

still a statistically significant difference between treatments (Figure 6). A crucial part of 

Figure 20:  Average 
carbon use efficiency 
data for each 
treatment. Error bars 
are standard error for 
the four replicates of 
each treatment. 
Values above the 
thermodynamic 
maximum were 
excluded in the 
analysis. Orange dots 
represent background 
rates which are the 
same soils that have 
not undergone DRW 
(n=4). There was a 
significant difference 
between summer 
warming and winter 
warming  as well as 
summer warming and 
control.  
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interpreting these results is looking at the legacy itself, however, sensor data from the field only 

shows a small magnitude of difference in the moisture levels between treatments in these sites. 

There are two potential explanations for this, first that the sensor at 8cm was not weighted 

adequately capture surface phenomenon at 0-5cm (Wild et al., 2019). Heating tapers off at lower 

depths in soil and it is possible that the decrease in heat, lowered evapotranspiration and thus the 

moisture difference caused at the surface of the soil by the heating IR heaters was not mirrored in 

the field measurements (Deng et al. 2023). Despite these issues, the difference between 

treatments still seemed to have an effect on how microbes responded to stress.  

 5.2 Microbial resistance 

For hypothesis (1) I must falsify the hypothesis, as resistance was not increased by a drier 

moisture legacy. The results from the moisture dependance portion of this study showed that 

soils did not resist drying down differently between treatments as all soils had similar EC50 and 

EC10 values for respiration and bacterial growth (Figures 9-13). The multiplicative levels of 

fungal growth also had no relationship with treatment during the drying down. However, the lack 

of change in fungal samples may indicate that in comparison to bacteria, fungi had a more K-

adapted strategy of being able to stay active even in extremely dry conditions (Figure 12 and 

Figure 16). The bacterial measurements would indicate that resistance was not something that 

was selected for in these treatments. It is possible that in the field no treatment was dry long 

enough and thus there was no advantage to being active while drought stressed. This could be 

due to low differences in water content between treatments, as it usually takes a large amount of 

stress to push this adaptation, especially in regions where carbon is limited (Allison and Goulden 

2017). Resistant traits are more frequently observed where operating at a low level is 

advantageous, the variation observed here likely either favors the ability to respond to moisture 

or dormancy because dry periods were short (Malik and Bouskill 2022). Additionally, these short 

periods of moisture stress may mean dry periods did persist long enough to select for resistant 

microbes (Evans et al., 2022).  

5.3 Microbial resilience  

We cannot falsify hypothesis (2) as resilience and CUE was increased by a drier moisture legacy. 

the microbial ability to recover to its former level of activity was evident in the response to 
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rewetting. Fungal growth again had no significant difference over time nor between treatments 

(Figure 18). Bacterial lag time also had no significant difference between treatments (Figure 16). 

Contrarily, bacterial recovery time responded with significant differences between treatments. 

Summer warming had a significantly faster recovery time compared to the extreme and chronic 

warming treatments (Figure 15). The results regarding resistance and resilience above echo many 

of the findings in Nijs et al. (2018). In this paper, soil from an 18-year drought was examined in 

a similar method to this one. In Nijs et al (2018) there was a preferential selection for resilience 

over resistance, despite the field being in a relative drought for 18 years. Additionally, most of 

the soils in this study responded similarly to our summer warming treatment by demonstrating no 

change to EC50 but a clear type 1 response to rewetting. While there is a differing response 

between treatments and the commonality is exposure to drier conditions, the response is not 

uniform regarding recovery. However, in terms of the CUE, there is indeed a slightly uniform 

response of increased for all treatments exposed to drier conditions in summer compared to 

control. This builds on past studies which show that soils exposed to DRW will have a smaller 

decoupling in respiration and bacterial growth (Nijs et al., 2019). This could be a result of 

microbes using carbon more efficiently in their stress response (Malik and Bouskill 2022).  

5.3 Microbial sensitivity to winter warming and extreme warming 

We must also falsify hypothesis (4) as winter warming was not significantly less resilient than 

controls. In terms of rewetting winter warming treatments were generally slower than summer 

warming, but still in line with control. This could be because the winter temperatures did not 

affect the snowpack leading to there not being enough of a difference in moisture (Schimel et al, 

2007: Meisner et al., 2021). It could also mean that the effects of increased moisture were 

nullified by freeze-thaw cycles that occurred, leading to a neutral response from microbes (Li et 

al., 2023).  

Hypothesis (3) must be partially falsified, while CUE was greater in the extreme 

warming, resilience was not. The quick response of summer warming contrasted with the slow 

response of chronic warming and extreme warming indicate that they were not adapted to 

rewetting, yet all three of these were exposed to drier conditions with extreme warming and 

chronic warming being the driest of the treatments in the summer. This is opposed to what 
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previous studies have shown in terms of moisture response (Nijs et al., 2019; Leizaga et al., 

2022). This is further perplexed by the CUE being greater in extreme and summer than other 

treatments which also is in line with previous studies examining CUE responses (Nijs et al., 

2019). To solve this problem, other site variables and theoretical concepts must be considered.  

5.4 Site data, microbial resistance, and microbial resilience 

Given the above, if only based on the moisture and temperature data, I would have expected 

extreme warming followed by chronic warming to have the highest resilience due to them having 

experienced the driest and most varying conditions. They would be followed by summer 

warming, then by control and winter warming. However, the pattern observed is not consistent 

with this. As such there is a need for further explanatory variables that may describe the data.  

  There were other factors linked to plant responses differing between treatments that 

could help explain our observations. NDVI was significantly different between summer and 

extreme treatments (Figure 6). As these are both indicators of photosynthetic activity, it is likely 

a reflection of the extreme warming reaching a tipping point to where the heat has a negative 

impact on vegetation. A tipping point occurs when an abrupt shift pushes an ecosystem to an 

alternative state (Dakos et al. 2019). This can reduce functionality in ecosystem services like 

nutrient cycling or carbon sequestration (Dakos et al. 2019). In the background section of this 

thesis, one can see that a tipping point is when the perturbation forces the system into a differing 

stable state. In this case scenario, I saw a loss of plant function evidenced by lowered NDVI. If 

this is the case, then this occurred somewhere between 3° C and 6° C above the ambient 

temperature as the summer warming treatment had a significantly different response than the 

extreme warming treatment. This could indicate a lack of plant inputs and thus a lack of 

available energy to respond to the rewetting event (Bradford et al., 2013; Prommer et a., 2020; 

Griffiths and Phillipot, 2013). This could further be supported by the accumulation of nutrients 

indicated by the EC results (Figure 8)(Jonasson 1999). Since Abisko’s soils have no source for 

salinity, the amount of EC is used to measure nutrients. A pooling of nutrients would imply that 

the bacteria in the soil are not nutrient limited in terms of N-P-K but instead maybe C limited 

(Jonasson et al., 1999; Hicks et al., 2020). Since soil microbes often rely on plant input for labile 

C the lack of vegetation may have damaged the ability to recover in the extreme and chronic 

treatments. Many studies have shown bacterial communities shifting in both composition and 
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structure along with plant changes in the arctic usually leading to increased respiration as plant 

species shift towards greater leaf and root inputs (Shi et al. 2015; Mekonnen et al 2021). A study 

by Hicks et al. (2022) showed that C and C-N inputs to an arctic system primed more activity in 

mining N as well as mineralizing C. In this study the goal was to try to replicate plant inputs, 

following this it is likely that lack of plant inputs may cause the inverse, that being less organic 

matter priming and thus less growth and respiration. This lines up with De Vries and Shade 

(2013) prediction that with plants resilience will increase.  

Temperatures direct effects could have been involved in the differences between these 

treatments. In the extreme warming and summer warmings samples, the increased temperature 

could have altered the metabolic rate in which bacteria used carbon (Cruz-Parades et al. 2021). 

In the summer warming, the used labile carbon may have been replaced via plants, yet perhaps 

the lack of plants in the extreme treatment could not replace the carbon consumed by the 

increased metabolism of the microbes.  

 5.5 Conceptual explanations of observed phenomena 

One way to interpret these results is through the trait-based model provided by Malik et al. 

(2020). As stress of heat and drought combined with lack of carbon may shift microbial 

communities toward a place between stress tolerance and resource acquisition-centered 

strategies. Looking at the data through this framework allows one to account for the different 

responses without solely relying on previous variations in moisture displayed in the TOMST 

data. In arctic and subarctic soils, carbon availability can limit the growth of many microbial 

communities (Neurauter et al. 2023). Following this, because the production of secondary 

metabolites can be a taxing process, it is also possibly, a carbon needy one. This can be 

supported in the findings of Fierer and Schimel (2002); authors found that C-and N 

mineralization was significantly impacted by drying/rewetting cycles. While there is a large 

amount of recalcitrant carbon, this takes more energy and time to access, thus making it only 

preferable when labile carbon from easily accessible input is harder to come by (Zhou et al. 

2012). This would mean that under these circumstances, resilience was sacrificed for the ability 

to break down more complex recalcitrate carbons.  
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 If I view the control as centred in the YAS triangle, I can think about what would move 

microbial traits to different strategies. Stress like drought would lead microbes to shift to a stress 

tolerance strategy over traits for resource acquisition or high yield strategy. However, in the case 

of extreme or chronic treatments, it is possible that lack of access to labile carbon pushed these 

microbes to adopt a more resource acquisition-focused strategy so that in a carbon-limited 

environment they could still access C.  

On the other hand, control and winter warming treatments are likely to be situated closer 

to the high growth yield point of the triangle, explaining their type 2 response, although the 

freezing of the soil still would provide them with some stress tolerance. Lastly, since summer 

warming was exposed to stress without the resource limitation of carbon, it may have shifted 

towards a stress tolerance strategy, informing its rapid type 1 response.  

Bardgett and 

Caruso (2020) offer an alternative way to conceptualize these results. In their paper, they focus 

on how resistance and resilience function and how underlying variables can cause different 

responses to the same stress. I can use their framework of the threshold of a system to theorize 

what may have happened in our experiment. In this theory, ecosystems generally have a certain 

tendency towards a stable state. The more resilient a system is the more it will take to alter the 

return to its prior state. However, even a resilient community can undergo repeated patterns of 

disturbance, or factors amplifying a disturbance that throw it to an alternative stable state 

(Bardgett and Caruso 2020). In our experiment, I saw a quick rebound of summer warming 

treatments to their functionality prior to drying. This is evidenced by the bacterial growth rate 

Figure 21: The YAS interpretation 

applied to our results would 

show that the extreme warming 

would split the traits between 

resource acquisition and stress 

tolerance, leading to a less 

efficient response. However, 

summer, which did not have 

additional issue with lack of 

carbon and thus could focus on 

allocating traits to resisting 

stress. Adapted from Malik et al 

2020.  
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and respiration returning to comparable levels to before the drying event (Figure 17). This was 

not the case with the extreme treatment, as it took significantly longer to recover and, in some 

cases, never fully recovered to pre-drying levels. This may indicate that past a certain quantity of 

warming, the metabolic increased rate of consuming carbon and lack of input from plants could 

exacerbate the effects of drying and rewetting pushing the microbial community into a new 

stable state. It is possible that our extreme treatment arrived at an alternate state due to the 

external factors it underwent prior to our experiment, while the summer warming treatment was 

resilient and had the conditions it needed to return to the state before the DRW. Bardgett and 

Caruso (2020) indicate that more resilient systems will be less nutrient efficient. Our results 

show the opposite of this as summer warming had the highest carbon use efficiency followed by 

extreme warming. In terms of Evens et al. (2020), the extreme treatments would be undergoing a 

shift to a low activity threshold soil may indicate a movement to the highly variable moisture 

history state which is characterized by consistent yet low levels of activity.  

Microbial diversity is also often tied to resilience in microbial ecosystems, often through 

functional redundancies in microbial communities (Shade et al. 2012). A final possibility is that 

the alteration of plant inputs with the warming treatment altered microbial diversity, making the 

microbial community less resilient (Shade et al. 2016; Allison and Martiny 2008). Microbial 

diversity has long been tied to plant species diversity, and as shown on many of the diversity by 

productivity gradients, this can have functional effects (Stefan et al. 2021). However, total NDVI 

has little to no correlation to diversity, so there is no way in this study to determine if diversity or 

mere input caused a decrease in microbial function (Martinez and Labib., 2023). Despite this, 

there was a clear shift in vegetation productivity. Since much of the plants interaction with 

microbes is focused on carbon exchange, this reduction, even if it did not affect plant diversity, 

may have been the reason for change in microbial resilience (Bradford et al., 2013; Prommer et 

a., 2020; Griffiths and Phillipot, 2013). In this case it is a possibility that the extreme warming 

was enough to affect the plants which are theoretically much more H2O needy than the microbes 

as plants need water for their photosynthesis and their cellular activities while microbes do not 

need to undergo photosynthesis. Through the lack of plant inputs microbial diversity was 

decreased and thus the extreme warming treatment was set towards an alternate state.  
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Carbon use efficiency is of particular importance for the GHG aspect of our question. All 

treatments had lower CUE during the rewetting aspect of our experiment (Figure 20). 

Interestingly enough, the extreme and summer warming which were different in most aspects of 

their response were most similar here (Figure 20). A lower carbon use efficiency means more 

carbon respirated and less sequestered (Sinsabaugh et al., 2013). In this case, treatments had a 

significant impact on where carbon was allocated. It is possible that carbon use efficiency 

increased during perturbation with the summer warming, extreme warming and chronic warming 

treatments, till a point. Following this, treatments that had plants die off saw a decrease in CUE 

as microbes had to switch their strategy to access less available carbon, thus using more energy 

on metabolic activities and not growth (Malik et al., 2020;). Interestingly the highest pulse of 

emissions was from the winter warming and control treatments (Figure 19). These two 

treatments also had a low CUE conferring with the theory that they had to put more energy into 

metabolic activities (Manzoni et al., 2018). Future studies may wish to link the conceptual traits 

involved with CUE directly to pulses and inputs during DRW cycles.  

If I am to accurately model soil respiration which accounts for a significant portion of the 

global carbon budget, I would need to understand how the alteration of moisture regimes affects 

growth (IPCC 2021). While respiration and microbial growth can be relatively predictable, how 

the magnitude of these pulses will change with warming is more complex than one set of 

variables (Rousk and Brangari, 2022). Additionally understanding the drivers of resilience must 

include legacy but is not limited to it. It is likely that most stochastic variables in terms of CO2 

emissions cannot be accurately modelled as climate changes without a thorough understanding of 

how these systems function (Rousk and Brangari, 2022; Brangari et al., 2020).  

6. Conclusions, implications, and outlooks 

In this thesis, it was shown that there were no differences between resistances to moisture stress 

for any of the temperature treatments (1). However, resilience and CUE during the rewetting of 

soil did differ between temperature treatments (2). While treatments in the winter did not cause 

any change in resilience (3), the extreme treatment did not show more resilience in either CUE or 

recovery compared to summer warming treatments (4). Following this, there was an attempt to 

explain some of the discrepancies where the observations did not line up with prior studies. 
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NDVI and EC were examined as possible factors indicating that lack of plant inputs of labile 

carbon could be responsible for these shifts. I proposed that differences observed in treatments 

may have to do with shifting traits, plant inputs or carbon limitations in addition to the direct 

stress of water deficit. I then situated these results into the trait triangle put forth by Malik et al 

(2020). Further studies could examine these theories directly in similar subarctic soils. Studies 

could also attempt to parse out the various factors affecting resilience along with the soil 

community’s legacy. Furthermore, linking this to emission pulses would be a logical next step to 

interpreting how altered moisture regimes will play on an ecosystem scale.  
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