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Abstract

In this bachelor thesis, an explorative theoretical analysis is presented on a model system
characterized by various and competing magnetic interactions. The system comprises two
localized magnetic moments (spins), and a single itinerant electron that hops between two
orbitals located at the spins’ positions. The spins, treated as either fully quantum, hybrid
quantum-classical, or fully classical, interact via Heisenberg exchange and Dzyaloshinskii-
Moriya interaction (DMI), with the always quantum-mechanically treated itinerant electron
coupled to the spins through s-d (Kondo-like) coupling. The core objective of this research
was to scrutinize and compare the results obtained from these three distinct approaches
for treating the spins. Findings suggest that the agreement between the different methods
improves when the DMI term is less influential than the others, and that slow perturbations
tend to enhance the agreement between the solutions. It was observed that the hybrid
quantum-classical solutions often align more closely with the full quantum solution than the
fully classical ones, with discrepancies arising likely due to complex quantum effects and
entanglement. Future research could further this study of the simple model studied here (and
related ones) via an extensive exploration in the parameter space, and discern the general
conditions under which the mixed quantum-classical methods perform optimally. This in turn
would give useful indications on the scope of mixed quantum classical treatments of realistic
magnetic materials thereby offering deeper insights into the behavior of such systems.
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Acronyms / Abbreviations

DMI Dzyaloshinskii–Moriya interaction

HE Heisenberg exchange
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Chapter 1

Introduction

Magnetism plays a significant role in shaping modern society, providing the basis for many
technological advancements such as superconductors, communication technologies, and data
storage [1]. Over the past twenty years, the discovery of a novel magnetic quasi-particle,
referred to as a magnetic skyrmion, has stirred interest in the field of magnetism [2]. Demon-
strated to serve as components in memory storage devices, specifically in racetrack memories,
these magnetic skyrmions are a significant development. Another notable phenomenon in
the field is the Kondo effect [3]. The Kondo effect involves monitoring the resistivity of a
metal in relation to temperature. Intriguingly, the metal’s resistance reaches a minimum at
lower temperatures. Although Kondo initially elucidated this minimum using perturbation
theory, it was not until the 1970s that a comprehensive understanding of the Kondo effect
was achieved [4].
The objective of this thesis is to gain insight into the key elements that constitute mag-
netic skyrmions within a small system that accurately encompasses the relevant physics.
Skyrmions are topological magnetic structures [5], meaning that their topology stabilizes
them. This characteristic makes them especially appealing for applications in spintronics
and quantum computing, where precise control over the magnetic properties of materials
is crucial [6]. These exotic structures are observed in chiral magnets as individual solitons,
meaning that they are self-sustaining and propagate through magnetic material, and can
form a lattice of solitons. The Dzyaloshinskii-Moriya interaction DMI plays a key role
in stabilizing the chiral symmetry of Skyrmions. Owing to its mathematical structure, it
promotes an orthogonal arrangement between spins, whereas standard exchange interaction
encourages parallel alignment. The interplay between these two leads to the emergence of
skyrmions and their non-collinear magnetic ordering [7]. The study of Skyrmions requires
the contributions of renowned scientists in the field such as Werner Heisenberg, Pieter Zee-



2 Introduction

man, Igor Dzyaloshinskii, and Toru Moriya, who developed theories of exchange interaction,
Zeeman interaction, and Dzyaloshinskii-Moriya interaction, respectively [8].Typically, the in-
vestigation of magnetism employs classical models, for instance, the Landau-Lifshitz-Gilbert
equation, where only the magnetic moments are simulated. However, it is rare for magnetic
moments in a solid to be isolated. More commonly, they coexist with free or itinerant
electrons. In this context, a Kondo-lattice model is utilized – which has been demonstrated
to give rise to novel physical phenomena.[9].
This project aims to investigate a simple model that includes all the relevant interactions
giving rise to a Skyrmion. The system considered is finite and closed. It consists of two
interacting spin 1/2 magnetic moments that interact through exchange and DMI, in addition
to interacting with a tunable magnetic field. Additionally, an itinerant electron is coupled to
the system and described using a Kondo-like interaction. After fully setting up the system
quantum mechanically, numerical simulations were performed in order to reveal the time
evolution of the spins when varying the parameters. However, a primary objective is to
observe the time evolution of the spins when they are described in a mixed quantum-classical
picture. This is done by treating one or both of the spins classically using the Ehrenfest
approximation, while the electron remains quantum mechanical. The advantage of describing
the spins system classically, is the acceleration of computation which becomes important
for larger system size. This model was proposed in [10] on a larger lattice, and it was later
shown that it could be derived from a two-band Hubbard model [11]. By studying this simple
model as a starting point, the aim is to gain insights into the fundamental processes that
govern skyrmion systems with larger numbers of interacting particles. The simplicity of the
model allows for more manageable computations while still capturing essential features that
can potentially be scaled up or extrapolated to more complicated systems. The groundstate
of the system will be determined and time-evolved using the Landau-Lifshitz-Gilbert (LLG)
equation, predictor-corrector methods, and finally, the Depond-Mertens integration method.
This work will provide insight into the accuracy and precision of the different semi-classical
models compared to the fully quantum one. In particular, how well the different approaches
work as a function of the different interaction strengths within the system.Nonetheless, po-
tential future work may involve establishing a relationship between the entanglement and the
precision of the classical approximation.



Chapter 2

Theory and Procedure

2.1 The Quantum Description

In the quantum picture of this work, the system under consideration comprises two fixed
spin-1/2 states, an itinerant electron, and a magnetic field. This system is described by the
following Hamiltonian:

Ĥ = J(Ŝ1 · Ŝ2)

+B⃗ · (Ŝ1 + Ŝ2)

+D⃗12 · (Ŝ1 × Ŝ2)

+v
(

ĉ†
1↑ĉ2↑+ ĉ†

2↑ĉ1↑+ ĉ†
1↓ĉ2↓+ ĉ†

2↓ĉ1↓

)
+K

(
Ŝ1 · ŝ1 + Ŝ2 · ŝ2

)
.

(2.1)

where Ŝ1 and Ŝ2 represent the two fixed spin-1/2 states while ŝ1 and ŝ2 represent the spin
of the itinerant electron at the site of each of the fixed spin-1/2 states. In further detail, the
first term in the Hamiltonian represents the Heisenberg exchange between the two spin states,
while the second term represents the coupling of the external magnetic field with the spin
states, i.e. the Zeeman interaction. The third term represents the Dzyaloshinskii-Moriya
interaction, and the last two terms represent the coupling between the fixed spin states and an
itinerant electron in accordance to the tight binding model, where this term is similar to the
Kondo-like exchange. It is worth noting that, in principle, the external field B⃗ should also act
on the itinerant electron, but, given the educational nature and purpose of the model, such
additional interaction is not considered.
In the following subsections, the different terms in the above Hamiltonian will be discussed.
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2.1.1 Heisenberg Exchange

In the context of a lattice spin system, the exchange interaction in the Quantum Heisenberg
model refers to the interaction between the spins of neighboring particles in the lattice. In
a lattice structure, magnetic moments are organized in a regular pattern, and each moment
interacts with its neighboring moment to first approximation. The exchange interaction among
these moments, a result of the wavefunction’s anti-symmetry and Coulomb interaction, plays
a crucial role in establishing magnetic order in solids. The constant J in equation (2.1) is the
exchange coupling constant, which characterizes the strength of the interaction, and Ŝ1 and
Ŝ2 are the spin operators of two interacting particles 1 and 2.
The exchange interaction between two neighboring spins can have different strengths and
directions depending on the nature of the particles and their relative positions in the lattice.
For example, in a ferromagnetic material, the coupling constant J between neighboring spins
is negative, which means that it favors the alignment of the spins in the same direction.
This leads to the formation of a net magnetic moment and the appearance of ferromagnetic
ordering. Expanding the first term of the Hamiltonian in equation (2.1) yields

ĤHE = =
J
4
(
2(Ŝ+

1 Ŝ−
2 )+2(Ŝ−

1 Ŝ+
2 )+ Ŝz

1Ŝz
2
)
, (2.2)

where the x and y components of the spin operators were rewritten in terms of spin ladder
operator.
In order to express ĤHE in matrix form, one can use the relation

Â = ∑
i j
|ai⟩Ai j

〈
a j
∣∣ (2.3)

and
Ai j = ⟨ai| Â

∣∣a j
〉
. (2.4)

where Ai j = ⟨ai| Â
∣∣a j
〉

is the matrix element of Â in the basis
∣∣a j
〉
. Here, Â is an arbitrary

operator and
∣∣a j
〉

corresponds to a basis from a set of bases. The ordered bases used for the
construction of the 4× 4 matrix representation of the different operators for the two spin
spaces are {|↑↑⟩ , |↑↓⟩ , |↓↑⟩ , |↓↓⟩}. The matrix representation of the Heisenberg exchange



2.1 The Quantum Description 5

interaction is consequently

ĤHE =
Jℏ2

4


1 0 0 0
0 −1 2 0
0 2 −1 0
0 0 0 1

 . (2.5)

2.1.2 Zeeman Interaction

The second term of equation (2.1) represents the Zeeman effect, which describes the energy
splitting of atomic or molecular energy levels in the presence of an external magnetic field.
This effect is significant in the context of magnetically ordered materials, as it can influence
the alignment of the magnetic moments of their constituent particles, for example altering
the disposition of the magnetic domain. The Zeeman interaction term can be expressed in
matrix form, following the same procedure as earlier, as the sum of

ĤBx =
Bxℏ

2


0 1 1 0
1 0 0 1
1 0 0 1
0 1 1 0

 , (2.6)

ĤBy =
Byℏ
2i


0 1 1 0
−1 0 0 1
−1 0 0 1
0 −1 −1 0

 , (2.7)

and

ĤBz = Bzℏ


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1

 . (2.8)

2.1.3 Dzyaloshinskii-Moriya Interaction

The DMI is also an exchange interaction, but is anti-symmetric in character and arises in
magnetic materials with broken inversion symmetry [12]. More clearly, broken inversion
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symmetry refers to the lack of symmetry under inversion, which is the transformation that
involves reversing the positions of all particles in a system with respect to a central point.
Magnetic materials can exhibit broken inversion symmetry due to a variety of factors, such
as crystal symmetry, surface or interface effects, or external fields. For example, in thin
films or multilayer structures, the interfaces can break the inversion symmetry, leading to the
appearance of the DMI and the formation of skyrmions.
The DMI energy favors a particular direction of the magnetization relative to the spin
direction, resulting in a non-uniform spin configuration.
In equation (2.1), the vector D⃗12 represents the strength of the DMI where D⃗11 and D⃗22 = 0,
while D⃗21 =−D⃗12. The whole DMI term can be expanded as

ĤDM = D⃗12 ·
(
Ŝ1 × Ŝ2

)
= Dx

(
Ŝy

1Ŝz
2 − Ŝz

1Ŝy
2
)
+Dy

(
Ŝz

1Ŝx
2 − Ŝx

1Ŝz
2
)
+Dz

(
Ŝx

1Ŝy
2 − Ŝy

1Ŝx
2
)
.

(2.9)

Substituting in spin ladder operator to the expression gives

D⃗12 ·
(
Ŝ1 × Ŝ2

)
=

Dx

2i

(
Ŝ+

1 Ŝz
2 − Ŝ−

1 Ŝz
2 − Ŝz

1Ŝ+
2 + Ŝz

1Ŝ−
2
)

+
Dy

2
(
Ŝz

1Ŝ+
2 + Ŝz

1Ŝ−
2 − Ŝ+

1 Ŝz
2 − Ŝ−

1 Ŝz
2
)

+
Dz

4i

(
−Ŝ+

1 Ŝ−
2 + Ŝ−

1 Ŝ+
2 − Ŝ+

1 Ŝ−
2 + Ŝ−

1 Ŝ+
2
)
,

(2.10)

which can be written in matrix form as

ĤDM =
ℏ2

4



0 (iDx +Dy) (−iDx −Dy) 0

(−iDx +Dy) 0 2iDz (iDx +Dy)

(iDx −Dy) −2iDz 0 (−iDx −Dy)

0 (−iDx +Dy) (iDx −Dy) 0


. (2.11)

2.1.4 Adding Kondo-like Interactions to the Model

As already briefly mentioned in the introduction, the Kondo effect arises from the interaction
between the localized magnetic moments of the impurities and the conduction electrons in
the host metal. The Kondo interaction leads to the formation of a many body state known
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as Kondo-singlet, where the impurity spin and the surrounding conduction electrons are
coupled in a non-perturbative way. This state is responsible for the increase in resistivity at
low temperatures, as it effectively scatters the conduction electrons.
A straightforward extension of the Kondo model is its lattice counterpart (Kondo-lattice
model). While the Kondo model describes a single magnetic impurity (a localized spin-1/2
particle) interacting with itinerant, non-mutually interacting electrons, the Kondo lattice
model considers an array of such magnetic impurities, each interacting with the itinerant
electrons. In this model, the electronic structure of the metal is represented by a set of
localized orbitals, each capable of holding one electron, akin to a tight binding description.
The itinerant electron is then represented as a linear combination of these localized orbitals.
The Hamiltonian for this model includes terms that describe the itinerant electron’s state
and the interaction between the localized spin states and the itinerant electron. Explicitly, in
equation (2.1) the ’v’ term corresponds to the hopping strength and the ’K’ term corresponds
to the coupling strength between the electron and the localized spin states.
For the simple case of a spin-dimer plus one electron (i.e. Fig. 2.1), the Kondo Hamiltonian
is a 16×16 matrix due to the direct product of the electron’s spin space and the itinerant
electron’s orbital space, where both are 4× 4. Therefore, In order to describe the entire
system completely, the system’s Hamiltonian must be sixteen dimensional. This means that
the Hamiltonian in equation (2.1) must have a 16×16 matrix representation. Thus, one need
to transform the 4×4 matrix representations of the previously obtained Hamiltonian terms,
describing the interaction of the fixed spin states only, to 16×16 matrices. This is done as

Ĥ
(16×16)

Total = Ĥ
(4×4)

Spin ⊗ I(4×4)
Electron + I(4×4)

Spin ⊗Ĥ
(4×4)

Electron +Ĥ
(16×16)

S-E Interaction . (2.12)

2.1.5 Quantum Dynamics

After obtaining the expression for the matrix representation of the total Hamiltonian, one
can study the the time evolution of the expectation value of the total spin of the system. The
expectation value of an arbitrary operator Â is given by

⟨Â⟩= ⟨λ (t)| Â |λ (t)⟩ . (2.13)

where |λ (t)⟩ is the state of the system at time t. For a time independent Hamiltonian,

iℏ
∂ |Ψ(t)⟩

∂ t
= Ĥ |Ψ(t)⟩ =⇒ |Ψ(t)⟩= e

−iH t
ℏ |Ψ(0)⟩ , (2.14)
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Fig. 2.1: Schematic of the system where two fixed spin states are coupled to each other
through exchange and DMI, as well as to a magnetic field and to an itinerant electron. Note
that in principle the external field B should also act on the itinerant electron, but, given the
educational nature and purpose of the model, such additional interaction is not considered.

where |Ψ⟩ is an arbitrary state. If |Ψ⟩ is an eigenstate of the Hamiltonian, then equation
(2.14) can be rewritten as

e
−iH t

ℏ |Ψ(0)⟩= e
−iE

λ
t

ℏ |λ (0)⟩ , (2.15)

where Eλ is the eigenenergy corresponding to the eigenstate |λ ⟩. However, for the case of a
time dependent Hamiltonian, Ĥ (t), a state |Ψ(t)⟩ evolves from time t to time t +∆ as

|Ψ(t +∆)⟩= ∑
λ

exp
(
−iEλ (t +δ )∆

ℏ

)
|λ (t +δ )⟩⟨λ (t +δ )|Ψ(t)⟩ , (2.16)

where δ = ∆

2 . In equation (2.16), the implicit assumption is that ∆ is sufficiently small and
the mid point method is utilized to numerically converge faster to the expectation values of
different operators.
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2.1.6 Application of Hellman-Feynman Theorem

The Hellman-Feynman theorem provides a useful tool for validating the numerical robustness
of the computed expressions for the various Hamiltonian terms. This theorem, with the given
Hamiltonian and its corresponding eigenfunctions, can be expressed as:

⟨λ | ∂Ĥ

∂A
|λ ⟩= lim

ε→0

E(A+ ε)−E(A)
ε

. (2.17)

In the above equation, A represents one of the adjustable parameters of the Hamiltonian, and
E signifies an eigenvalue of the Hamiltonian. The validation process involves a comparison
of the left-hand side, derived analytically, with the right-hand side, computed numerically. A
match between these two sides affirms the correctness of the expressions.

2.2 The Classical Description

In this thesis, the primary goal of studying the classical representation of the system is to
compare its outcomes to those of the quantum representation. More in detail, the full quantum
solution will be compared to a classical treatment described by the Ehrenfest approximation.

2.2.1 Ehrenfest Theorem

The Ehrenfest theorem, which is named after Paul Ehrenfest, connects the rate of change
over time of the expectation values of position and momentum operators, denoted by x̂ and p̂,
to the expectation value of force. However, this theorem is a special case of a more general
equation [13] defined by 〈

∂ Â
∂ t

〉
=

1
iℏ

〈
[Â,Ĥ ]

〉
+

∂

∂ t
⟨Â⟩ , (2.18)

where Â is an arbitrary operator. For a time independent operator the last term in equation
(2.18) is trivially equal to zero.
The evaluation of equation (2.18) for the different spin components of each spin state and
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Hamiltonian from (2.1) yields

1
iℏ
[Ŝx

1,Ĥ ] =−J(Ŝ1 × Ŝ2)x − (Ŝ1 × B⃗)x − (Ŝ1 × (D⃗× Ŝ2))x −K(Ŝ1 × ŝ1)x

1
iℏ
[Ŝy

1,Ĥ ] = +J(Ŝ1 × Ŝ2)y +(Ŝ1 × B⃗)y +(Ŝ1 × (D⃗× Ŝ2))y +K(Ŝ1 × ŝ1)y

1
iℏ
[Ŝz

1,Ĥ ] =−J(Ŝ1 × Ŝ2)z − (Ŝ1 × B⃗)z − (Ŝ1 × (D⃗× Ŝ2))z −K(Ŝ1 × ŝ1)z

(2.19)

The Ehrenfest approximation of the x, y and z terms for the time derivative of Ŝ1 can be
collected together as

∂

∂ t
S⃗1(t) =

1
iℏ
[⃗S1,Ĥ ] =−J(⃗S1× S⃗2)− (⃗S1× B⃗)− (⃗S1× (D⃗× S⃗2))−K(⃗S1× ⃗⟨s1⟩) , (2.20)

where the spin operators of the fixed spin-1/2 states have been rewritten into vector form.
One should also note that in order to incorporate the expression for the electron, which is
quantum mechanical, one needs to introduce it in vector form. This is done by taking its
expectation value as ⃗⟨s1⟩, as seen in the above equation. This is primarily due to the fact that
The electronic spin, which is quantum mechanical, is represented in vector form by deducing
its expectation value in the x, y and z directions. Moreover, for consistency, a constraint is
required such that the length of the spins must remain constant. Physically, the modulus of
the fermionic spins is fixed at one-half. However, for the sake of numerical convenience,
they are treated as if they are bounded by positive and negative one, while keeping in mind
their inherent directionality and rotation properties. Repeating the same procedure with S⃗2

gives a final set of coupled equations which describe the dynamics of the spins as

∂

∂ t
S⃗1(t) = −⃗S1 ×

(
J · S⃗2 + B⃗+(D⃗× S⃗2)−K · ⟨⃗s1⟩

)
∂

∂ t
S⃗2(t) = −⃗S2 ×

(
J · S⃗1 + B⃗− (D⃗× S⃗1)−K · ⟨⃗s2⟩

)
∣∣∣⃗Si(t)

∣∣∣= 1, ∀i, ∀t .

(2.21)

2.2.2 The Landau–Lifshitz–Gilbert Equation

There is an equivalence worth mentioning between the expression obtained in 2.21 and
the Landau–Lifshitz–Gilbert (LLG) equation. The LLG equation is a differential equation
used to describe the precessional motion of magnetization in solids and to model the time
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evolution of magnetic elements due to a magnetic field [14]. The LLG equation is given as

dM⃗
dt

=−γ

(
M⃗× H⃗eff −αM⃗× dM⃗

dt

)
, (2.22)

where M⃗ is the magnetization γ is the gyro-magnetic ration α is the Gilbert damping
parameter and H⃗eff is the effective field/force. The equivalence can be more clearly seen
if one treats the term

(
J · S⃗i + B⃗+(D⃗× S⃗i)−K · ⟨⃗s j⟩

)
as the effective field H⃗eff; as well as

the spins with the magnetization. The damping term in the LLG equation is introduced to
account for the dissipation of energy due to the interaction of the magnetic moment with
its environment, such as thermal fluctuations or the interaction with the surrounding lattice
or electrons. The damping term ensures that the magnetic moment eventually relaxes to its
equilibrium state and prevents the magnetic moment from precessing indefinitely.
However it may be useful to note that, while formally resembling the LLG equation, the spin
equation in (2.21) directly emerges from the classical limit of the Heisenberg equation of
motion for the spin operators and in our treatment is supplemented by the electron dynamics.

2.2.3 Numerical Integration Theory

Precession

In order to numerically calculate the value of a variable at a given time step δ t, one often
resorts to solving first order differential equations of the form

Si(t +δ t) = Si(t)+ Ṡi(t)δ t , (2.23)

using Euler integration schemes. However, such integrations prove to be unsuitable for the
cases where a constraint on the length of the variable exists. The proof of the inconsistency
of Euler method integration can be seen in the following expansion where

|Si(t +δ t)|2 =
∣∣Si(t)+ Ṡi(t)δ t

∣∣2
= |Si(t)|2 +2Si(t) · Ṡi(t)δ t +

∣∣Ṡi(t)δ t
∣∣2

= |Si(t)|2 +
∣∣Ṡi(t)δ t

∣∣2 .
(2.24)

This shows that the length of the spin increases in both systematic and nonphysical ways.
Hence, a better approach is required to complete the integration of the spins. A suitable
integration method was proposed by Ph Depondt and F G Mertens in [15]. Their technique is
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based on precession which can be explicitly carried out using the Rodrigues equation which
enables the computation of the rotation of a vector about a field. Formally, the rotation is
carried out by having

S⃗i(t +δ t) = Ri(t )⃗Si(t) , (2.25)

where the rotation matrix is

Ri(t) =

 h2
xu+ cosω hxhyu−hz sinω hxhzu+hy sinω

hxhyu+hz sinω h2
yu+ cosω hyhzu−hx sinω

hxhzu−hy sinω hyhzu+hx sinω h2
z u+ cosω

 . (2.26)

In the rotation matrix above, u = 1− cosω whereas hx,hy,hz are the coordinates of the unit
vector h = Hi/ |Hi|. Here Hi is the corresponding effective field of S⃗i(t). Notably, the vector
h is parallel to the local field and the precession angle ω = |Hi|δ t. Hence the spin length
remains constant up to numerical accuracy, as prescribed by equation (2.21).

Predictor-Corrector Method

The predictor-corrector method is a a type of numerical multistep method within the cate-
gory of hybrid methods [16]. General predictor-corrector methods are a type of numerical
integration methods that use a combination of predictor and corrector stages to approximate
the solution of a differential equation. In general, these methods are multistage, meaning that
they involve multiple steps to predict and correct the solution at each time step.
In the predictor stage, a lower order approximation is used to estimate the solution at the
next time step. This approximation may not be exceptionally accurate, but it is relatively
useful when solving self-consistent problems. The corrector stage, on the other hand, uses
a higher order approximation to refine the estimate obtained from the predictor stage. The
resulting approximation is generally more accurate, but may require more computation time
and memory than the predictor stage.
The use of both predictor and corrector stages allows general predictor-corrector methods to
balance efficiency and accuracy in a flexible way, making them useful for a wide range of
problems. These methods are particularly effective for solving problems that have oscillatory
or periodic behavior, where more traditional numerical methods may struggle.

Nelder-Mead Minimization

In addition to the LLG equation, which incorporates Gilbert damping to enable the relaxation
of a system towards its ground state, minimization techniques such as the Nelder-Mead
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algorithm can be employed. The Nelder-Mead algorithm is a direct search optimization
algorithm that determines the minimum of a function without utilizing gradients[17]. The
algorithm operates iteratively, starting with an initial simplex, and then adjusting the simplex
until convergence to a local minimum is achieved. In this work, the Nelder-Mead algorithm
can be applied to identify the spin coordinates corresponding to the system’s lowest energy,
given specific parameters such as the spins’ coupling strength, denoted as J in equation (2.1),
and others.
The Hamiltonian function, which provides the energy of the system, takes into consideration
various interactions between individual spins in a dimer and the external magnetic field
acting on the system. By minimizing the Hamiltonian function with respect to the spin
configuration, the equilibrium configuration of the system and its corresponding energy can
be determined. This energy function can then be minimized using the Nelder-Mead method
to find the lowest energy configuration of the system. The error of this function depends
on the absolute error in the input variables and the function value. However, it is worth
noting that the Nelder-Mead method is not guaranteed to converge to the global minimum,
particularly for high-dimensional functions. While it can often find a satisfactory solution,
it does not provide strong guarantees regarding global optimality or the accuracy of the
solution.

2.3 The Numerical Procedure

The results of the computationally implemented model were validated by introducing the
different Hamiltonian terms step by step, and comparing the obtained results against the
analytical expectations. Thereafter, the time evolution of the full system was studied, with
the details described in the following subsections.

2.3.1 Quantum

In this part, where the whole system is treated quantum mechanically (QQ) , the total
Hamiltonian of the system was constructed and the time evolution of the systems were
computationally implemented using Python. The groundstate was obtained through the
diagonalization of the Hamiltonian, which was then numerically propagated in time using
the algorithm described in equation (2.16). At each time step, the expectation value of the
spins and energy were taken using the relation in equation (2.13).
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2.3.2 Semi-Classical

The approach here was to combine the different techniques and theories prescribed in section
2.2.3 to create the desired algorithm. In the first case, the algorithm was created for a system
with two classical spins and a quantum electron (CC) . In the other case, one of the spins was
quantum while the other was classical (QC). The procedure for having (CC) is as follows:

• Create initial spin states S⃗(0)
1 and S⃗(0)

2 by minimizing the Hamiltonian function of the
system using the Nelser-Mead method.

• Define a function that takes the parameters and the initial spin states as inputs.

• Create containers in the function to store the value of the spins and energy at each time
step.

• Initialize the electron’s groundstate and its average spins, ⟨⃗s1⟩ and ⟨⃗s2⟩, within the
function. At this point, all the terms of equation (2.21) are now computed.

• Start an iteration where in each time step:

1. Express the effective fields for each spin using the right hand side of equation
(2.21) (H in equation (2.26)).

2. Predict the electronic wavefunction, by time propagating it as in equation (2.13)
using the initial spins, and its average spin at each site.

3. Predict the spins S⃗1 and S⃗2 by using the rotation matrix from equation (2.26)
and the effective field.

4. Predict the effective fields, using the predicted spins as well as the right hand
side of equation (2.21) (H in equation (2.26)).

5. Correct the electronic wavefunction and its average spin using the average of the
initial spins and the predicted spins.

6. Correct the effective field using the average of the initial field and the predicted
field.

7. Correct the spins S⃗1 and S⃗2 using the average of the initial spins and the predicted
field.

8. Calculate the energy and store its value, alongside the value of the spins, in the
containers.

9. Repeat.
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The procedure for the single quantum single classical (QC) on the other hand is identical
to the above procedure with the exception that S⃗2 is treated quantum mechanically. That
is, initial and time-evolved, both in the predicted an corrected stage, spins are obtained us-
ing diagonalization and quantum dynamics in a similar fashion to that of the itinerant electron.

2.3.3 System Parameters and External Fields

The procedures described above were utilized to evaluate the ground state under a variety of
parameter conditions. Although a full parameter scan was not performed, for each quantity
a large and a small value were used to have a coarse grid of values. The parameters varied
were J, Bz, Dz, and K, which were set to -0.2 (representing small values) or -1 (representing
large values). Throughout the study, v was consistently maintained at a constant value of -1,
while Bx, By, Dx, and Dy were all set to 0.
In addition, three distinct perturbations were used for the magnetic field. In detail, a slow
perturbation was applied at t = 5, with Bx = B · f (t) and Bz = B. The value of B determines
the strength of the perturbation (-0.2 or -1), while the shape of f (t) determine how the
perturbation was applied in time. Three scenarios were considered. The cases of slow and
fast ramping correspond to

f (t) =


0, for t ≤ 5

−
[
sin (t−5)π

τ

]P
, for 5 ≤ t ≤ 25

−1, for t > 25

, (2.27)

where P = 1 and τ = 40 for the slow scenario, and P = 10 and τ = 10, for the rapid scenario.
A third case of sudden ramping was described by f (t) = −Θ(t − 5), where Θ is the step
function.
This procedure was executed for two cases, namely B = 0.2 (small field) and B = 1 (large
field). Also, a factor of µB = −1, is introduced to the magnetic field term to favor the
alignment of the spins to the direction of the magnetic field. Finally, the energy, spins, and
electron density of the system were stored during the time evolution.



Chapter 3

Results and Discussion

3.1 Code Testing

Test 1. Considering a simple case involving the Heisenberg exchange and Zeeman interaction
with J =−1 and B⃗ = (1,0,0), a ferromagnetic coupling is expected between the two spins,
resulting in their alignment with the magnetic field. The numerical results, as illustrated in
Figure 3.1, confirm this behavior.

Fig. 3.1: Spin alignment with Heisenberg exchange and Zeeman interaction. The QQ
corresponds to the fully quantum approach. QC corresponds to having one spin state classical
and the other quantum while CC corresponds to having both spins states classical.

Test 2. Upon introducing electrons to the system with K =−1, the electron spins should align
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with the spins at each site. Consequently, the electrons should also point in the x-direction,
as demonstrated in Figure 3.2.

Fig. 3.2: Electron spin alignment in the presence of Heisenberg exchange, Zeeman interaction,
and electrons.

Test 3. Incorporating the DMI in the z-direction with J =−1 and B⃗ = (1,0,0) introduces an
asymmetry between S⃗1 and S⃗2. This effect is prominently displayed in Figure 3.3. One can

Fig. 3.3: Asymmetry induced by DMI in the y-direction.
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also already see a clear discrepancy in the agreement of the groundstate between the fully
quantum approach and the semi-classical approaches.

3.2 Time Evolution

In this section, parameters of small value are denoted by lower case letters, while those
of large value are denoted by upper case letters. More explicitly, (J, j) ≡ (−1,−0.2),
(D,d)≡ (−1,−0.2), and (K,k)≡ (−1,−0.2).
It should be noted that b (B) represents simultaneously small (large ) Bz and small (large)
time dependent perturbations due to Bx. Additionally, as previously mentioned, the DMI
term is only acting the z-direction such that Dz is either equal to D or d.
The selected results below are quite representative of all the actual simulations performed
and illustrate the the degree of agreement between the double classical (CC) and single
quantum single classical (QC) representations compared to the exact solution from the fully
quantum (QQ) representation, for different combinations of parameters. In particular, the
best and worst agreements for the different perturbations and magnetic field strengths have
been picked out and showcased here.

3.2.1 Slow Perturbation in Bx Field

Figure 3.4 shows that when the magnetic field is small, the best agreement is obtained when
all the different parameters are small.
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Fig. 3.4: Comparison of data in small magnetic field and slow perturbation.
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However, when the d term alone is switched to the large value D, the agreement deteriorates.
It is also noteworthy that the results with poor agreement had the spin starting from different
initial values. This indicates that the different models did not produce the same ground state.
On the other hand, figure 3.5 shows that when the magnetic field is large, a good agreement
is still observed when all parameters are small. Looking more closely, one notices that the
(QC) and the (CC) curves follow quite closely the full quantum solution. However, overtones
are clearly noticed, in the form of bound oscillations, phase difference, and lying around
the quantum solution. Still, the overall agreement is good and this is likely due to the fact
that the external magnetic field here is the dominant factor in the determining the system’s
dynamics.
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Fig. 3.5: Comparison of data agreement in large magnetic field and slow perturbation.

When the other system parameters also become large, the agreement becomes deteriorated.
One can moreover see that the initial conditions do not match, hence the poor agreement in
the time evolution as well.

3.2.2 Rapid Perturbation in Bx Field

As shown in figure 3.6, when the magnetic field is small, the best agreement is achieved
when all parameters are small compared to when only the DMI term d is set to a large value.
Yet again, an amplitude and phase difference for the best agreement case is witnessed. Also,
different initial conditions can once more be seen in the result that gave the worst agreement.
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Fig. 3.6: Comparison of data agreement in small magnetic field and rapid perturbation.

For the case of large magnetic field, as in figure 3.7, the best agreement is again observed
when all parameters are small, except for K. However, if the DMI is increased and the other
parameters are kept small, the agreement worsens.
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Fig. 3.7: Comparison of data agreement in large magnetic field and rapid perturbation.

Overall, there is an evident deterioration of the agreement between the different approaches in
the rapid perturbation case compared to the results obtained with slow perturbation. Although
the common denominator of the results for the two different perturbations is that for the case
of having a small magnetic field, the worst agreement are given in the form of different initial
conditions. In addition to that, larger magnetic field seem to improve the overall agreement
compared to when having a small magnetic field.
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3.2.3 Sudden Perturbation in Bx Field

The results from figure 3.8 indicate that for the case of a small magnetic field, the best
agreement occurs when all parameters are large, except for d, compared to when the DMI
term D is large and the rest are small. Once again, one can see the same features here as in
the previous perturbation cases where the best agreement still contain phase and amplitude
difference and the worst agreement result is due to different initial conditions.
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Fig. 3.8: Comparison of data agreement in small magnetic field and sudden perturbation.

For the case of a large magnetic field better agreement is observed when all the parameters
are large, according to the results in figure 3.8. Conversely, when the DMI is set to large and
the other terms are small, the agreement becomes poor as shown in figure 3.9.
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Fig. 3.9: Comparison of data agreement in large magnetic field and sudden perturbation.
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, the overall agreement here seem to be worse than the one with slow perturbation.
Although, it is not so clear which perturbation one , rapid or sudden, gives rise to the worst
overall agreement. However, it is comprehensible that slow perturbation gives the best overall
agreement between three different perturbations used.

3.2.4 Discussion

The results presented above are a representative subset of a total of 3 ·24 results, wherein
different combinations of small and large valued parameters are utilized, along with different
approaches to apply perturbation. As a general observation, the results clearly indicate that
when the DMI term is the dominant interaction, the agreement among the different schemes
notably diminishes. When the DMI term is less influential than the others, the results match
better. A second general trend is that the agreement is best when the external perturbation is
slow. Besides these two general trends, and within the set of simulations performed, it was
not immediate to find further general features in the results. Rather, the system showed a
highly sensitive and intricate dependence on the value of the different interaction strengths.
But mostly, the numerical evidence seemed to indicate that having larger J, smaller K, and
larger B (magnetic field) generally improves the agreement.
Another aspect which could have had a significant influence on the quality of the agreement
between exact on approximate solutions is related to the ability of finding a correct initial
state in the semi-classical approximation. Figures 3.6 and 3.4 reveal the limitations of starting
from the Nelder Mead minimized groundstate. Since, already, at t = 0 the agreement is poor,
which is likely the cause to the disagreement between the fully quantum solution and the two
semi-classical ones.
It is also clear that quantum classical solutions generally exhibit better agreement with the
exact solution than do classical classical ones, an unsurprising observation given that the
exact solution is fully quantum, and quantum classical is a step closer to this compared to the
classical classical one.
A likely explanation is that the coherent response and the quantum coherence of the system
following the rapid or sudden perturbation, which are fully accounted in the quantum
treatment, are not accurately captured by semi-classical treatments. Moreover, such swift
perturbations could induce entanglement between the different components of the system,
and this is something that mixed quantum-classical methods typically do not account for.
Consequently, under rapid or sudden perturbations, the mixed quantum-classical solutions
might not align as accurately with the full quantum solutions due to the intricate quantum



3.2 Time Evolution 23

effects involved.
In summary, despite some general clear trends were observed (in particular, the DMI reduces
the agreement between different treatments), it was not possible to associate easily discernible
trends due to the specific impact of all the different interaction terms. It is likely that,
to determine in full the conditions under which the quantum-classical or the classical-
classical methods perform best, an extensive search in the parameter space would be required,
something to be performed in future investigations.
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Conclusion & Outlook

In this dissertation, a theoretical examination of the magnetic behavior of a basic model
system featuring various and competing magnetic interactions has been conducted. The
model includes two localized magnetic moments (also referred to as spins due to their link to
moments through the gyromagnetic ratio) and a single itinerant electron hopping between
two orbitals located at the spins’ positions.
These stationary spins interact via i) the Heisenberg exchange, which can cause either
ferro- or antiferro-magnetic ordering between the spins, depending on its sign, and ii) the
Dzyaloshinskii-Moriya interaction (DMI), which results in orientational canting between
the spins (DMI arises in non-center-symmetric systems and when spin-orbit interaction is
present).
This research had the main objective to characterize the system with various levels of accuracy
and compare them. The three different descriptions considered were: a) a full quantum, exact
solution, achieved with the configuration interaction method; b) a quantum-classical hybrid
solution, where the electron and one of the localized spins are handled quantum-mechanically,
while the other spin is handled classically; c) a similar quantum-classical scheme, but where
both localized spins are described classically.
Comparing the exact solution and the two quantum-classical descriptions (the latter were
obtained within the Ehrenfest approximation), the results indicated that better consistency is
achieved at smaller exchange couplings, smaller external magnetic fields, and slow rather
than fast perturbations. As expected, the results from the system with a classical spin were
closer to the exact solution than those with two classical spins. This pattern applies to spins,
electronic densities, and system energies. However, there were a few cases where the trend
was reversed (for the system’s energy only; we do not currently have an explanation for this
behavior).
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Why are the findings of this study and possible future research of this nature potentially
important? The scientific and technology communities are increasingly becoming aware
that magnetic systems hold considerable promise for new, sustainable electronic devices that
consume less energy and circumvent Moore’s law limitations. This is the ultimate goal of
spintronics, a research and technology field focused on spin-based electronics. The magnetic
interactions discussed in this thesis form the foundation of many magnetic phenomena and
behaviors relevant to spintronics. In our study, we considered a very basic system with these
interactions. However, larger systems of the same kind can create highly exotic spin structures,
such as topologically protected spin-vortex-like formations called skyrmions, which are
highly resilient to perturbations and defects. Skyrmions could be crucial for the development
of new data storage processes and have also been explored for quantum information purposes.
While significant strides have been made in creating and characterizing skyrmions (and
other similarly important magnetic structures) experimentally, a comprehensive theoretical
description of general scope still remains a challenge, particularly given that these structures
might encompass several thousands of spins, thus making a full quantum description currently
impractical. This highlights the necessity for quantum-classical treatments and a thorough
examination of the scope and validity of these approximate methods, as carried out in this
thesis.
Because of time constraints and the longer-than-expected time to establish the computer code
for producing results, we were unable to provide a thorough characterization of our system’s
parameter space. Similarly, we couldn’t pursue some planned conceptual extensions of the
work. Moving forward, it would be worthwhile to explore the following directions:

1. Including more than one electron and their interactions.

2. Incorporating more than two localized spins to see how/if the increased "contamination"
from classical spins impacts the spin dynamics.

3. Implementing the computation of concurrence (entanglement), a significant indicator
of quantum correlations, to observe and quantify the impact of classical contamination
on entanglement.

4. Considering the role of dissipation by introducing an explicit oscillator bath to keep the
dynamics Hermitian and test the potential limitations of the resulting LLG equation.

5. Exploring the use of an external bath to recover some quantum characteristics in a
classical spin assembly.
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6. Performing calculations with larger spins (i.e., 1, 3/2, 2, 5/2, etc.) to see how the
classical and quantum results converge.

7. Last, but not least, to use fully quantum solutions in small model system, to characterize
in rigorously the interplay of different magnetic interaction and how this induces
different dynamical magnetic regimes.

These research directions are well within the realm of the methodology presented in this
thesis, through obvious and relatively straightforward (though extensive) generalizations.
All these, however, are to be tackled in future research.
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