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Abstract

This master thesis aims to investigate the positioning accuracy improvements of device
localization by the implementation of AI/ML functionalities. In this project, we use
the fifth-generation(5G) New Radio (NR) system and focus on indoor factories. This
setup held under study is a relevant scenario for the Industrial Internet of Things
within the industrial sector (IToT), as the specific characteristics of this scenario create
a disadvantageous environment for effective positioning. It is a typical deployment
scenario standardized in Third Generation Partnership Project (3GPP) releases.

The study is based on using a provided MATLAB simulator for generating the required
information about the User Equipment (UE) locations and their channel measurements
with the 5G base stations, the gNodeBs (gNBs). This simulator creates the channel
model, environment geometry, and position reference signals aligned with the 3GPP.
Pursuing the goal of mitigating the multipath propagation effects, different AI/ML
methods have been developed in Python. Several AI/ML models have been explored
investigating different inputs, such as the Channel Impulse Response or other signifi-
cant channel features, as well as various model outputs, such as the direct UE position
or intermediate angles or times of the radio signals.

Consequently, this project evaluates the positioning performance of the assisted and
direct AI/ML positioning versus the legacy methods in terms of accuracy and complex-
ity while considering different deployment strategies. Different scenario configurations
have been simulated regarding the generalization ability of the AI/ML methods eval-
uation.

Furthermore, another objective has been studying the actual viability of AI/ML for
5G device positioning and in that case, which direction is more worthwhile for future
investigation. Finally, based on the results of this simulation-based evaluation, it has
been demonstrated that deploying AI/ML methods on the UE side is advantageous
for improving the existing 5G location services in this particular scenario without
requiring an excessive computational capacity.

This thesis project has investigated several models of different natures and complex-
ity, comparing their performance. Besides, the best generated AI/ML models show a
general performance improvement versus the legacy methods from 80% of the distance
error CDF. In the most severe Non-Line-of-Sight (NLOS) scenarios, the AT/ML meth-
ods have achieved an improvement of more than 10 meters for the 95% CDF compared
with the legacy. To conclude, the AI/ML models achieve greater performance for most
of the devices than legacy, also offering great results for heavily NLOS situations.
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Popular Science Summary

Everyone has found themselves lost in the city at some point, having had to use a map
app from their smartphone to locate themselves. Now try to recall the same situation,
but you are lost inside a building and tried to use the same app. It was telling you
that you were outside the building when you were on the second floor of a mall.

You may ask yourself, how can we solve this? One possible solution for the indoor
positioning problem is very popular in modern days, Artificial Intelligence (AI) and
Machine Learning (ML). New communication technologies need to be followed by new
methods that fix this problem. For 5G and beyond technologies, it is being studied
the implementation of Al for enhancing different functionalities, one of them being
device localization.

The AI methods are not referred to as a robot that can talk to us but more of an
intelligent model installed in the smart devices you are using. This intelligent algorithm
can be trained to predict the exact location of the device. The AI/ML models have
the ability to learn from the environment, in this case from the network signals. Using
this promising technology this project aims to help and improve the nowadays network
positioning systems, to get better results in some scenarios.

This master thesis ” Development of AI/ML Methods for Advanced Device Localization
in Beyond 5G Systems” aims to explain the research done for solving the positioning
problem, describing the steps taken to achieve the goals. By the end of this report, the
goal is that the reader has more understanding of how device localization is currently
done in 5G, acquire more knowledge about AI/ML, and how it can be implemented
to improve the traditional location methods. Apart from illustrating these topics, the
results of the developed AI/ML are shown, giving promising possibilities to further
develop the explored AI/ML approach. Finally, some next steps are proposed for
future researchers to have a starting point for improving the investigated solution.
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1 Introduction

1.1 Background and Motivation

Location Services

Device or User Equipment (UE) localization is the ability of a location server to de-
termine the position of a connected device inside a coordinate system. This ability
is important for a wide range of applications, such the industrial, navigational, com-
mercial, or emergency services [1]. For obtaining the UE position, there are several
location services.

One of the most popular technologies for UE positioning of the past decades has been
the Global Positioning System (GPS). It was started in the 1970s by the US Depart-
ment of Defense as a navigation aid for the military. After that, it was improved and
opened for civilian purposes around the 1980s. During this decade, mobile phones
were also introduced to society, and from that moment, location services gained a
lot of popularity. Since then, location services have become an essential aspect of
telecommunications, continuously improving the accuracy and reliability of position-
ing methodologies. GPS also presents several drawbacks, such as its high location
errors and low reliability for some specific areas or scenarios, such as tunnels or indoor

buildings.

Since the advent of GPS technology, location services have undergone significant ad-
vancements and transformations. One significant development has been the integration
of GPS with other positioning technologies, such as Wi-Fi and cellular network-based
positioning. The rise of 5G networks, advancements in satellite navigation systems,
autonomous vehicles, and the Internet of Things (IoT) will further shape the landscape
of location-based services.

In recent years, the industry has been experimenting with a trend towards more inter-
connected and smarter automated factories, Industry 4.0. This advent created a surge
in the use of intelligent devices that gather data and require monitoring to ensure
accuracy and reliability in their given industrial environment. These devices are the
well-known Internet of Things. The Industrial Internet of Things (IIoT) helps com-
munications, automation, and self-monitoring inside the factories. The IIoT allows
new data exchange in the production processes, logistic systems, and manufacturing
environments, offering the possibility to organize them with less human intervention.

Positioning accuracy is one of the most important Key Performance Indicators (KPIs)
in IToT use cases. One use-case example can be the positioning inside a smart logistic
center, where it is essential to locate assets and moving objects on the warehouse
floor for the regular operations of the automated transportation systems. From the
navigation robotic perspective, knowing the location information is also required for
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robust and safe navigation of intelligent systems. In this context, 5G benefits IIoT
smart devices, providing the opportunity to achieve higher levels of mobility, flexibility,
reliability, and security inside the factories [2].

Enhancing the current location accuracy of robots or other smart devices inside the
factory could make a significant impact. It could improve the performance of different
industrial tasks, helping to move toward a more automatic, efficient, and smarter
industry. For these reasons, this project focuses on the indoor factory scenario, where
it will be really beneficial to have accurate UE device positioning. The efficient location
of smart devices in an indoor factory can help with space usage optimization, real-
time alerts and monitoring, energy efficiency, or workflow plan improvement of the
manufactured or stored products.

5G and Beyond Systems

UE positioning in 5G systems can be performed using radio-based signals e.g., instead
of using GPS. UE location of the devices can be determined based on the positioning
measurements based on reference signals from one or more gNBs or devices (uplink or
downlink signals) [3]. Positioning can also be performed by measuring the time it takes
for signals to travel the distance to the receiver and backward. The measurements for
positioning can be by means of Received Signal Strength Indicator (RSSI), ToA, or
AoA. Accurate positioning is typically obtained in case there are multiple Light-Of-
Sight (LOS) links between the UE and the neighbor gNBs to compute the position
estimation using multi-lateration techniques, as explained later.

One of the most challenging scenarios is the indoor scenario, such as smart industry
factories. It is often difficult to distinguish the characteristics of the links where there
are multiple paths between the radio transmitter and the receiver. False detection
could happen e.g. when identifying a noise spike as a LOS component or in dense
multipath environments when observing a Non-Light-Of-Sight (NLOS) link and using
it as a LOS component. The false detection leads to poor positioning accuracy when
deriving the position of the UE based on these measurements.

Solving these problems is currently being discussed in the 3rd Generation Partnership
Project (3GPP) implementation of Artificial Intelligence/Machine Learning (AI/ML)
algorithms due to the fact that they could be adequate for positioning in 5G and 6G
technologies. AI/ML methods are known as important tools that have been widely
used in various applications due to their ability to identify trends and patterns, their
versatility, accuracy, and capability to handle multidimensional and different data
types. Hence, considering the deployment of AI/ML techniques could improve UE
positioning accuracy.

These AT/ML methods and algorithms could be considered beyond 5G systems, par-
ticularly to improve positioning accuracy to achieve the required accuracy for specific
use cases [3]. Moreover, UEs in this context may have better performance than UE
in previous communication generations before 5G. Together with the gNB’s high pro-
cessing capability, the possibility to obtain rich radio channel characteristics beyond
5G systems can facilitate/enable the deployment of these AI/ML techniques.
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Finding an improved solution for positioning systems could be beneficial. Current
systems do not meet the requirements for some variety of scenarios in which they
must operate. These limitations are more apparent in indoor factory environments,
where there are large metallic objects and dense cluttering that interfere and cause a
low accuracy positioning. Hence, it is relevant to develop a more reliable and precise
positioning system that can operate effectively in challenging scenarios only making
use of the 5G radio signals and its features.

1.2 Methods and Objectives

Goals and objectives

The aim of this project is to enhance the accuracy of legacy UE localization tech-
niques using AI/ML methods. Device location in a 5G network faces challenges such
as environment variations, shadowing, scattering, and blind spots, generating NLOS
situations. This project aims to cope with these issues by implementing AI/ML meth-
ods. This objective also implies investigating the viability of the solution itself and
the direction for future work in the same field. Hence, this report aims to find an
approach for a viable solution that settles up the first steps of the promising directions
toward the future of AI/ML within 5G and beyond systems.

Mainly, the project is focused on the objective of investigating the feasibility of de-
ploying the AI/ML model on the UEs side. The objective is for the AI/ML models to
achieve better accuracy than the existing location methodology for some scenarios. As
the first milestone, the benefit of AI/ML for positioning versus legacy methods has to
be proven. The next challenge has been the study of where the AI/ML model should
be deployed. Together with that, various deployment aspects have to be taken into ac-
count such as the signaling procedure, computation load, memory, power consumption,
and dataset collection.

Real-life scenarios can present different adversities, such as a rich amount of NLOS,
diverse clutter parameters, or synchronization errors. This project’s main scenario is
an Indoor Factory Deployment (e.g., with Dense Clutter with High BS Height (InF-
DH)) because of its challenging nature in terms of NLOS links probability. Hence,
the channel model will mostly consider the indoor channel model. Furthermore, the
model will be exposed to different conditions, such as different drops or different clutter
parameters.

Not only the AT/ML model structure has been investigated, but also the input data
selection, the preprocessing, and the potential postprocessing. All of the different
possibilities create a work environment with many degrees of freedom, but due to time
and material constraints, only part of them could be investigated. For evaluating the
differences in performance and accuracy, a comparison between the results with the
proposed AI/ML positioning solution and the legacy methods has been conducted.

Finally, another goal of this project is to emphasize the relevance of an accurate and
robust positioning methodology using 5G networks for the factories of the future. In
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the project context, in an indoor factory, enhanced positioning techniques could im-
prove the tracking of equipment, vehicles, workers, or assets. This potentially benefits
some typical industrial aspects such as process optimization, autonomous systems,
assets tracking, or worker safety, among others [4]. Hence, this project also aims to
discuss how enhanced 5G localization methods could improve the current efficiency,
productivity, and safety of typical factory operations.

Approach and Methodology

The first step of the project has been investigating and studying the available litera-
ture of previous work, the current 3GPP discussion, and related topics, including the
specifications of the current communication system, the different ranging techniques,
available localization methods, and suitable ML /AT algorithms.

The research has been based on the RAN1 3GPP [5], which has already been inves-
tigating the field and has started working on further standardization. Following the
3GPP perspective, there are two different approaches for implementing the AI/ML
positioning methods based on the output given by the AI/ML model. There is direct
and assisted positioning:

Direct AI/ML
Legacy ToA, AoA, ZoA, Legac
CIR > Features »|  RSRP, SNR, > I ) s Sy . »| UE Location
Extraction Beamforming Gain ocation Services

i A

Assisted AI/ML

Y

Figure 1.1: Schematics of the AI/ML assistance in the UE positioning process

Direct AT/ML positioning method e.g., fingerprinting, produces the UE location di-
rectly as the output based on different parameters and characteristics of the channel.
It can be seen as a mapping relationship between the channel features and the location
coordinates.

On the other hand, the assisted AI/ML positioning does not produce the UE location.
It estimates some intermediate relevant parameters, such as NLOS/LOS probability,
ToA, or AoA. This information will be subsequently used by the legacy or methods to
compute the UE position. The assisted AI/ML positioning enhances the LOS/NLOS
identification to assure that the inputs given to the geometry-based method improve
the final location accuracy. Part of the research has also been focused on evaluating
the different input options for obtaining the outputs that give the best performance.

The present thesis project started more focused on assisted AI/ML positioning but
then ended up studying also the possibilities and performance of the direct AI/ML
positioning methodology.
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The AI/ML model research and creation stage also included the generation of the
training and inference datasets. These datasets consist of simulated UE positions and
their corresponding channel measurements with the gNBs for different relevant scenar-
ios. The generated data follows the temporal and spatial consistency procedures for
getting the correct correlation between parameters. In this phase, data investigation
and preprocessing have also been conducted, as well as the accuracy limitation. The
created AI/ML model has been trained and subsequently hypertuned to optimize their
performance.

The last part of the project has been mostly analyzing the proposed solution’s perfor-
mance and limitations. The evaluation has been based on accuracy and computation
efficiency, generalization capability and feasibility for future work. Moreover, a study
and a general discussion about its industrial applicability will be performed. The pur-
pose is to research and reflect on the areas and operations within a factory that could
potentially benefit from an enhanced location system.

1.3 Platform and tools

For the development of this project, several tools have been used. It can easily break
down the project into two main parts: the data generation of the simulated scenarios
part and the creation of the AI/ML algorithms and their performance evaluation.

The first task, the generation of the dataset for the interesting scenarios, was achieved
with MATLAB software and the simulator developed at Sony. This MATLAB simu-
lation tool applies the channel model e.g., including parameters agreed on the 3GPP
to generate the needed signal measurements between the different gNBs and UEs of
the selected scenario.

On the other hand, for processing the data obtained, for coding the AI/ML algorithms
and its posterior training and inference performance Python was used. This program-
ming language was selected due to its versatility with big datasets management and
all the possibilities that it offers for machine learning algorithms creation. Some of
the most relevant libraries used are Pandas, Scikit-learn, TensorFlow, Numpy, Scipy,
and Matplotlib.

In the last stages of the project, access to a big Sony server was provided. This fact
makes it easier to run the hyperparametrization of the models as well as the creation of
different datasets to evaluate the generalization of the solutions to different scenarios.

1.4 Outline

In this section, an overview of how the report of this project is organized is presented:

— Background: Chapters 2 - 3 - 4. Chapter 2 explains the basics of wire-
less communications and its evolution, and also the importance of the 3GPP
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standard alongside the development of this technology. Chapter 3 is focused on
the different measurements and algorithms for 5G localization and the 3GPP
approaches for enhancing them. During Chapter 4, an overview of ML and the
architectures of NN and CNN, as well as an introduction to optimization and
dataset management, is presented.

— Methodology: Chapters 5 - 6. Chapter 5 introduces the used simulator con-
figuration and the characteristics of the scenario, and its assumptions. Chapter
6 explains the different AI/ML model architectures developed for 5G positioning
and their properties.

— Results and conclusions: Chapters 7 - 8. In Chapter 7, the results of the
performance of the AI/ML methods are presented together with a discussion.
The last Chapter 8 summarizes the conclusions of the projects and proposes
some future work actions.

Finally, the Appendix contains for each model architecture the schematics, learning
curves, and graphics of the performance, such as CDF for the estimation or Confusion
Matrix for the label prediction. In the Appendix can also be found some figures of the
CIR present the different approaches for processing it.



2 5G NR communications overview

2.1 Evolution of Communication Standards

Over the past four decades, telecommunication technologies have suffered a significant
evolution, bringing changes to people’s lives. These advancements have played a criti-
cal role in the way people communicate locally and throughout the world, facilitating
fast and instant communication and enabling a monstrous increase in the amount of
data exchanged.

The modern cellular networks started when the first generation network was introduced
in the early 1980s (1983) in the United States, which allowed users to analogically make
voice calls. As it was the starting technology, the bandwidth and transmission rates
were limited, and the network could only support a limited number of information
exchange channels and simultaneous users.

Afterward, the second technology (2G, GPRS, EDGE, UMTS) was introduced. 2G
was a big revolution in terms of communications as it offered digital communications,
enabling better quality in communication and higher data rates based on a Time-
division multiple access communication technology. Apart from these improvements,
it allowed the exchange of text messages, another new way of communication that
became really popular during the 1990s.

The third generation standard (3G, HSPA, HSPA+) of communications was intro-
duced in the early years of the millennium, offering a significant increase in the
transmission rates that increased with upgrades during the years, achieving several
Mbits/s, enabling general internet access in mobile devices, facilitating the introduc-
tion of smartphones in modern society. 4G technology (LTE) was introduced in the late
2000s and early 2010s, acheaving even higher transmission data rates, bandwidth, and
capacity (achieving download speeds of hundreds of Mbits/s). The number of 4G/LTE
subscriptions worldwide peaked in 2021, with 4.74 billion subscriptions counting all
connected devices [6].

All these technologies have served as an evolution to reach what nowadays is being
deployed as the latest communication technologies for public use. 5G(NR) has enabled
further development, not only with the increase of data rates and communication
speed, but the main revolution is the capability to connect more devices, enabling
Internet of Things (IoT) applications on a massive scale. It offers higher bandwidth
where more devices can be allowed (600 MHz-900MHz in the Lower band, 2.5GHz-
3.7GHz in Mid Band 5G). Several industries are expected to undergo a revolution with
the introduction of 5G.
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Future technologies show us a sixth-generation (6G) technology, which is expected
and enhances the capabilities of communication networks and an improvement of the
already mentioned characteristics. This high standard will allow new technologies such
as augmented reality and virtual reality communications to achieve higher quality and
services.

2.1.1 5G communication technology

5G is the fifth generation of communication technologies and is an upgrade from 4G.
5G achieves higher data rates than its predecessor and achieves multi-gigabit per
second data rates. Moreover, 5G aims to reduce latency, targeting a latency of a few
milliseconds, a factor crucial for its applications.

Another upgrade is the increase of the capacity, utilizing massive MIMO (a multiple
antenna system with a higher separation between components) and a higher frequency
spectrum. Hence, it supports many more devices interconnected in the same environ-
ment (IoT components).

This technology is deployed in two frequency bands: FR1, a sub-6 GHz band, and
FR2, a millimeter wave (mmWave) frequency. Each frequency range will provide us
with its advantages and disadvantages. During 6it will be deeper explained the usage
of these frequency ranges specifically on the project.

2.2 Basics of Wireless Transmissions

Telecommunication involves transmitting electromagnetic waves through a communi-
cation channel, specifically the wireless channel, which refers to the airspace between
the transmitter and receiver.

Utilizing a non-wire channel entails certain considerations and properties. One signif-
icant consequence is the bandwidth limitations within a designated frequency band,
leading to restricted data rate and capacity. Additionally, interference from other
devices or communication channels can introduce errors during the communication
process, necessitating the implementation of algorithms to mitigate or prevent such
situations.

Range in open-air communications is limited due to the nature of space. Air introduces
propagation losses that make the signal decay over time and space. Total losses are
described by a link budget, which is the calculation of all the gains and losses in a
communication link between two devices. It considers different factors that take part
in this link. Such are obstacles, the previously mentioned path losses due to distance
and multipath interference.

Hardware components are also included in this budget, including transmitter and
receive antenna gains, power, and cable losses. This budget helps to be aware of all
the constraints of the wireless channel and model the communication system. In the
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link budget, is mentioned the appearance of blocking objects. This situation is further
explained due to their importance to the project.

2.2.1 Wireless Channel and multipath propagation

Multipath propagation is the phenomenon that appears when a transmitted signal is
sent through a wireless channel. Objects might appear in the trajectory of the signal,
causing diffraction, reflection, and scattering of the incident signal.

The resulting signals have some differences compared to the incident one. The propa-
gated signal phase and amplitude are distorted. is referred to as fading the interference
and superposition of multiple received signals at the receiver. If all the received sig-
nals are considered multipath components, it can be said that they all have the same
signal module. Knowing that, the distribution of the amplitude and phase of the
multipath components are 2D Gaussians, forming a Rayleigh distribution in the 3D
domain. When a stronger component appears (Line-of-Sight component), the dom-
inance of this direct component shifts the graphic of the distribution to a Rycean
distribution with a K factor that comes from the relation between the power of the
stronger component and the multipath components.

There are several techniques to mitigate the effects of multipath propagation at the
transmitter and receiver. In a multiple signal channel, diversity is the way to deal with
different components at the receiver. It is introduced to obtain the same versions of
the original signal to be able to recompose with the maximum possible fidelity. Some
examples of diversity methods are:

— Time Diversity. Sending the same signal through time.
— Frequency Diversity. Sending the same signal over various frequency points.

— Space Diversity. In multiple antenna systems, sending the same signal over
multiple antennas.

Multipath components is an object of study in communications and indoor scenarios,
as object density is very high. This is why the importance of understanding channel
parameters in multipath channels is vital for this project.

Wireless Transmission antennas

In a wireless communication channel, the information needs to be sent through antenna
components. Antennas are not only used for the transmission but also for the reception
of the channel signals. They convert an electrical signal into electromagnetic waves
and vice versa. An antenna can vary its shape, complexity, and structure depending
on its purpose and channel characteristics. There exist different types of antennas,
such as dipole, patch, Yagi-Uda, or parabolic.
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In addition, in modern communication systems there can be found not only single
antennas in the transmission or reception side but a cluster of these. Multiplying the
number of subchannels that form the wireless channel leads to several changes to the
system. Some of these are higher capacity, interference mitigation, spatial diversity,
and the capacity to increase coverage and have more flexibility and adaptability to
different environments.

2.2.2 Channel Impulse Response

Channel Impulse response (CIR) is a vital concept in wireless communications that
describes the characteristics of the channel. When a signal is transmitted to the
receiver through the air, previously explained behaviors might appear, such as fading,
multipath propagation, or interference.

Hence, CIR defines the process of receiving a simple transmitted signal, typically
an ideal impulse signal, the Dirac delta function. Analyzing this impulse brings us
information about the channel provided in the time domain. In the CIR, different
aspects can be observed:

— Multipath propagation. Receiving different realizations of the original signal
can be observed as the CIR captures these characteristics, indicating time delays
and variations in the amplitude for each one of the different paths.

— Fading. The fluctuation of the signal can be observed in the CIR as the variation
of the amplitude and phase over time.

— Channel Equalization. By convoluting the CIR with the conjugate of the CIR,
channel equalization can be done to recover the originally transmitted signal and
mitigate channel distortion.

— System design, performance evaluation, and simulation purposes. They
can be used by creating the channel model from estimating the CIR. This is one
of the main factors of this project. The information from the CIR is supposed
to give our model for estimating the basic characteristics of the channel.

2.3 3GPP

The Third Generation Partnership Project (3GPP) is a term that groups multiple stan-
dard organizations that work together to develop mobile telecommunication protocols.
ChatGPT The objective is to establish a comprehensive policy and strategy, while the
technical specifications are derived from Releases. Each Release comprises frequent
discussions that revolve around the functionality associated with specific releases.

These technical specifications are then transposed into standards by the seven regional
Standard Setting Organizations (SSOs) that form the 3GPP partnership.
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Figure 2.1: 3GPP Standardization Process from [7]

Each release has a main topic of discussion. The first 5G NR discussion was released in
2018. Nowadays, these discussions have evolved into other different issues, introduc-
ing Machine Learning-based techniques at different levels. Each release incorporates
technical specifications ad report documents.

The work is done by Technical Specification Groups (TSGs) and Working Groups
(WGs). There exist three main TSGs, each one with multiple WGs. The most impor-
tant one in relation to this project is the Radio Access Network (RAN), made up of
6 WGs. RANT1 is based on the physical layer and the main source of the bibliography
for this project.

Ongoing, iterative member R&D that tracks 3GPP development
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Figure 2.2: 3GPP working procedures and process [7]

Due to the complexity of cellular systems and 3GPP organization, the work gets done
in different steps.

— An initial research and development stage to specify the requirements, con-
straints, and useful data. This is the first step, requiring multiple iterations,
where it is sometimes required to collect more data to understand the whole
scenario that is going to be faced.

— Once approved, the project is broken down into the different sub-systems pre-
sented to allow the specialized groups to work on it. Feasibility studies are held
to study different potential solutions before development.
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— Once the solution is discussed and selected, development proceeds, and some
groups will oversee the overall project for the different WGs to come together on
time and within budget.

3GPP develops technical specifications, and the time constraint is mainly meet-
ing times, with hundreds of engineering teams working at the same time.



3 UE positioning in 5G NR

The positioning system is normally divided into two phases, the measurements and
positioning estimation phases. During the measurement, as its name indicates, the
different parameters of the channel are measured, obtaining the CIR and other relevant
parameters of the channel. Once these parameters are obtained by measurement, the
localization stage begins. There exist different techniques for doing this measurement
presented subsequently [8] [9].

3.1 Architecture Overview

The architecture of this project follows the concepts in Figure 3.1 [10]. In 5G NR
positioning architecture, there are several key concepts involved: UE, gNBs, and LMF.
Each one of these elements has its responsibilities depending also on the model, as will
be explained later in this Chapter. Also, the operations performed by each element
depend on the system characteristic (Uplink or Downlink).

N
= oNB LMF

BT SR Y W =

- 0000

Figure 3.1: 5G Transmission and Reception Point Architecture

The overall operation for positioning can be summarized as follows.

First, there is a positioning request initiated by UE/gNB. Following the previous
Figure 3.1, the UE performs the request.

After this request, a Positioning Measurement Request is performed. The gNBs
and LMF coordinate to perform the positioning measurement. The gNBs play a crucial
role in gathering the needed measurements, such as time, angle, or signal strength,
from multiple resources.

Once these measurements are obtained, the gNBs transmit the measurements to the
LMF. This element receives and estimates the positioning from the measurements
using different algorithms to determine the UEs location (in this example). The esti-
mation may involve techniques like TDOA or AOA, even hybrid approaches.
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There exist different supported techniques [11]. Further detailed information will be
provided later on, in this chapter.

3.2 Basic measurements for positioning systems

This section introduces various measurements that are necessary to provide a more
detailed explanation of the architecture in the context of the 5G scenario.

ToA

Time of Arrival refers to the time it takes an electromagnetic signal to complete the
distance from the transmitter to the receiver. It does not have to be the shortest
distance but the distance allowed by the scenario. Technically, it is determined by
measuring the time difference between transmission and reception, giving us the TDoA,
calculated by comparing the phase and time of a PRS sent to determine time.

TOA is a crucial parameter for distance calculation, applying the equation of velocity.
It is also important to calculate the Ranging for a unique antenna, allowing us to know
by the time in which range where the UE device can be located.

TDoA

Time Difference of Arrival is based on the usage of different ToAs and their sub-
traction, giving the timing difference. This parameter is used for precise positioning
applications, as it works well with a large number of receivers, leading to an environ-
ment with a higher amount of obstacles or NLOS. Synchronization has to be ensured
among the different transmitters.

AoA

The Angle of Arrival (AoA) is a technique that determines the angle at which received
signals arrive at the receiving antenna. It provides information about the direction
and the azimuth angle of the original transmitted signal. It gives the benefit of hav-
ing directional information, which is useful for positioning problems. Also, another
advantage of AoA is the capability and information it brings regarding a multipath
scenario, as multipath components arrive from many different directions.

This parameter is fully dependent on the characteristics of the antenna due to a mul-
tiple antenna array is needed to capture the direction of the incident signal. By
computing the steering vector, it can be obtained the direction in which the signal is
arriving.
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Figure 3.2: Definition of ToA/D, AoA/D

RSSI

RSSI stands for Received Strength of Signal Indicator and represents the received
power of the received signal, typically measured in dB. It is really useful for proximity
detection and for establishing a range of possible positions for the UE device.

The parameter might not bring full information about the communication link as
it is affected by several factors such as distance, weather conditions, obstacles, and
interference. For the studied indoor scenario of the project, it can be assumed that no
weather conditions will affect the propagation properties, nor will interference exist
from external sources.

3.3 Localization Algorithms

The following phase after the measurements of angle, time, or power of the radio signal
have been done is the localization phase. In the 3GPP TR 38.805 [11], different types
of radio-based positioning solutions are introduced and standardized. Some of them
are Uplink/Downlink Time Difference of Arrival (UL/DL-TDOA), Uplink/Downlink
Angle of Arrival/Departure, and Multi Round Trip Time (Multi RTT), but this last
one will not be entering into the discussion for this project.
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3.3.1 Uplink positioning solutions

UL-AoA

This method is based on the application of the Angle of Arrival measurements that
come from the UE to the gNBs. With the obtained angle information, a triangulation
algorithm is applied to obtain the position. It is required at least two anchor nodes,
and the method is heavily dependent on the precision of the AoA estimation [2].

UL-TDoA

UL-TDoA is also established as a standard by the 3GPP [12]. A Sounding Reference
Signal (SRS) is sent by the UE to the GNBs. The GNBs then measure the Time of
Arrival (ToA). With it and the location of the gNBs, it is estimated the UE position.

3.3.2 Downlink positioning solutions

DL-AoD

Method standardized by the 3GPP [6]. Defined the zenith angle # and the azimuth
¢. Whereas in 3.3, the zenith is the angle with the z-axis and direction of departure.
The azimuth angle comes from the x-axis and its projection on the xy-plane.

Several gNBs are placed in the coordinates (z;,y;, z;), where ¢ is the number of gNB.
DL-AoD estimates the angle from the gNBs to the UE, with some angle errors €;andn;,
being both errors independent and with a Zero-mean Gaussian distribution with ,/o;
variance. The gNB emits signals that the UE receives and the received direction
together with the previously known position.

The angle of departure of the descending link is based on the use of beamforming to
focus the signal in a specific direction. It is a common behavior in 5G systems.

Angles are obtained at the LMF by computing the RSSI for various PRS beams from
different gNBs. After obtaining the angles, a Maximum Likelihood Estimator (MLE)
is used for deriving the position of the UE.

The process of obtaining the angle is composed mainly of two parts. In the first one,
the UE computes the RSSI from the different gNB beams carrying the PRS, together
with the transmitter location. After obtaining the RSSI, the LMF derives the angles,
and the position estimation is performed by the MLE, as reflected in Equation 3.1.

Xy = argmax p(Xpp|®1, By, ..., ) (3.1)
XvE
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Figure 3.3: Definition of Azimuth and Zenith ((¢ and 0)

DL-TDoA

The UE receives reference signals from different gNBs. The arriving signals from the
base stations arrive at different times due to the varying distances, and the device
measures the Received Signal Time Difference (RSTD).

By measuring the time difference of arrival of the downlink signals at the mobile
device, it is possible to estimate the device’s position. This is achieved by comparing
the arrival times of the signals and calculating the differences, which can be used to
determine the relative distances between the device and the base stations.

To accurately calculate the downlink TDoA, precise synchronization between the base
stations is crucial. The base stations need to have synchronized clocks or use time
synchronization protocols to ensure accurate time measurements. DL-TDoA can be
observed in Figure 3.2.

3.4 Challenges from indoor scenarios

The main problem of the indoor scenarios is obtained due to the nature of the reflection
of the transmitted and received waves across space, as mentioned in the previous
chapter. The existence of more ”blocking objects” in the channel makes a huge impact
on the received signal.

3.4.1 LOS/NLOS

The appearance of the blocking objects generates that sometimes is not possible to have
a direct link between the transmitter and the receiver. As explained in 2, the wireless
communication channel has the disadvantage of the appearance of metallic objects that
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generate multipath components or shadowing behavior. Having a direct Line of Sight
(LOS) means that the signal has a stronger component due to the direct vision. In
contrast, Non-line-of-sight (NLOS) generates not having a strong component together
with different multipath components having similar magnitude, with the behavior on
the distribution explained in the previous chapter.

In a Multiple Input Multiple Output (MIMO) system, the same one studied in the
project, the different subchannels have a certain amount of correlation between them.
When full diversity, where all the multiple components are independent of each other,
there is a full-ranked channel matrix M; x M, and every subchannel (eigen mode)
will have allocated a similar amount of power. Having a LOS component means the
channel gain from every subchannel component is close to zero if not zero. The reason
is that the power is being allocated in one unique subchannel, with no correlation with
the rest and orthogonal.

In the CIR, the existence of a LOS/NLOS scenario can be observed by the reception
of the different multipath components in the delay domain for a certain timestamp. A
CIR with a high magnitude component and low delay values means a high probability
of the existence of a LOS component. Although, NLoS component can be reflected in
the CIR as a high noise graph with multiple low-medium density components at the
whole range of delay values.

3.5 Multipath Signaling metrics

As mentioned in the previous chapter, the appearance of blocking objects in the envi-
ronment (in the sense that they produce either large-scale fading or low-scale fading
to the transmitted signals) generates the phenomena of the multipath component. For
measuring the performance of a communication system in multipath fading channels,
we use common metrics, such as the Signal Noise Ratio (SNR). The signal-to-noise
ratio reflects the comparison between the amount of signal power and the noise. In
this case, the total signal power comes from the different multipath components.

3.6 3GPP AI/ML positioning

3GPP has discussed since Release 16 the importance of future steps regarding posi-
tioning for 5G networks, concretely this project focuses on indoor scenarios. As said in
the introduction, this is an interesting research field due to the reality of GPS coverage
inside buildings. It is a research topic for which different companies are tackling the
problem.

Nevertheless, it is not until the 3GPP Release 18 that the introduction of AI/ML
methods for NR interface is studied. The proposed AI/ML methods are investigated
for CSI feedback enhancement, beam management and positioning accuracy enhance-
ment. This last one is the AI/ML implementation on which this project is focused.
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The positioning system is formed mainly by three agents, the User equipment (UE),
gNB (5G base station), and the Location Management Function (LMF). Each of the
components has been held under research, and also in relation to the positioning model
where it should be deployed. Under this premise, and looking at Figure 3.4, the system
relation between different blocks proposed in the 3GPP papers can be seen.

Model management for Direct AI/ML and AIML assisted Positioning

Data set constuction Model Model (de)- Model Model
adquisition activation monitoring updating
Fe

(gNB: UL-based

Simulation positioning T Fechack ¢ Deploy/switch/update
—»  measurements Model inference for direct/AI/ML and AI/ML
Field data & assisted Positioning

UE: DL-based

positioning Inference
measurements) operation
T T ¢ Output Control v

[ Data Pre-/Post- processing ]

T Collection T Input ¢ Y

[ Communication modules on NR Air Interface ‘

Figure 3.4: Schematics of the AI/ML methods for 5G UE positioning functionalities

The positioning model process is shown in Figure 3.4. First, there is the dataset
construction based on UE or gNB input measurements from simulations or direct field
data. This data is sent to two different blocks, the model management block and the
model inference block. The first one is divided into four different parts:

— Model acquisition. It refers to the process of obtaining ML models, either by
selection or design of the model.

— Model (de)activation. It is the process of activating the deployed model in
the system, after acquisition, training, and validation.

— Model monitoring. It refers to the process of evaluating the performance of
the previously activated model to asses how the model is functioning in the real
world.

— Model updating. If the deployed model does not fulfill some performance
levels and needs an update, such as fine-tuning for improving it.

Another vital process that can be observed is the processing part. Preprocessing
and postprocessing are vital in the data analysis pipeline to ensure accuracy and
meaningful results. It helps to improve data quality, making it more suitable for the
model using preprocessing. Additionally, for refining the predictions, postprocessing
can give valuable insights into the model output.

Furthermore, it can be found the Model Inference block is in charge of the application
of new unseen data to the previously trained model in order to produce the desired
output prediction. In this block, the input data can vary depending on the application
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and type of model that is being used, but it is referred to the normal activity the model
will face when deployed.

Finally, all blocks have a division between direct and assisted positioning. This differ-
ence in the way of positioning comes from where the model is deployed in the system.

3.6.1 Direct positioning

Direct positioning is a technique used to estimate the exact position of the UE using
the received signals without prior knowledge of the environment. This input consists of
measurements obtained from the wireless channel, with features previously mentioned,
such as RSSI, TOA, or AOA, together with the characteristics of the channel given by
the CIR.

UE SRS-RSRP TRPO

UE SRS-RSRP TRP1

AI/ML Module (LMF
function)

Output
(Position Estimates)

UE SRS-RSRP TRPI

[
[
( UE SRS-RSRP TRP2
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[
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Figure 3.5: Direct Positioning Scheme

After gathering the data, the next step is to process it and introduce it to an AI/ML
model that computes the estimated position of the UE. The model can be allocated
on the UE-side, gNB-side, or at the LMF, such as in Figure 3.5

3.6.2 Assisted positioning

Assisted positioning is another technique that enhances the accuracy of positioning
by estimating some intermediate parameters of the channel, such as time, angle, or
power signal. In this report, these parameters will be called channel features and will
be further analyzed in Chapter 5.

TRPO

Estimated TOA

Time domain CIR e AI/ML model LOS classification
TRP1 LMF
Time domain CIR —> ATML model »  Legacy Method J_, Output Location
k Positioning
Time domain CIR e AI/ML model

Figure 3.6: Assisted Positioning Scheme
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The model again can be allocated inside the gNB or UE, collecting the received data
and predicting some parameters for helping with the position calculations. Figure
3.6 displays an assisted positioning scheme, specifically in this case, with the model
deployed at the Transmitter Receiver Points (TRPs) or gNBs.

Nevertheless, the assisted methods can be deployed at the gNB or UE side, as the
system can work both in UL and DL scenarios. The input data can include different
types of information, such as CIR or reference signal measurements, along with channel
features that demonstrate behavior of the same nature.



4 Machine Learning Overview

4.1 Introduction to Machine Learning

Machine Learning (ML) is encompassed within the field of Artificial Intelligence (Al)
and describes the algorithms that have the ability to learn patterns from data and the
correlation of the different input features with the outcome. A computer program is
said to learn from experience E with respect to some class of tasks T and performance
measure P if its performance at tasks in T, as measured by P, improves with experience

E [13].

In the beginning, Al basically consisted of hard-coding the formal and mathematical
rules and relations that describe and solve some tasks by automating them. This made
the computer able to solve a series of problems, not only easy and repetitive ones, but
also intellectually highly difficult ones for human beings. All were inside a sterile and
controlled environment, facing a lot of difficulties when requiring the computers to
have real-world reasoning or more subjective decision-making.

ML appeared from the need for the systems to acquire their own knowledge, extracting
the describing patterns directly from raw data. Gathering it from experience prevented
the human operators to hard-code and formally specify all the knowledge the algorithm
needs.

Overfitting and Underfitting

During the training of the ML algorithms, there are several problems that can impact
the performance and generalization of the model. Two of the most common problems
that should be taken into account are overfitting and underfitting.

On the one hand, overfitting occurs when the ML system has found and learned
patterns in the training data that are not representative of the wider dataset. It can
be seen that the model has memorized some inherent patterns of the data rather than
the underlying and relevant relations for the specific task. This phenomenon leads to
an ML algorithm that may perform well on the training data but poorly on new and
unseen data.

There are several possible causes for overfitting. The most common is having a model
with too many parameters relative to the amount of training data, leading to a too
complex model or also a model that has been trained for too long. There exist some
techniques to avoid or mitigate its effects, such as the early stopping or implementing
dropout on the layers.

Underfitting, on the other hand, happens when the model is too simple to be able to
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Figure 4.1: Exemplification of three models underfitting (left), well-adapted (center), and
overfitting (right) the data

capture the underlying patterns of the data that describe the relation to predict. It
can be viewed as a model that is too general to learn and capture all the important
relations and features. Underfitting leads to a model that performs poorly both on
the training and unseen data.

4.2 Learning Strategies

When it comes to training the algorithm, there are different learning strategies varying
depending on the type of methodology applied or the availability of data. This project
is focused on the supervised one, but there also exists unsupervised learning, when the
expected output is never provided to the algorithm, and also the reinforcement one,
similar to how humans learn with a signal system of reward and penalization [14].

Supervised

In this type, the algorithm is provided with a set of inputs, and also with the expected
outputs for every input. The objective of this methodology is that during the training,
the algorithm modifies its own parameters to adapt, in the best possible way, its own
outputs to the expected ones. After the training, the idea is that it has already learned
the association or mapping between the input and output, so when giving new inputs,
it should predict the correct labels or classes.

4.3 Neural Networks

A Neural Network (NN) is a ML algorithm that process the input data and generates
an output response. The name is due to the fact they try to artificially imitate how
the biological nervous systems process the information. For instance, the human brain
is a very complex, parallel, and non-linear system, which the NNs try to imitate.

The architecture of this algorithm is a group of interconnected neurons that are or-
ganized in different layers. The resulting network is able to learn from its experience,
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plastically adapt to changes, and with a non-linear behavior that allows it to process
information resulting from non-linear phenomena.

Parts and Architecture

— Neuron: The simplest element forming the algorithm is a mathematical linear
function. This equation gives an output proportional to the input, depending
on the weight (that will change with the training) and an independent variable.
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Figure 4.2: Schematics of the neuron parts

— Activation Functions. They are responsible for changing the linear behavior
into non-linear. This allows the networks to adapt to the non-linearity behavior
of the working data or phenomena. There exist different types of activation
functions. Some of the most used ones are: sigmoid, hyperbolic tangent, or
ReLU.

— Fully Connected Layer. It is the set or group of neurons that are not con-
nected to each other but to the previous and next layers. During the training,
each layer specializes itself to detect certain concrete characteristics or patterns.
As the complexity of the problem increases, more neurons might be needed,
organized in wider layers or into more layers. There are only two layers with
a restricted number of neurons, which are the input for which the number of
neurons matches the number of inputs, and equivalently for the output layer.

— Dropout. It consists of a regularization method that can be used to prevent
overfitting and improve generalization performance. The dropout technique is
based on randomly dropping some fraction of the neurons in a layer during
each training iteration. The fraction of neurons that will be dropped during the
training is defined beforehand. This way method forces the remaining neurons
of the layer to learn more robust features and reduces the dependence on certain
neurons or sets of neurons.

Grouping and connecting different fully connected layers together, with an input and
output layer, gives as a result the known Neural Network (NN). The NN is sometimes
also referred as Multilayer Perceptron.
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4.4 Introduction to Deep Learning

The evolution of neural networks through a more complex architecture has led to
algorithms of Deep Learning (DL). Networks with greater depth are able to execute
a higher number of instructions in sequence, giving them greater capacity due to
their later instructions being referred to earlier instructions. More depths and more
multisteps allow DL to reach more abstract and complex mapping to extract from the
input [15].

. More Mapping
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Input +—>» —> abstract — from »  Output
features
features features

Figure 4.3: Flowchart showing the parts of a Deep Learning system

DL is a subfield of Machine Learning focused on training deep neural networks. One
NN is considered a deep neural network depending on the depth of the network archi-
tecture. Typically, a NN with three or more layers is inside the DL domain as it has
one or more hidden layers.

DL has a greater amount of composition of functions than traditional ML, making it
a powerful and flexible tool for representing nested and hierarchy functions. It can
build out complicated functions from simpler ones and their relation.

4.4.1 CNN

As presented before, the input to a NN has to be an array or matrix of values. However,
a NN can also be able to process information from inputs with more dimensions, but
first, it needs to experience some spatial transformations. The described behavior can
be performed by a Convolutional Neural Network (CNN).

CNN is a specific type of NN that implements convolutional layers that are responsible
for performing the transformations needed to process the information from a multi-
dimensional input. Following, the architecture of the convolution block of a typical
CNN is presented.

Parts and Architecture

— Convolutional Layers. They consist of several filter or "kernel” layers of one
or more dimensions, which will apply several transformations to the input data.
They are responsible for extracting the different characteristics or features from
the input information. The convolution layer is followed by an activation function
as the regular NN to transform the output into a non-linear function.

— Pooling Layers. In the features extraction phase, alternating with convolu-
tional layers, there are the reduction layers. They are responsible for reducing
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the dimension of the input data, making the later layers less sensitive to distur-
bances on the input but active to more complex and abstract features. There
exist several types of dimension reduction layers or pooling. The most popular
are maximum or average, preserving in that way the most relevant characteristics
the filter has detecting depending on the application.

— Flattening. The feature map will be multidimensional, so a flattering will be
needed to be able to feed the regular NN already presented (which cannot have
multidimensional inputs).

|
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|
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Figure 4.4: Flowchart showing the typical stages of a convolution block

Finally, the flattering layer is followed by a regular NN that will continue learning
patterns from the extracted complex features. For a better understanding of the
functionality of CNN, one example could be processing RGB images. The first stage
of the network is responsible for detecting simple features such as edges or corners
and their orientation. As the network goes deeper, the convolution layers are able
to detect more complex features such as textures, patterns, or shapes. After, the
extracted feature map is fed into the NN that learns from it to perform the specific
task, such as classify or estimate.

4.5 Optimization for Machine Learning

For learning and improving the performance of the overall NNs, the key can be found
inside the linear functions of each neuron. These linear functions contain a series
of weights (w) that can be modified to adapt the response of NN to a given input.
Hence, the training of the models becomes a gradient-based optimization problem of
the weights of each linear function inside each neuron. In this way, the weights can be
seen as the optimal parameters 6 to be found for reducing a cost or loss function J(#),
which typically includes a performance measure evaluated on the training set [15].

The selection of the loss function is really dependent on the problem to be solved.
There exist many ways to evaluate the performance of the model depending on the
nature of the task. There is also the possibility to create a custom loss function that
can be adequate to the needs of the specific problem. This one can be a combination
of other loss functions or a completely new creation. Below some of the most used
loss function is presented. The election depends on the problem nature and the NN
architecture used.

— For regression problems: Mean Squared Error (MSE) or Mean Absolute Error
(MAE).
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— For binary classification problems: Binary Cross-Entropy.

— For categorical classification: Categorical or Sparse Categorical Cross-Entropy.

Regarding the modification of these weights, it is a task done using different opti-
mization techniques that identify which and how each neuron is affected. There exist
several algorithms to find the needed weight values for better performance in the final
prediction. Some of the most popular ones available in Python are [16]:

— Stochastic Gradient Descent (SGD). A basic type of optimizer that per-
forms the gradient descent with a fixed learning rate.

— Root Mean Square Propagation (RMSprop). An optimizer based on the
SGD, but instead of having a fixed learning rate, the RMSprop divides it by a
moving average of the root mean square of the gradients.

— Adaptive Gradient Algorithm (Adagrad). It adapts, in this case, the learn-
ing rate for each parameter based on its historical gradients.

— Adaptive Moment Estimation (Adam). This optimizer uses an adaptive
learning rate for each parameter individually. It can be seen as a combination

of RMSprop and Adagrad.

Early Stopping

As mentioned before, one method to prevent overfitting is implementing early stopping
in the training phase. It is a regularization technique that consists of stopping the
weights optimization over the training data before it starts overfitting the data. For
this, during the training, the validation performance is monitored to stop the training
when it degrades or reaches a plateau. In practice, a common usage of early stopping
is to save the parameters associated with the lowest validation error and use those
instead of the last iteration ones as final model parameters.

4.5.1 Hyperparmeters Optimization

The majority of deep learning algorithms have several hyperparameters that control
different aspects of their behavior. These hyperparameters can significantly affect
time, memory cost, or performance quality, so choosing the right values is an essential
task. The hyperparameters are the values set before training, such as the number
of neurons per layer, number of layers, learning rate, dropout, batch size, or type of
activation function. This is itself an optimization problem where there exist some
good values of these hyperparameters that minimize an objective function, such as
validation errors, sometimes under some constraints.

There exists two basic different approaches for finding the right values of each hyper-
parameter: choosing them manually or automatically. Making the selection by hand



Chapter 4. Machine Learning Overview 28

requires a deep understanding of what each hyperparameter does and how the model
can achieve a good generalization, while automatic selection reduces this need but is
much more computationally costly.

The objective of the hyperparameter optimization is to find the values for each hyper-
parameter that maximizes the performance of the model using the given dataset. For
using automatic hyperparameter selection, the first step is defining the range of values
that each hyperparameter can take, known as hyperparameter or search space, and
then applying one of the automatic search algorithms. There exist several techniques
based on the way the algorithms explore the hyperparameter space. Some examples
are:

— Grid Search. It is a simple approach based on defining a grid of hyperparameter
values (a finite set of the search space) to search through exhaustively. It becomes
really computationally expensive if the number the hyperparameters is high.

— Random Search. This technique involves randomly sampling the hyperpa-
rameter space, which is more efficient than a grid search for high-dimensional
spaces.

— Bayesian Search. This optimizer models one objective function, such as the
validation accuracy, as probability distribution and uses this distribution to guide
the search for good hyperparameters.

4.6 Dataset Management

The process of data management involves the collection, processing, and analyzing
the data before feeding it to the ML to ensure a better and more meaningful pattern
extraction. The quality and format of the data are crucial for creating and training
an accurate and robust model.

After gathering the needed data, the next step is to ensure its quality. This includes
removing outliers and detecting missing values or other anomalies. Independently of
the nature of the data, categorical, text, or numerical, it is important that the dataset
has more or less balance among them. When there exists a big difference in the number
of instances of each class, the ML can become biased towards the predominant class,
not learning correctly.

4.6.1 Splitting the data

Once the quality of the data has been assured, dividing it into the dataset is necessary
for ensuring the suitable generalization of the model to unseen data. The dataset has
to be split into separate subsets for training, validation, and testing.

The process of dividing the data is done by randomly selecting instances from the
dataset and assigning them to each subset. It is typically done randomly, but it is
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Figure 4.5: Flowchart of the training, validation, and test phases in ML

important to check that the testing and training subsets are representative of the
overall population. The percentages of each subset vary a lot depending on the size
and specific requirements, but some guidance values that have been followed in this
project are:

— Training Set (60-80%). Used for training the model.

— Validation Set (10-20%). Evaluates the performance during training and hy-
perparameter tuning.

— Test Set (10-20%). Evaluates the final performance after training with this new
and unseen dataset.

There also exists another technique called cross-validation. It is a common practice
when there is not so much availability of data or when the model has a large number
of hyperparameters to tune. This method consists of making several equally sized
partitions or "folds” of the dataset, selecting one as a test and the rest as a train set.
This process is repeated several times, every time with the test set being a different
one. The final performance of the model is an average of the results.

Full dataset
1

Ist Training Validation
2nd Training Validation
kth | Validation Training

Figure 4.6: Schema of the cross-validation technique for k-th folds
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4.6.2 Preprocessing

The preprocessing process involves transforming the raw data into a different format
from where the ML algorithm can learn the relevant patterns for the problem to solve.
It is a critical step in AI/ML that totally affect the performance result. The choice of a
transformation or a different parameter can lead the model to have completely distinct
behaviors. Overall, having good transformations and a correct feature selection can
improve the generalization ability, improve the performance and reduce the complexity
of the model.

Feature Selection

In addition to the transformations, another relevant technique is the feature selection.
It consists in identifying and selecting the most relevant parameters from the data to
learn the prediction. It helps to remove the redundant features that can introduce
noise or bias and also extra complexity to the model.

There exist different tools that can be really helpful for identifying the most significant
features and disregarding the irrelevant ones. Some common tools for visualizing the
data relations and distributions among the parameters are histograms, scatter plots,
or correlation matrices.

Transformations

One key technique in preprocessing is the transformations that can be applied to the
data, such as standardization, normalization, or encoding. Applying these, the impact
of outliers or the difference in scale can be reduced, and categorical variables can
be handled better by the model. There exist different types of scalers depending on
the specific transformation they apply to the data. Some of the more common ones,
available in Python, are presented thereafter.

— MinMax Scaler. It converts the data to a fixed range between 0 and 1. This is
done by subtracting the minimum value and dividing it by the difference between
the maximum and minimum.

— Normalizer. This scaler transforms each sample independently using a specified
norm, such as L1-norm or L2-norm.

— Standard Scaler. This makes the data have a zero mean with a standard
deviation of one. The computation is removing the mean value and dividing
each by the standard deviation.

— Robust Scaler. It works by subtracting the median value and dividing it by the
Interquartile Range (IQR), making it less sensitive to outliers than the standard
scaler.



5 Scenarios Simulation Setup

5.1 3GPP Channel Model Scenario

For the study of NR positioning and the evaluation of its performance, 3GPP has
defined use scenarios and the corresponding channel models as baseline assumptions.
The Indoor Open Office (I00) and the Indoor Factory (InF) scenarios are two of these
use case scenarios. The thesis work focuses on the InF scenario.

5.1.1 Explored Indoor Factory Scenario Types

3GPP defines different scenario types with various clutter characteristics. These clutter
characteristics are defined in the simulation mainly by three parameters corresponding
to {clutter density, clutter height, clutter size}. Each of them has the possibility of
having different values constrained to the ranges of:

— Density € [20%, 60%]
— Height € [2m, 6m]

— Size € [2m, 10m]

This degree of freedom for choosing the parameter values generates different channel
characteristics, each with more or less multipath propagation effects. The multipath
propagation effect is common in different scenarios with different channel characteris-
tics. Each configuration has different NLOS effects probabilities for them to happen
on the links between the UE and the gNBs.

In Indoor Factory’s case, variants exist depending on the values of the presented pa-
rameters [11]. The IOO and InF scenarios are presented in [1]. For the InF case, two
of the most common configurations are the indoor factory-sparse high (InF-SH) and
the indoor factory-dense high (InF-DH). This project focuses on the second one, the
InF-DH, because of the density of the clutters and clutter size that allow having a
slightly higher percentage of LOS probability. The description of its characteristics is
described subsequently in Table 5.1.

The probability for each link to be LOS depends on scenario clutter settings. Table 5.2
collects these probabilities for the InF-DH scenario. These values are obtained with
the FR1 assumption. However, the project will focus on FR2, so the numbers in the
table are only used as guidance for selecting the most interesting scenarios.

When selecting the scenario for training the AI/ML models, the most important factor,
in this case, has been data balance. Having a high number of LOS and NLOS on the
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Scenario Parameter Properties

Concrete or metal walls and ceiling with metal-
coated windows

Small to medium metallic machinery and ob-
jects with irregular structures. For example,
assembly and production lines surrounded by
mixed small-sized machines

Typical clutter size 2m

Clutter density > 40%

External wall and ceiling type

Clutter type

Table 5.1: Description of InF-DH parameters [17]

Environment Clutter Setting | LOS Probability
{40%, 2m, 2m} 0.449
{50%, 2m, 2m} 0.352
{60%, 2m, 2m} 0.268
{40%, 6m, 2m} 0.014
{50%, 6m, 2m} 0.025
{60%, 6m, 2m} 0.008

Table 5.2: LOS Probabilities for different InF-DH clutter settings

dataset allows the algorithm to learn more efficiently and distinguish the relevant
characteristics between different classes.

For that purpose, the best possible scenario would be the one with a ratio of 0.5
between LOS and NLOS links. Hence, the closest LOS probability value for the
presented InF-DH scenario is the cluster setting environment {40%, 2m, 2m} with
approximately a ratio of 0.449 between both classes. This scenario was selected for
training the different AI/ML models.

If a low ratio of LOS links exists in comparison with NLOS, the AI/ML model might
not be able to efficiently discriminate between them. The reason is that the algorithm
needs a sufficient number of samples to identify each class’s characteristics. For in-
stance, if the model is trained with a cluttered setting {60%, 6m, 2m}, it will not learn
the relevant patterns of the LOS class due to 99.2% of the dataset would be NLOS
and only an 0.8% would be LOS. For this example, a huge dataset will be needed to
have a sufficient quantity of LOS samples.

Furthermore, once the relevant patterns of each class have been learned, the model is
also supposed to identify them in other scenarios with different balances. For general-
ization purposes, unseen and more severe NLOS clutter-setting have been simulated.
These different environment cases vary not only the clutter settings but also the UE
locations to unseen ones. Moreover, it has also been investigated for the same clutter
setting, a different factory layout, meaning a distinct distribution of the clutters inside
it. The results of the comparison are presented in 7.
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5.1.2 InF Scenario Assumptions

Antenna System Characteristics
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Figure 5.1: Figure of the cross-polarized panel array antenna model

The BS antenna has a uniform rectangular panel array with M,;N, panels, being M,
number of columns and N, number of rows. The antenna system can be observed in
Figure 5.1.

Antenna panels are uniformly spaced with d, ; horizontal distance and d,y vertical
distance. Each antenna panel is constructed by MxN number of antenna elements,
where M is the number of rows and N is the number of columns. Antenna elements
are uniformly distributed with dj horizontal distance and d, vertical distance.

Furthermore, antennas’ polarization can be either single-polarized (P=1) or dual-
polarized (P=2). Hence, the antenna array can be described as (M, N, P, M,, N,).
This antenna system is defined on the 3GPP for study purposes [11] [17].

For this project, the antennas that have been selected depend on the frequency range

FR1 and FR2.

— FR1 Antenna Configuration

As it appears in the 3GPP [11], the configuration introduced in the simulator has
been (4,4,2,1,1), this means 4 by 4 dual-polarized antennas. The Noise Figure
(NF) is 5 dB, and maximum transmitted power (PTx) is 24 dBm.

The UE has a (1,1,2,1,1) antenna configuration with an isotropic antenna model.

)T

The UE NF is 9 dB, and the PTx is 23 dBm.
— FR2 Antenna Configuration
In the higher frequency scenario, the configuration is (4,8,2,1,1), meaning 4 by 8

dual-polarized antennas. This has a Noise Figure (NF) of 7 dB, and maximum
transmitted power (PTx) of 24 dBm.



Chapter 5. Scenarios Simulation Setup 34

The UE for the FR2 has a (1,4,2,1,1) antenna configuration with an isotropic
antenna model. Its NF' is 13 dB, and its PTx is 23 dBm.

Layout Dimensions and BS Distribution

The indoor factory can either be a small or big hall. The project case, InF-DH,
corresponds to the small hall setup, with dimensions of L x W = 120 x 60m and a
total height of 10m. The studied scenario also contains 18 gNBs with an 8m height
placed on a square lattice with D = 20m gNB-to-gNB spacing, located D/2 = 10m
from the walls. The schematics of the layout configuration described hall can be shown
in the following 5.2.

A
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D
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D/2 D D/2
\4

Figure 5.2: Layout of the Indoor Factory Scenario

Other Assumptions

— The z-coordinate, as the height of the UE is assumed constant for the InF sce-
nario, it has not been considered in the UE location estimate. Then, the location
prediction is only made for the horizontal x and y planes.

— The channel generated in the simulator follows 3GPP standards [17] with noise
following a Zero Mean Circularly Symmetric Complex Gaussian (ZMCSCG) be-
havior.

5.2 Data generation

5.2.1 UE Distribution

For the data generation of the UE locations and its signal channel measurements, each
dataset has been simulated with 4000 UEs deployed in the presented scenario. It has
18 gNBs, and as each UE is linked to every single gNB, there are 72000 links in total.
The UE distribution on the factory layout can be seen in Figure 5.3.
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The main motivation for this number of UEs is due to computational limitations, the
lack of a more powerful computer limited the scale of the simulations. The following
Figure shows the distribution of the UEs in the described layout and its orientation,
with the gNBs located in a fixed position in every simulation [1].

Figure 5.3: Location distribution of 4000 UFEs throughout the entire hall

There exist different simulation drops of the UE location inside the factory room.
Instead of having all the devices spread through the room (60 x 120m), a convex
hull in the area delimited by the exterior gNBs has been considered. This convex
hull condition will affect the device density as there is a lower space (40 x 100m)
to allocate the same amount of UEs. This simulation assumption aims to study the
positioning performance only in a restricted area. The convex-hull simulation approach
is represented in Figure 5.4

0 20 40 60 80 100 120

Figure 5.4: Location distribution of 4000 UFEs through the hall using convex hull

Spatial consistency

The generated data follows the spatial consistency procedure defined by the 3GPP TR
38.901 [17]. This consistency guarantees that channel parameters in different locations
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correlate depending on their distances in the two-dimensional horizontal plane. Spatial
consistency is important in this setup because there exists a high number of closely
located user devices generated by drop-based simulations.

The different UE locations along the entire layout could also be seen as having a single
UE moving across the factory and taking samples in different time instants. One could
say that all the UE dropped on the layout is equivalent to having one UE describing
one trajectory, as the interference among the UEs is not considered in this project.

5.2.2 Dataset structure

The MATLAB simulator of the presented InF-DH scenario generates the different
ground truth position references and their channel signal measurements for the 18
links of each UE. As the simulations have been done uplink (UL), the measurements
represent the arrival times and angles, as well as the transmitter corresponding to the
UE and the receiver being the gNBs. All the parameters obtained for each link are
compiled in table 5.3.

Parameter Abbreviation
Reference Signal Received Power (dB) RSRP_dB

Receiver Beam Forming Gain RxBeamFormingGain
Mean-Path-to-Average Ratio (MPAR) quality_1
First-Path-to-Average Ratio (FPAR) quality_2
Signal-to-Noise Ration (SNR) quality_3

Time of Arrival TOA2Reference

Azimuth angle of Arrival (Local Coordinates System) | AOALCS
Azimuth angle of Arrival (Global Coordinates System) | AOAGCS
Zenith angle of Arrival (Local Coordinates System) ZOALCS
Zenith angle of Arrival (Global Coordinates System) ZOAGCS

Time of Arrival - Ground Truth TOA_GT

Azimuth angle of Arrival (LCS) AOALCS_GT
Azimuth angle of Arrival (GCS) - Ground Truth AOAGCS_GT
Zenith angle of Arrival (LCS) - Ground Truth ZOALCS_GT
Zenith angle of Arrival (GCS) - Ground Truth ZOAGCS_GT

LOS or NLOS Condition - Ground Truth LOSCondition GT
Signal-to-Noise Ratio SNR_GT

Distance UE and gNB - Ground Truth distance_GT
Receiver ID (gNB ID) RxDevice

X, Y of the Receiver (gNB) - Ground Truth Rx GTx, Rx GT.y
Transmitter ID (UE ID) TxDevice

X, Y of the Transmitter (UE) - Ground Truth Tx GTx, Tx GT.y

Table 5.3: Parameters simulated per link with their used abbreviation

Apart from the presented data, the complex CIR is also provided for each link with
a sampling window of 220. The motivation for this concrete number is reducing the
signaling and processing complexity, besides the InF hall that makes the 220 a big
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enough sampling window. To motivate the election the following estimations have
been done.

The first step roughly estimates the maximum distance any radio signal can travel
inside the factory hall. Taking into consideration that for the study case InF-DH the
size is 120m x 60m:

Anae = V (Tmaz)? + Ymaz)? = V/(120)2 + (60)2 = 134.164m (5.1)

Successively, the sampling frequency has to be computed for the selected 5G numerol-
ogy. In the project case, the Fast Fourier Transform (FFT) size is 4096, and as the
numerology p is 3, it implies the Subcarrier Spacing (SCS) equals 120 kHz:

Faampting = SCS x FFT = 120,000 x 4096 = 491.52M H z (5.2)

The last step is to derive the minimum needed samples for covering the maximum
possible distance. This is done by taking into account the calculations 5.1 and 5.2:

Qs X Foamming 134,164 x 491.52 x 10°
WInAoW sarmpiing = . ‘cf pling _ 3X>< = X 219.814 samples
(5.3)

As can be seen, the minimum number of samples to cover the estimated distance needs
to be equal to or superior to 219.814. For that reason, the selected final value has been
220.
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5.3 Dataset Analysis and Preprocessing

The presented dataset is then processed in Python for organizing and investigating
the data, as well as applying some preprocessing to the raw data before feeding it to

the AI/ML model.

Recalling the generation of the datasets, the maximum number of UEs to be simulated
at once is 4000. Nevertheless, when processing and feeding them to the algorithm, the
final datasets include 8000 UEs by merging two generated datasets together resulting
in more data for the AI/ML algorithm to learn. This merge makes each final dataset
of 8000 UEs, with 18 connections with gNBs each, hence, 144000 different links. Once
again, the motivation of the 8000 UEs at a time instead of higher datasets is due to
computational limitations.

5.3.1 Features Selection

The resulting dataset presents several parameters per link, representing different mea-
surements of the channel characteristics, angles, or times, collected on Table 5.3. How-
ever, not all of them need to be relevant for the AI/ML model to find the needed
pattern in the data to make predictions.

In order to sort these features and select the most significant ones for the required
tasks, different analyses have been performed. The analysis is presented using two
different tools, a histogram and a correlation matrix.

Histogram

A histogram is a statistical graphical representation of the data distribution using a
series of vertical bars. It is a useful tool to identify patterns or trends, give insight
into each feature distribution and examine its range of values.

Concretely, the presented histogram represents the distribution of the features classi-
fying them between LOS and NLOS links. The purpose is to analyze which features
have a more distinct distribution for each class in order to potentially select them for
the AI/ML methods. The histogram of the features is introduced in Figure 5.5.

For the plotted histogram5.5, it can be observed that there is not a clear feature
or group that presents a clear different distribution for NLOS and LOS. Another
observation is that the range of values that each parameter take is truly varied, so
standardization of parameter might be required for a good performance of the AI/ML
model.
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Figure 5.5: Histogram of the features value distribution for LOS (red) and NLOS (blue)
for the dataset configuration InF-DH 40%, 2m, 2m

Correlation Matrix

The correlation matrix is another statistical tool that studies the dependence/relation
between different variables displayed in a coefficient matrix. Each coefficient represents
the degree of association between two different features. The sign of each correlation
coefficient measures if it is a direct or inverse relationship, and the coefficient magni-
tude indicates how strong this relation is.

This tool maps the relations of the different parameters, helping to select the poten-
tially more relevant features to have a good performance on the AT/ML models. For
this motive, the focus is to find which features have the strongest correlation coefficient
with the feature that needs to be estimated. The correlation matrix corresponding to
the studied parameters is represented in Figure 5.6.
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Figure 5.6: Correlation matrix for the different features

As the project has different estimation tasks, if the AI/ML method is for assisted or
direct positioning, the inspection of the correlation matrix is performed separately for
each case. As can be seen, when it comes to the Azimuth and Zenith angles, only
the Global Coordinate System has been considered due to the interesting coordinates
being the global ones, not the relatives.

For the assisted AI/ML location, the objective is to enhance the current channel
estimation measurements. This includes the angles, times, and LOS probability, so
the target features to be estimated are AOAGLS_GT, ZOAGLS_GT, TOA_GT, and
LOSCondition_GT. It should be noted that other Ground Truth (GT) features cannot
be selected due to they are not available in a not-simulated scenario, except the gNB’s
exact location can be known beforehand.

In the case of direct AI/ML positioning, the estimation aims are the UE position in-
side the hall, so the focus is to select the more related features with the features that
represent that. Instead of the direct Tx_GT x and Tx_GT_y, the target is the actual
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Distance_GT, which represents the distance between the UE and the gNB. The moti-
vation is that the exact coordinates of the transmitter itself are not so correlated with
the other features, but the distance presents higher dependence. A similar approach
is to observe instead the correlation with the distance. This distance combined with
the exact location of the gNB, described the UE location.

From the matrix, the higher coefficients in module with the parameters to estimate,
the better it is for the AI/ML algorithm to find the correct relation. Accordingly,
the features that have strong relationships with the assisted approach are RSRP_dB,
RxBeamFormingGain, quality_1, quality_2, quality 3, TOA2Reference, AOAGLS, and
ZOAGLS. In the case of direct positioning, the final selected features have been
RSRP_dB, RxBeamFormingGain, TOA2Reference, AOAGLS, ZOAGLS, Rx GT x,
Rx_GT_y, and RxDevice.

5.3.2 Transformations

Following the previous feature analysis, the histogram reflected the data has different
ranges of values for each feature indeed, meaning some standardization or normaliza-
tion may be needed. The tried transformations are presented in the following.

— Standardization. The scalers investigated are Standard Scaler and Robust
Scaler.

— Normalization. This other type of transformation modifies the data to have its
parameters inside a specific range of values. The scalers explored in this project
have been MinMax Scaler and Normalizer.

Implemented Approach

The same technique has been applied to all the channel features selected. For the case
of the CIR, based also on the different model architectures that are being presented in
the next chapter, there exist two different approaches for applying the correspondent
transformation.

There exist models that process each link separately, estimating the required output
for each one. Another typology is the models that directly process a chunk of 18 links
corresponding to the same UE. Depending on which one is being used, the data from
each link is standardized or normalized differently.

— Single-link model. In this architecture, the AI/ML algorithm process each
link independently of the rest. For this reason, the transformation of the values
has been done through the whole dataset. This means that for this operation,
the values from the 220 samples of all the links of the training dataset have been
used at once.
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— Multi-link model. In this other typology, the AI/ML model is fed with a
chunk of the 18 links of the same UE every time. For this case, the selected
transformation is applied individually to each 18-link group, so the computations
are only done with the values from the 18 links of each UE.



6 Developed AI/ML model archi-
tecture for 5G positioning

This section presents the Deep Learning models investigated for the project. First
of all, the different methods created are divided into the single-link and multi-link
models, which differ mainly in preprocessing and input date.

Within these two model typologies (single-link and multi-link), two different architec-
tures have been studied (Architecture I and II). The difference between Architecture
I and IT is based on whether the CIR is included as an input or not, together with
other channel signal parameters. To explore the feasibility of each architecture, a sim-
ple and a complex model have been created, with different numbers of neurons and
parameters.

'
Architecture I (CIR + Feat)
sy
Single-link | Classification
Architecture II (Feat) [— (LOS/NLOS)
‘
Architecture I (CIR + Feat) R .
Multi-link OIS Estimation
- Problems
(Ao ToA, X1
Architecture II (Feat) |
|

Figure 6.1: Schematic of the developed models for 5G UE positioning

The schema of the different developed models is shown in the previous Figure 6.1. It
has been observed during the exploration that the single-link performs better when
solving labeling problems, and the multi-link models work better with regression esti-
mation.

Even if it could be thought that it is the other way around, the single-link model
performs better than the multi-link one for LOS classification. This has been observed
through trial and error, but there might be different explanations for this to happen.

The single-link model is able to focus on just one set of link characteristics, allowing it
to be more precise. This model only outputs one label at a time, while the multi-link
model outcomes 18 different values. The 18 needed labels per input obligate the model
to have a broader and more complex perspective when investigating the data, which
may be not so effective.

Furthermore, it also affects the nature of the label, might be that other links could not
bring any extra valuable information for determining one link label. For example, that
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one link has a LLOS condition does not have to be related to the LOS/NLOS condition
of any other link.

Finally, to achieve the best performance in reference to the best possible model struc-
ture, a hyperparameter optimization of each architecture was conducted. These hy-
perparametrization results are presented in Chapter 7, giving further insight into each
AI/ML method and its final structure. Concretely, a description of their 1/O, layer
structures, loss functions, and their optimizers is provided.

6.1 Single-Link Model

This AI/ML model type is based on feeding the algorithm with a single link at a time.
In an uplink or downlink scenario, each link can be seen as a different connection
between a UE and a gNB or vice versa. For each unique connection, some useful
patterns are supposed to be obtained by the AI/ML models.

Inside the Single-link Model typology, there exists architecture I, which includes chan-
nel signal measurements and the complex CIR, and architecture II, which only uses
some channel signal measurements.

6.1.1 Architecture 1

Input and Output

For the case of the input, as presented, this architecture has two different input datasets
that are fed into separate points of the NN and documented in Table 6.1.

Input Size Dimension | Preprocessing | Description

A window of 220 samples
of the Channel Impulse
Response (Real and imag-

Complex CIR 220x2x1 llll/hilnl\i[a]};z ton inarypart of each sample)
OrHatzatio of the link is fed before the
Convolution Blocks of the
NN
Channel Signal MinMax AOA, TOA’. ZOA, .RSRP’
6x1 .. Beam Forming Gain and
Parameters Normalization

FPAR

Table 6.1: Inputs of the single-link model with Architecture I

Regarding the outputs of the system, this typology is only focused on providing the
estimation of if the link has LOS or NLOS conditions. Specifically, the model outputs,
which is the LOS probability of the link, is presented in Table 6.2.
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Output Size Dimension | Description
As the input of one link, the model outputs
LOS Probability | 1 x 1 one number between 0 and 1, representing 0
as a NLOS condition and 1 as a LOS link

Table 6.2: Output of the single-link model with Architecture I

Layers Structure

The presented NN architecture is the one resulting after the hyperparametrization.
This architecture can be divided into the convolution block and the fully connected
block. Figure 6.2 illustrates the final structure, showing the number of neurons per
layer depending on the value of units, as well as the I/O dimensions. It is important
to mention that FeedForward Neural Network (FNN) part, in reality, is only 1D. The
previous figure represents the network in 2D but only for visualization purposes.

The CNN architecture has been selected because one input is the CIR of one link, which
can be seen as a 2-dimensional image. CNNs are one type of architecture that works
better with multidimensional inputs. The reason is the nature and composition of its
layers, helping the NN to get a better understanding to reach the desired solutions.

FNN Input

CNN Input

x B
X 55

20 =~

CNN Layers FNN Layers

Figure 6.2: Schema of the layers structure for the single-link model with Architecture I

The model starts with the CNN input layer composed by the CIR, fed to the convolu-
tion block. The convolution block has 3 stages, each containing a regular Convolutional
Layer, with ReLLU as their activation function, followed by a Max Pooling Layer. The
fully connected NN is connected directly to the flattened layer and has 4 different lay-
ers with different dimensions. It is on the stage that follows the flattened layer where
the second input, the features, is processed. After this block, the dimension of the NN
reduces until it outputs only the LOS probability of the received link.

The u factor shown in the previous Figure 6.2 is a variable that represents the number
of units or neurons that each layer has. The specific value that this parameter takes is
collected in Tables 6.3 and 6.4, as the number of neurons determines the complexity
of the model.
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Hyperparametrization

In this part, the hyperparametrization strategy is presented. Concretely, a Bayesian
search has been used for exploring the search space. The hyperparameter space that
has been investigated is presented in the next Table 6.3. The hyperparametrization is
done independently for both simple and complex models.

From Table 6.3, the space is explored by steps in the range of the given numbers per
investigated parameter. For different possible parameters to explore some set of them
have been chosen, and for each of the a range of reasonable values.

The hyperparametrization can also explore not only numerical values, but also dif-
ferent types of activation functions, optimizers, or loss functions. There are some
many possibilities that in this search only covers a defined set space inside the whole
possibilities of the hyperparameter space.

It is interesting to understand that hyperparametrization does not explore all the
options, but it follows a Bayesian-regression behavior and converges to the best hy-
perparameters by a series of iterations, so it does not simulate every single possible
architecture.

Parameter Ranges / Types
Units of neurons (u) | [6, 106]

Filter size 4, 64]

Kernel size 2, 3]

Strides 1, 2]

Pool size 2, 3]

Dropout 0, 0.25]

Learning rate [le-5, le-2]

Batch size 16, 128]

Epochs 30, 220]
Activation function | {ReLU, tanh}
Optimizer {Adam, SGD}
Loss function {Binary Cross Entropy, Hinge}

Table 6.3: Search space explored for the single-link model with Architecture I

Final Parameters

Of the different loss functions investigated, the one that gave the best performance
was the Binary-Cross Entropy for LOS/NLOS prediction. The exact formulation is
represented in the next equation 6.1.

N
1
Binary Cross-Entropy Loss = N Z yi log(pi) + (1 — ;) log(1 — p;) (6.1)

=1

Where:
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— N corresponds to the total number of samples
— y; represents the true label (0 or 1) of the ith sample

— p; is the predicted probability for the ith sample.

The parameters that characterize the simple and complex model found for this concrete
architecture are collected in Table 6.4. After the hyperparameter space have been
searched, the optimal values obtained from the Bayesian hyperparametrization are
described in Table 6.3.

Simple | Complex
Units of neurons (u) 48 106
Filter size 4
Kernel size 2
Strides 2
Pool size 3 2
Dropout 0.05 0
Learning rate 1.77e-4 1.933e-5
Batch size 64 32
Epochs 120
Activation function Tanh \ ReLU
Optimizer Adam
Loss function Binary Cross Entropy
Number of parameters | 112,509 \ 506,213

Table 6.4: Parameters of the simple and complex single-link model with Architecture I

6.1.2 Architecture 11

Input and Output

This second architecture differs from the previous one in the fact that the model only
takes the channel signal parameters as inputs, but not the CIR. This variant aims
to explore the achievable accuracy when predicting the same characteristics by only
depending on the channel measurements.

Input Size Dimension | Preprocessing | Description

Channel Signal MinMax AOA, TOA’. ZOA, .RSRP’
6x1 . Beam Forming Gain and

Parameters Normalization

FPAR

Table 6.5: Input of the single-link model with Architecture 11

In relation to the outputs of this architecture, the output is the same as that of the
previous architecture, which is explained in Table 6.6.
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Output Size Dimension | Description

e A number between 0 and 1, being 0 a totally
LOS Probability | 1 x 1 NLOS condition and 1 a perfect LOS link

Table 6.6: Output of the single-link model with Architecture IT

Layers Structure

As the FNN does not take the CIR as input, this architecture does not have the
Convolution Stage. Instead, it consists only of an FNN, where the inputs are the
presented parameters. During the hyperparametrization, it has also been explored
the option to add an initial fully connected stage to help to process the input data,
which corresponds to the turquoise layers in Figure 6.3. The motivation is that the
input can have a reduced dimension in comparison with the NN layers. This is heavily
dependent on the final number of units of the layers.

Figure 6.3: Schema of the layers structure for the single-link model with Architecture I1

Hyperparametrization

As for the previously presented architecture, the Bayesian search has been used for
exploring a defined search space. The hyperparameter space that has been investigated
is presented in the following Table 6.3. As architecture II has different characteristics
from architecture I, they have consequently different search space.
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Parameter Ranges / Types
Units of neurons 6, 106]

Dropout 0, 0.25]

Deep Dropout 0, 0.1]

Learning rate [le-5, le-2]

Batch size (16, 128]

Epochs 30, 220]
Activation function | {ReLU, tanh}
Optimizer {Adam, SGD}
Initial Stage {True, False}

Table 6.7: Search space explored for the single-link model with Architecture 11

Final Parameters

Finally, the characteristic parameters after the investigation for this specific architec-
ture are collected in Table 6.8.

Simple | Complex
Units of neurons 6 24
Dropout 0
Deep Dropout 0 0.05
Learning rate 8.749e-4 | 3.376e-4
Batch size 64 80
Epochs 220
Activation function ReLLU
Loss function Binary Cross Entropy
Optimizer Adam
Initial Stage False
Number of parameters 1,897 \ 25,729

Table 6.8: Parameters of the simple and complex single-link model with Architecture II

6.2 Multi-Link Model

For this model typology, a different understanding or perspective of the scenario has
been given. As described in the previous section, each UE has a connection with
each of the 18 gNBs. This project adopts the assumption introduced by 3GPP. In
this approach, the 18 links of each UE are used at once for getting all the different
connections at once, trying to feed the model with all the available information.

Hence, the dataset was divided into chunks representing the links observable by each
UE, having 18 links in each chunk. This was a reorganization of all the available links,
organized in sets of 18 links from the same UE. This division was intended to help
the model to obtain certain patterns and to maybe make it easier to relate to the
positions, angles, and times.
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This architecture is dependent on always having 18 links available. The model is
expected to constantly have the same input size. In the case of having fewer received
links e.g., 17 or 16, due to signaling errors, some preprocessing is needed for the input
to complete the missing data. One solution for this situation could be simply to repeat
the received measurement of another link twice, take the missing link’s previous values,
or some kind of averaging of the rest available links” measurements. Another possible
solution for this situation could be to do some interpolation between a neighbor gNB.
As the gNB ID of the link missing information is known this is a feasible solution.
Moreover, in principle, nearby gNB links are expected to have a higher correlation.

6.2.1 Architecture I

Input and Output

Regarding the inputs, this architecture is composed of two inputs, fed into separate
points of the NN as in the previous typology. The main difference is that now, the
input is not only one but 18 links at once. The specifications of the inputs are collected
in Table 6.9.

Input Size Dimension | Preprocessing | Description
A CIR window sample
MinMax of 220 samples from the
Complex CIR 220x 2x 18 Normalization 18 links of the same UE
fed before the Convolu-
tion Block
AOA, TOA, ZOA, RSRP,
Beam Forming Gain, and
Channel Signal 6 x 18 MinMax FPAR, fed to the model
Parameters Normalization | after the Convolution
Block, Rx.GTx and
RX_GT.y

Table 6.9: Inputs of the multi-link model with Architecture I

For the outputs of the system, this other model typology has proven to give better
performance when performing regression parameter estimation. This has made the
multi-link model more useful for predicting angles, times, or positions instead of only
LOS labeling of each link. Therefore, this typology has been investigated for estimating
several different outputs, all of them introduced in Table 6.10.

Layers Structure

The main difference between the multi-link and single-link models when it comes to
the architecture is the convolutional stage. The CNN that composes the first part of
the structure is more complex due to it has to handle an extra data dimension due to
the composition of this other input.
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Output Size Dimension | Description
The estimated value of the correct Time of
TOA 1x18 Arrival of each link in a LOS conditions
channel
Estimation of the Azimuth angle of Arrival
AOA 1x18 value for each link with a LOS conditions
channel
X, Y 9% 1 Estimation of the horizpntal plane position
of the UE from the 18 links

Table 6.10: Outputs of the multi-link model with Architecture I

This fact causes the CNN of the structure to have, in this multi-link case, 2D convo-
lutions and 2D max poolings, transforming the dimension of the 18 link’s CIR as the
next Figure 6.4 shows.

maxpool Conv 2D
maxpool Conv 2D
\\WV

18 9 5 3
v 3 * . 1344
110 28
220 55 n N T

X

X X
2 4 8 16
= Flatten
—
/ 0

CNN Input After pooling 1 After pooling 2 After Pooling 3 CNN Output

Figure 6.4: Schema of the convolutional stage for the multi-link model with Architecture I

This design has been chosen following typical CNN designs, where convolutional stages
are placed one after the other. After an exhaustive process of trial and error, this
structure has been chosen. Allowing the extraction of most details from the images
given as inputs.

Hyperparametrization

As for the previous models, a Bayesian search has been used for exploring a concrete
search space. The hyperparameter space investigated is collected in next Table 6.11.
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Parameter Ranges / Types
Units of neurons (u) | [6, 106]

Filter size [4, 64]

Kernel size 2, 3]

Strides 1, 2]

Pool size 2, ]

Dropout 0, 0.25]
Learning rate [le-5, le-2]
Batch size [16, 128]
Epochs (30, 220]
Activation function | {ReLU, tanh}
Optimizer {Adam, SGD}

Table 6.11: Search space explored for the multi-link model with Architecture I

Final Parameters

The parameters of the best model found in the searched space are shown in Table 6.12.

Simple | Complex
Units of neurons (u) 16 32
Filter size 64
Kernel size 3
Strides 2
Dropout 0.1 0.05
Learning rate 1.396e-3 | 7.763e-4
Batch size 48 64
Epochs 110 70
Activation function ReLU
Optimizer Adam
Number of parameters | 582,882 \ 880,386

Table 6.12: Parameters of the simple and complex multi-link model with Architecture I

For this model case, the loss function finally used has been the Mean Absolute Error.
The Mean Squared Error has also been manually investigated, but the results were
not so satisfactory.

The same loss function was used for both the estimation of the location in the case
of direct positioning and for the case of estimating time and angle parameters for
the assisted positioning method. The explicit mathematical formula is presented in
equation 6.2.

Custom MAE = o - Z la; —&;| + 8- —= Z (6.2)

Where:
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— N corresponds to the total number of samples
— « and 3 are weights assigned to penalize one error more than the other

— a; represents the estimated value of the variable texta, which can be the X
coordinate of the UE location, or the value of ToA

— a; is the ground truth value of a variable texta, corresponding to the X coordinate
position, or also could be the true ToA

~ Db, is another different the predicted variable textb, that could be the estimated
Y coordinate location, or analogously the predicted value of AoA.

— b, corresponds to the true value of the variable textb, such as the Y true position
or the ground truth AoA

The final values for both a and g were 0.5. There was not any specific reason to
penalize more errors in one specific X or Y coordinate nor for the AoA and ToA
estimation. Both predicted values were equally important, and none was drastically
worst than the other, so the coefficients penalize the error equally.

Other loss functions, such as RMSE, were manually tried. The most promising results
were obtained with the MAE. For this reason, it was continued investigating with this
last one.

6.2.2 Architecture II: Neural Network

Input and Output

This case is identical to the previous architecture, except for not including the CIR
as input to the NN. The inputs and output are still processed for 18 links at once,
representing all the UE links with the 18 gNBs. Both the input and the different
possible outputs are presented in Tables 6.13 and 6.14.

Input Size Dimension | Preprocessing | Description

AOA, TOA, ZOA, RSRP,

. . Beam Forming Gain, and

Channel Signal 6 x 18 Mlan‘c . FPAR, fed to the model
Parameters Normalization .

after the Convolution

Block

Table 6.13: Inputs of the multi-link model with Architecture I
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Output Size Dimension | Description

The estimated value of the correct Time of
TOA 1x18 Arrival of each link in a LOS conditions

channel

Estimation of the Azimuth angle of Arrival
AOA 1x18 value for each link with a LOS conditions

channel

Horizontal position estimation of the UE
XY 2x1 from the 18 links

Table 6.14: Outputs of the multi-link model with Architecture I

Layers Structure

The structure for this method is really similar to the single-link architecture II, but
a little bit more complex due to the input, in this case, being of 18 different links.
For the hyperparametrization, the initial stage implementation has been investigated
again. The structure of the FNN is shown in Figure 6.5.

Initial stage
Layers

FNN Input FNN Layers FNN Output

Figure 6.5: Schema of the layers structure for the multi-link model with Architecture 11

Hyperparametrization

The search space explored for this architecture, doing a Bayesian search, is collected
in next Table 6.15.

Final Parameters

For this last architecture, the final parameters of the simple and complex model found
by the hyperparametrization are introduced in Table 6.16.
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Table 6.15:

Parameter Ranges / Types
Units of neurons 2, 128]

Dropout 0, 0.25]

Deep Dropout 0, 0.1]

Learning rate [le-5, le-2]

Batch size 16, 128]

Epochs 30, 220]
Activation function | {ReLU, tanh}
Optimizer {Adam, SGD}
Initial Stage {True, False}

Search space explored for the multi-link model with Architecture 11

Simple | Complex
Units of neurons 32 64
Dropout 0.1 0.15
Deep Dropout 0.05 0
Learning rate 3.724e-4 | 1.060e-3
Batch size 32 128
Epochs 220
Activation function ReLU
Optimizer Adam
Initial Stage False
Number of parameters | 248,866 \ 845,890

Table 6.16: Parameters of the simple and complex multi-link model with Architecture 11

6.3 Models Summary

In this final section, a summary of the 4 model architectures is presented in Table 6.17
for comparing and pointing out the differences between them.

Model Inputs Outputs Type | Complexity | No. Parameters
. . CIR + LOS Simple 112,509
Slngle—hnk I Features Probablhty CNN CompleX 506,213
. . L.OS Simple 1,897
Single-link II | Feat e FNN
eI T | PSS ] Probability Complex | 25,729
- CIR + AOA, TOA Simple 582,882
Multi-link I CNN
Features | or (X,Y) Complex 880,386
AOA, TOA Simpl 248,866
Multi-link IT | Features ’ FNN Hpe ’
or (X,Y) Complex 845,890

Table 6.17: Summary of the different studied DL architectures



7 Performance Evaluation

This chapter presents the performance results of the models for different simulated sce-
narios and discusses the outcomes. The evaluation compares all the models presented
in Chapter 6, investigating the impact of different CIR preprocessing, the importance
of the hyperparametrization, as well as the generalization ability of the best models.

7.1 Performance Evaluation Results

For evaluation purposes, different parameters need to be calculated and compared to
study how the models perform. The results obtained are also necessary for future
research.

In order to make the different models comparable to each other, AT/ML has been
trained with exactly the same dataset. Specifically, 8,000 UEs, and 144,000 links the
InF-DH{40%, 2m, 2m} with the clutter distribution inside the factory will remain
constant. Moreover, to increase the robustness of the model, batches are shuffled
during the training of the weights.

The evaluation test consists of testing the model with unknown data, which the model
has never seen before. This evaluation test has also been identified. It consists of a
dataset of 4000 UEs (72000 links) in the same presented case with the same factory
layout but with different UE positions. Both the training and test UE distribution
corresponds to the presented convex hull approach, but in the generalization section,
the non-convex hull distribution is also simulated to evaluate its impact.

Analysis Criteria

For the analysis of the results, different criteria have been used depending on the type
of variable predicted, mainly depending on if it is a labeling or regression problem.

When predicting the label for the LOS or NLOS condition of a link, the evaluation
tools used to compare the performance of the model’s results are introduced in Table
7.1.

For the regression estimation parameters, different metrics have been used to evaluate
the model’s effectiveness. These criteria for studying the results are presented in Table
7.2.
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Criteria

Description

Accuracy

Metric that measures the ratio of correct predictions
out to the total prediction number

Precision

Provides the rate of true positives over the sum of
true positives and false positives, showing the cor-
rectness of positive predictions and avoiding false
positives

Recall

Ratio calculates the true positives over the sum of
true positives and false negatives, capturing the abil-
ity to avoid false negatives

F-Score

The harmonic mean of precision and recall, between
0 and 1, with higher values indicating higher predic-
tion performance

Precision-Recall Area Under

the Curve (PR AUC)

It represents the area under the curve generated by
the plot of precision and recall, and it assesses how
balanced the predictions are in binary classification

Confusion Matrix

A graphical tool that displays the count of true pos-
itives, true negatives, false negatives, and false pos-
itives for a more insightful evaluation of the classifi-
cation errors

Table 7.1: Criteria used for the labeling estimations analysis

Criteria

Description

Mean Absolute Error (MAE)

Metric that calculates the average absolute differ-
ence between predicted and actual values

Mean Squared Error (MSE)

Measure that computes the average squared differ-
ence between predictions and actual values

Root Mean Square Error
(RMSE)

The average size of the errors by taking the square
root of the average squared differences between pre-
dicted and actual values

Measures the proportion of the variance in the de-

R-squared pendent variable explained by the regression model,
indicating how well the model fits the observed data
Cumulative Distribution Statistic tool that provides the distribution of one

Function (CDF)

variable, used to compare the prediction error for
different percentiles

Table 7.2: Criteria used for the regression estimations analysis

7.1.1 Assisted AI/ML Positioning

This part of the results evaluates the performance of the presented models as AI/ML-

assisted methods.

For the assisted approach, the models aim to predict the LOS

probability of each link, its time of arrival, and its azimuth angle of arrival. Finally,
in order to compare if there has been an actual improvement in comparison with
the legacy methods, a traditional position computation has been derived using the
enhanced parameters in contrast to the measurement.
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LOS Classification Performance

The LOS Classification performance is evaluated with the metrics presented in Table
7.1. The models evaluated are the single-link model architecture I and II for inves-
tigating the relevance of the CIR. Moreover, from each architecture, one simple and
complex model has been tried for further study of the implementation process. The
results of all the models are introduced below in Table 7.3.

Architecture 1 Architecture I1
Simple | Complex | Simple | Complex
Accuracy | 0.914 0.914 0.921 0.916
Precision | 0.917 0.927 0.938 0.927
Recall 0.898 0.887 0.890 0.891
F-Score 0.908 0.906 0.909 0.909
PR AUC | 0.8717 0.875 0.887 0.877

Table 7.3: Evaluation of the LOS classification results for the single-link models

As it can be seen in Table 7.3, looking at the results, there is no big difference between
simple and complex models. This behavior could be attributed to the simplicity of the
LOS prediction task.

In simpler tasks, using a complex model may not necessarily result in better predic-
tions. In fact, complex models might learn intricate relationships within the dataset
that do not accurately represent the true underlying patterns. As a result, the model
can generate incorrect predictions or misguided interpretations of the data.

Time Estimation

For the TOA estimation performance, the evaluating criteria are the ones correspond-
ing to a regression problem, introduced in Table 7.2. In time estimation, it has been
observed that the multi-link model outperforms the single-link ones. For that reason,
these will be the ones that are going to be presented. The following Table 7.4 shows
the obtained results of the simple and complex models corresponding to architecture
I and II of the multi-link typology.

Architecture I Architecture I1
Simple | Complex | Simple | Complex
MAE (ns) 8.579 8.280 7.771 7.488
MSE (ns?) | 118.552 | 111.821 | 104.077 93.174
RMSE (ns) | 10.888 10.575 10.202 9.653
R-squared 0.980 0.981 0.982 0.984

Table 7.4: Evaluation of the TOA estimation for the Multi-link models
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Angle Estimation

In the case of the azimuth angle of arrival, as with the time, the criteria used for
the result analysis are the regression ones, as Table 7.2 describes. The approach is
the same as the one used for TOA. The same Multi-link model typology is the one
investigated. In fact, the models created predict both at the same time the TOA and
AOA of the 18 links of each UE. As before, the different complexity models from each
architecture are evaluated, reflecting the results in the next table 7.5

Architecture 1 Architecture I1
Simple | Complex | Simple | Complex
MAE (°) 8.119 6.715 6.322 6.8
MSE (°%) 532.281 | 337.307 | 418.546 | 383.449
RMSE (°) | 23.071 18.366 20.458 19.582
R-squared | 0.956 0.972 0.965 0.968

Table 7.5: Evaluation of the AOA estimation for the Multi-link models

Position Estimation Computation

As presented, for comparing the performance of the assisted methods with the legacy
methods, the location computation of the UE has been done. For the legacy methods,
the derivation of these locations has been done directly with the angles and time
measurements, and then another calculation is presented when the estimated AoA,
ToA, and LOS Probability have been used for obtaining the position.

The method used for computing the actual UE location consists of the Maximum
Likelihood Estimator with different cost functions that estimate the coordinates using
the AoA, ToA, or a combination of both. The direct measurements and the AI/ML
enhanced ones have been used for both approaches, to ensure that the results are
comparable. For studying the differences in the performance, the CDF of the Euclidean
distance error has been compared for various percentiles.

The calculations for obtaining the UE positioning have been done for the best assisted
AI/ML model in AoA and ToA prediction, selected in section 7.2. This model is the
Multi-link complex with Architecture II, and its corresponding performance results
are introduced in next Table 7.6.

7.1.2 Direct AI/ML Positioning

For this approach, first, the quality of the prediction is evaluated using the metric
tools presented in Table 7.2. The results for the different models on both the X and
Y coordinates are shown in Tables 7.7 and 7.8.
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CDF of the Absolute Position Error (m)

50% | 67%  |80% | 90% | 95%
>3 | TOA 8175 | 13223 | 17.902 | 24.251 | 30.821
ST | A0A 0078  [2309 | 7.664 | 16019 | 23.605
“=TOA + AOA | 0051 |2185 | 552 | 9993 | 14.246
33| TOA 3.341 | 4261  |5386 | 6768  |8.111
§§ AOA 3.509 | 4477 | 5759 | 7.341 | 9.143
<% TOA + AOA [3279 |4219 |5265 | 6614 | 7.875

Table 7.6: Evaluation of the location estimation for legacy and AI/ML assisted methods

in the scenario case InF-DH{40%, 2m, 2m}

Architecture I

Architecture I1

Simple | Complex | Simple | Complex
MAE (m) 3.194 2.471 2.774 2.990
MSE (m?) 16.415 10.362 13.263 14.493
RMSE (m) | 4.051 3.219 3.642 3.807
R-squared 0.980 0.988 0.984 0.983

Table 7.7: Evaluation of the X coordinate estimation for the Multi-link models

Architecture I

Architecture I1

Simple | Complex | Simple | Complex
MAE (m) 2.574 2.314 2.229 2.388
MSE (m?) 10.783 8.581 8.264 9.082
RMSE (m) | 3.284 2.929 2.875 3.014
R-squared 0.918 0.935 0.937 0.931

Table 7.8: Evaluation of the Y coordinate estimation for the Multi-link models

Position Estimation

In this part, as done with the AI/ML assisted methods, the Euclidean absolute position
error is compared with the Legacy methods. This is done to study the different error
distributions for each of the presented models and which is the performance of the
traditional methods. The CDF of the error for each of the representative percentages
is presented in Figure 7.1 and in Table 7.9.
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Figure 7.1: CDF of Absolute Distance Error for the developed direct AI/ML positioning

CDF of the Absolute Position Error (m)
50% 67% 80% 90% 95%
gp% TOA 8.175 13.223 | 17.902 | 24.251 | 30.821
Qg):% AOA 0.078 2.309 7.664 16.019 | 23.605
= 2 TOA + AOA 0.051 2.185 5.528 9.993 14.246
Multi-link I Simple 3.820 4.874 5.948 7.373 8.579
gg Multi-link I Complex | 3.197 4.142 5.186 6.385 7.677
S g Multi-link IT Simple | 3.574 4.608 5.708 7.083 8.437
Multi-link IT Complex | 3.408 4.448 5.539 6.925 8.368

Table 7.9: Evaluation of the location estimation for legacy and AI/ML Direct methods in
the scenario case InF-DH{40%, 2m, 2m}

7.2 Model Selection

The selection of the best models has been done based mainly on the prediction perfor-
mance but also taking into account the complexity of the model. The final selection
is presented in the following schema 7.2, and the motivation is explained next.
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Architecture I (CIR + Feat) | —
=
Single-link
Architecture II (Feat) | . Probability
Architecture I (CIR + Feat) —
m mati
Multi-link Estimation
Architecture II (Feat) | —|
pon T
Estimation

Figure 7.2: Schema of the final model selection for 5G UE positioning

Assisted AI/ML Positioning

For the LOS prediction, as Tables 7.3 shows, the performances of all the described
models are satisfactory and really similar. For this case, the next aspect that has
been taken into account for the selection has been the complexity. As the performance
of all is alike, the choice was the one with fewer parameters, corresponding to the
Single-Link IT simple model.

Inside assisted positioning, but for the signal channel parameter estimation, the selec-
tion is motivated by Tables 7.5 and 7.4. In this case, the architecture with only the
signal channel parameters outperforms the CIR and also has less computational com-
plexity without having to process the CIR. Between the complex and simple models
of this architecture, there is no excessive difference in terms of performance, and the
complexity variation is not extreme in neither of them. This has led to ultimately
selecting the Multi-Link II complex model for ToA and AoA estimation, due to
a slightly better estimation over the simple, in expenses of a not excessive complexity
gain.

Model Inputs | Outputs Type | Param. | Performance

Sinele-Link 11 1% LOS LOS Metrics
ingle-Lin X

simple Features | pyopapitity | FNN | 1,897 | 0.921 Accuracy

0.909 F-score

Multi-Link 11 18% ToA ToA | AoA | Metrics
ulti-Lin x To

complex Features 18% AoA CNN | 845,890 | 7.488 | 6.8 MAFE

0.984 | 0.968 | R?

Table 7.10: Summary of the AI/ML methods selected for assisted 5G positioning

Direct AI/ML Positioning

In the case of the AI/ML models for direct positioning, the final choice is based on
Tables 7.7 and 7.8. For the X coordinate location estimation, the best performance
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is obtained with the Architecture I complex model. Nevertheless, the best estimation
for the Y is done with the Architecture II simple model, but this performance is
barely the same that the Architecture I complex model. The finally selected model
for direct positioning is the Multi-Link I complex model because, for almost the
same accuracy on the Y coordinate, it gives better X prediction than the Architecture
IT simple model.

Model Inputs | Outputs | Type | Param.| Performance

X Y Metrics
CNN | 880,386 | 2.417 | 2.314 | MAFE
0.988 | 0.935 | R?

Multi-Link I | CIR + Ix X
complex Features | 1x Y

Table 7.11: Summary of the selected AI/ML methods selected for direct 5G positioning

7.3 Further Exploration

Once the best models have been selected, further investigation has been applied to
the found solutions. The motivation for further exploring the CIR preprocessing types
is to improve the current model performance due to it being an input with complex
shape and characteristics. The other exploration consists of studying the robustness
of the selected models to changes, observing their behavior against new and different
scenarios, and at the same time, testing their performance in heavy NLOS scenarios
also against the legacy methods.

7.3.1 CIR Investigation

This part presents the different investigations of the CIR processing for improving the
performance of the CNN. Due to the nature of the CIR, extra actions could be needed
to effectively process the CIR on the AI/ML models and take all the potential and
advantage from it. Different approaches were explored, such as different preprocessing
techniques or the addition of extra dimensions to the convolutional stage. The tried
methods are:

Option 1. Enter as input the real and imaginary part of the CIR

— Option 2. Transform the input, instead of the raw CIR, and use the amplitude
and phase.

— Option 3. Combine both of the previous options and input the real part,
imaginary part, amplitude, and phase of the CIR.

— Option 4. Apply periodic function to the raw phase e.g., sinus.

— Option 5. Transform the CIR to dB and feed the combined option.
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— Option 6. Apply a smoother function to the CIR e.g., averaging every three
samples.

This CIR exploration was done for only the AI/ML direct positioning, applying the
different options to the best-selected model. This model was the Multi-Link I complex,
and the results obtained from the presented approaches are collected in the next table
7.12. Moreover, in Figure 7.3, the CDF of the different approaches are presented,
together with a CDF comparison between the Min Max and Standard Scaler, both for
Option 3.

CDF of Errors - CDF of Errors
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Figure 7.3: CDF of the error for the different CIR preprocessing options (left) and for
the Min Max Scaler for option 3 (right)

CDF of the Absolute Position Error
50% 67% 80% 90% 95%
Option 1 | 4.019 5.292 6.671 8.693 11.731
Option 2 | 3.815 4.899 6.1631 7.858 9.506
Option 3 | 3.197 4.142 5.186 6.385 7.677
Option 4 | 3.735 4.906 5.998 7.421 8.8983
Option 5 | 3.631 4.651 5.799 7.187 8.264
Option 6 | 4.114 5.496 7.082 9.625 13.10

Table 7.12: Results of the different CIR techniques investigation for the simple Multi-link
model 11

The CIR investigation option 3 from the previous figure has the same results as the
best results from Table 7.11. The best results obtained are when CIR is used combining
amplitude, phase, real and imaginary parts.
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7.3.2 Model Sensitivity

Once the performance of the different models has been evaluated within the same
scenario, their generalization has to be analyzed. This section explores the model
performance to different environment changes and how well or badly they adapt the
predictions for the new scenarios. For testing the sensibility to changes, several con-
figurations have been simulated, varying different characteristics.

The different explored scenarios are collected in Table 7.13, where Scenario 0 represents
the training scenario characteristics, and the rest are test scenarios for generalization
evaluation.

Convex Hull | Clutter Case | Factory Layout | LOS Prob.
Scenario 0 True {40%, 2m, 2m} A 0.4340
Scenario 1 False {40%, 2m, 2m} A 0.4402
Scenario 2 False {60%, 2m, 2m} A 0.2659
Scenario 3 False {40%, 6m, 2m} A 0.0245
Scenario 4 False {40%, 2m, 2m} B 0.4332
Scenario 5 False {60%, 2m, 2m} B 0.2581
Scenario 6 False {40%, 6m, 2m} B 0.0245

Table 7.13: Different scenarios explored for the complex Multi-link model I

The models used have been the ones selected, presented in section 7.2, due to them
demonstrating the best performance. These trained models are then tested with
datasets of the presented scenarios, comparing their performance with the Legacy
Methods in the following Table 7.9. Figure 7.4 aims to compare the generalization
performance when having different clutter settings, factory layout, and convex hull
condition. Additionally, the figures present the different performance when modifying
the factory layout but with the same clutter and convex hull conditions, and vice versa.

Factory Layout represents the disposition of the cluttering objects inside the room,
leading in Table 7.13 to different LOS probabilities.

It is important to comment that from the assisted and legacy methods, only the
position estimation that combines the ToA + AoA is shown. The reason to omit the
others is that only using the AoA or the ToA always leads to the worst results, so only
the best position estimation is presented corresponding to combining both the ToA +
AoA.

The sensitivity to the different conditions is evaluated by comparing their performance
in the presented scenarios. Comparing Scenario 0 and 1, the effect of the convex hull
condition can be noticeable. When comparing Scenario 1 with 2 and 3, the impact of
LOS probability is studied, maintaining the layout and convex hull constant.

Finally, their performance on Scenarios 1 -4, 2 - 5, and 3 - 6, is analyzed to observe the
effect of a totally new factory layout. The factory layout can be understood as how
is the clutter distributed inside the factory. This generalization is relevant because
it studies the effects of training the AI/ML model with data from one factory and
then deploying it into another different factory with similar clutter characteristics but
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totally different distribution inside the hull.
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CDF of the Absolute Position Error (m)

50% 67% 80% 90% 95%
2 Legacy Methods 0.051 2.185 5.528 9.993 14.246
§ Assisted AI/ML 3.279 4.219 5.265 6.614 7.875
;38 Direct AI/ML 3.197 4.142 5.186 6.385 7.677
: Legacy Methods 0.774 3.870 7.372 12.325 17.463
é Assisted AI/ML 5.780 8.738 11.176 13.863 16.057
;38 Direct AI/ML 5.161 7.393 9.592 11.691 13.768
2 Legacy Methods 3.057 6.370 9.827 14.790 19.832
§ Assisted AI/ML 6.016 8.665 11.274 14.225 16.440
;38 Direct AI/ML 5.531 7.650 9.661 12.074 14.174
Gg Legacy Methods 7.263 10.645 14.599 20.002 26.131
§ Assisted AI/ML 6.883 9.1984 11.708 14.766 16.938
;38 Direct AI/ML 6.769 8.945 10.934 13.462 16.011
\; Legacy Methods 0.753 3.775 7.393 13.019 17.873
E Assisted AI/ML 5.649 8.192 10.851 13.292 15.495
;38 Direct AI/ML 5.080 7.250 9.3355 11.491 13.108
lz Legacy Methods 3.644 6.905 10.315 15.642 21.163
§ Assisted AI/ML 5.890 8.592 11.176 13.899 16.261
C;Jg Direct AI/ML 5.382 7.727 9.801 12.019 14.198
t Legacy Methods 6.987 10.119 13.895 19.350 25.614
§ Assisted AI/ML 6.998 9.597 11.950 14.704 16.931
;38 Direct AI/ML 6.906 8.816 10.844 13.182 15.481

Table 7.14: Evaluation of the sensibility of the models to different scenarios
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7.4 Discussion

After the presentation of all the results, this section discusses the evaluation carried
out and the comparison of the different approaches.

This project, as presented in Chapter 5, is based on UpLink simulations due to requir-
ing less computational time and resources than DownLink, which causes the interesting
parameters to be the TOA and AOA. In the case of working with DownLink measure-
ments, the process for both assisted and direct AI/ML approaches will be exactly
identical but using TOD and AOD instead.

Analogously, the assisted models are now trained to predict a specific time and angle,
but it would not require any significant effort to train them to predict any other
possible interesting channel parameter. Instead e.g., zenith angle. It is a matter of
only changing and selecting the desired inputs and outputs from the dataset.

During the training and testing evaluations, it has been observed that there is a need for
at least around 8,000 UEs to allow the AI/ML models to learn properly. Training with
fewer UEs distributed on the factory layout e.g., 4,000 UEs, leads to poorer estimation
performance. Analogously, When using 12,000 UEs for training, apparently there has
not been any big improvement. For this motive, it was decided to stick the training
to 8,000 UEs, as data availability and gathering are always a constraint in real-life
scenarios.

LOS Probability, ToA, and AoA estimation

In the AI/ML assisted methods for enhancing 5G positioning, one possibility is to
predict if the link between the gNB and the UE suffers from NLOS or not. The final
selected model achieved a 92.1% of accuracy when discriminating if a link is LOS or
NLOS. This result, together with a 90.9% of F-score, indicates a good performance of
the model for this task. This can be observed in Table 7.3.

Another positive aspect is the model does not directly output the label of the link
but the probability of it being NLOS or LOS. This probability can be really useful in
different situations, for example, to know the quality of the directly measured channel
signal parameters. Moreover, this is achieved with a really simple model with only
1,897 parameters that take only a few features as input.

For the AoA and ToA prediction, as can be observed in the introduced Tables 7.4
and 7.5, the best models are able to predict them with acceptable performance. The
R-squared for both the angle and time is over 95%, and the RMSE has no dispropor-
tionate values. The next figures show the error CDF for the ToA and AoA estimated
with AI/ML versus the directly measured in the UE.
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The comparison of the different architectures shows that the use of the CIR has not
had a big impact when estimating these parameters. For this motive, the complexity
and computational cost that it has to process the CIR is not justified for predicting the
LOS probability and ToA and AoA parameters. Instead of the CIR and as presented in
6, they are introduced signal parameters such as RSRP, Beam Forming Gain, FPAR,
and ZOA.
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Figure 7.5: CDF of the error for ToA (left) and AoA (right) estimated and measured

Nevertheless, for the links with LOS conditions, when predicting AoA and ToA it is
most likely that the quality and precision of the predictions are not satisfactory as
the directly measured values. The assisted AI/ML has more potential to overpass
legacy measurements in heavy NLOS conditions, where the directly measured times
and angles can not be trusted.

Position Estimation

In terms of position results, the comparison among assisted, direct, and legacy methods
is presented in Tables 7.6 and 7.9. Both tables have been fused in Table 7.15. Figure 77
represent the CDFs for the different legacy methods, and Figure 7?7 shows a comparison
between the assisted and direct AI/ML with the legacy methods. Some observations
are introduced next.

— The legacy method performs really well for half of the UEs, corresponding to the
50% CDF, that for the best legacy of ToA + AoA has a value of 0.051 m. This
value indicates the absolute distance error, indicating 50% of the UEs have an
error smaller than this one. Nevertheless, when increasing the percentage of the
CDF, it can be noticed that all the legacy methods get worse errors, reaching
14.25 m in the 95% CDF with the best one, corresponding to the ToA + AoA.

— The developed AI/ML method for assisted positioning offers worse results for
lower CDF's. In the case of 50% of the CDF for the ToA + AoA, the assisted has
an absolute error of 3,28 m. However, this methodology equals the legacy perfor-
mance of around 80% of the CDF. From that moment, the assisted outperforms
the legacy, reaching 95% CDF with an error of 7.875 m.
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Figure 7.6: CDF of the Absolute Distance Error for different legacy methods (left) and
for comparing legacy, assisted, and direct AI/ML (right)

CDF of the Absolute Position Error (m)
50% 67% 80% 90% 95%
=3 TOA 8.175 13.223 17.902 24.251 30.821
Q Q
S
S5 | AOA 0.078 |2309 | 7.664 |16.019 | 23.605
==
TOA + AOA 0.051 2.185 5.528 9.993 14.246
Sy | TOA 3.341 4.261 5.386 6.768 8.111
3
%b AOA 3.509 4 477 5.759 7.341 9.143
<<
TOA 4+ AOA 3.279 4.219 0.265 6.614 7.875
S
=S | Complex | 3197 | 4142 |5.186 | 6385 | 7.677
S<

Table 7.15: Evaluation of the location estimation for legacy and AI/ML methods in the
scenario case InF-DH40%, 2m, 2m

— The AI/ML direct model developed has the same behavior as the assisted, being
worst than the legacy for the 50% CDF with an error of 3.197 m, and offer-
ing better results for higher CDF, achieving 95% CDF only 7.677 m of error.
Nonetheless, the direct positioning approach does not only surpass the legacy
method but also the assisted performance, improving it by around 0.20 m of
error for all the CDFs.

— The legacy and assisted methods offer better results combining AoA+ToA. Using
only AoA in legacy methods improves the ToA results, leading to the conclusion
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that AoA brings more information than time. Regardless, it is the combination
of both time and angles that allows the legacy and assisted model to achieve the
best positioning results.

Tables 7.7 and 7.8 reflect a better performance in the results for the Y coordinate over
the X. This can be explained due to the nature of the given values of X and Y. The Y
coordinate has less value range, while X has a wider range of values due to the factory
layout having more length than width. The higher variance on the X coordinate can
make it harder to estimate, giving slightly worse results than for the Y.

The more satisfactory results of the AI/ML methods in front of the legacy for high
CDF percentages could be explained due to they learn from the data. They have been
trained with the available data of every link, while the legacy methods do not have
the opportunity to identify and use underlying patterns in the signal channel for the
scenarios. They can only compute the MLE with the available measurements.

For the direct methodology, the best model has CIR and features as inputs, while the
assisted for the AoA and ToA prediction takes only features. Different prediction goals
require different models. Including the CIR has shown a better approach for X and y
positioning cases. A possible explanation is this prediction may need a more complex
architecture and more data information than angle and time, which can be seen as
intermediate parameters in the position calculation.

Hyperparametrization

From the different available search methods to explore the hyperparameter space,
Bayesian optimization has been selected. The motivation is that it is more efficient
when exploring the search space than others, such as grid or random search. Exploring
the defined hyperparameter space, the Bayesian optimizator looks for the hyperparam-
eter values that lead to the best performance, resulting in the best model.

Bayesian hyperparameter optimization has been demonstrated to improve and refine
the results. Table 7.16 illustrates the performance changes of the selected models
before and after the hyperparametrization for the AI/ML assisted positioning.

Applying hyperparametrization has also given some guidance toward the best solution
and a deeper understanding of the project. It has helped to comprehend the relevance
of different hyperparameters and neural network structures, as well as to identify and
investigate all the possible elements that can compose a NN.

ToA Estimation | AoA Estimation LOS Prob

MAE R? MAE R? Accuracy | PR-AUC
Before | 12.645 0.957 10.989 0.934 0.894 0.856
After 7.341 0.984 6.226 0.973 0.921 0.887

Table 7.16: Comparison of the AI/ML Assisted Positioning Hyperparameter
Optimization
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One relevant result of hyperparametrization is that the initial stage of the NN has never
appeared in the best performing models. It was an initial group of layers before the
regular NN that was supposed to help to reduce the large dimension gap between the
input and the NN layer. As this structural option has never been selected for having
a good model performance, it has led to the conclusion that this research branch may
not be productive.

The main constraint of the hyperparametrization has been the running time and com-
plexity, as some of these hyperparameter optimizations have taken days to be per-
formed. The project time and computational limitations are reflected in constraints
when defining the search space. More resources mean more hyperparameter space to
explore and find a better combination.

In summary, Bayesian hyperparametrization has improved every model generated. For
this reason, it is highly encouraged to perform a hyperparameter optimization in future
model research for achieving the best possible solutions.

CIR Investigation

It is believed that the CIR has huge potential due to it containing a lot of information
about the channel signal. For the case of AI/ML direct positioning, including it as an
input has slightly improved the estimation performance than only including channel
features.

The main problem is the CIR is a really complex signal, multidimensional, and with a
lot of peaks and large value variations, and AI/ML models are delicate and sensible to
this type of data. To solve this, during the project, different techniques to exploit this
potential have been investigated, including different CNN architectures and various
CIR preprocessing.

As has been presented in Table 7.12, there has been no great improvement when
applying the explored options. The best option is to feed the AI/ML model with
all the available information the CIR can give, including amplitude, phase, and real
and complex parts. This was the final preprocessing step applied to the CIR. Testing
to make the signal smoother, applying the sinus function to the phase, or using a
smoother averaging function, has shown no substantial improvement in the model
performance.

In conclusion, the CIR slightly improves the direct positioning results from only fea-
tures, although it is expected to have a bigger impact and enhance the results. There
might exist a different preprocessing step that helps the model to get more of the
available information contained on the CIR. Future investigation may be needed to
succeed in better location results by the CIR usage.
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Model Sensitivity

The model generalization ability is reflected in Table 7.14. Performance is evaluated
for the different scenarios defined in Table 7.13, where the convex-hull condition, the
layout, and the LOS probability are modified for studying the sensibility of the different
methods.

First of all, the AI/ML models have been trained with convex hull assumption but
tested with the non-convex hull simulated scenarios. This directly leads to a deteri-
oration in all the results from the AI/ML methods, but not in the legacy methods
ones.

The assisted AI/ML models do not generalize quite well to this change in the convex
hull condition, leading that, in most cases, the legacy method performs better, even
for high CDFs. Nevertheless, for the AI/ML direct positioning, despite the overall
location estimation getting worst, it is still able to satisfactorily surpass the legacy
methods for high CDFs.

Another trend that can be observed is that the LOS probability plays a vital role in the
performance of legacy and AI/ML models. Legacy methods are highly dependent on
this parameter due to they use the measured times and angles directly. This derivates
in large location error in scenarios with low LOS probability, where most of the links
are in NLOS conditions.

The AI/ML models show a different behavior. They appear to be more robust to this
change. For these heavily NLOS scenarios, they offer a significant improvement in
comparison to the legacy method for every CDF percentage.

Moreover, when studying how the models are affected by a change in the factory
layout, it can be observed there is no difference in the performance when modifying
the factory layout from A to B. This demonstrates that the AI/ML models could be
trained with data from some concrete layout and then deployed in another factory
with a different layout without having any notable deterioration in their estimation
performance.

The proposed methods offer good generalization and robustness to the proposed sce-
narios. Their learning ability seems to have allowed the models to analyze and identify
underlying relations and patterns, being able to generalize satisfactorily even to dif-
ferent and unseen scenarios, such as having almost no LOS links.

In summary, the developed solutions and their future investigation are highly en-
couraged for highly NLOS scenarios, where legacy methods present really poor perfor-
mance. Some typical scenarios with this very low LOS probability are Indoor Factories
with a high amount of scattering objects, as this project investigates.



8 Conclusion

8.1 Summary

The contents of this thesis work document the theory and methodology for creating
and implementing AI/ML methods for enhancing the UE location in 5G networks,
including all the significant stages in the development process. They include model
generation, training, validation and testing, and their inference performance on new
different scenarios.

The primary goal of this project was to achieve an accuracy enhancement of the current
5G positioning techniques. The gathered results demonstrate that the objective has
been achieved, as the application of the AI/ML methods surpasses the performance of
the legacy methods from above 80% of the error CDF and significantly improves the
accuracy of the position estimation in heavily NLOS scenarios.

For fulfilling the objectives of the project, several types of AI/ML models have been
developed. The characteristics for each of them depend on the nature of the prediction
needed, divided into two groups: the ones estimating regression problems as the AoA,
ToA, or the X-Y UE position, and the ones that output the LOS probability. From
each of the explored models, different types of complexity have been studied to analyze
their impact on performance.

Regarding data and feature selection for feeding the AI/ML models, this report also
offers a broad explanation of the final selection and its preprocessing. A selection of a
few signal channel parameters, combined with the complex CIR and their amplitude
and phase for some models, have been proven to be the most suitable inputs to the
models. The preprocessing that has been proven to give the best performance for both
has been the regular Min Max normalization.

During the generation and training process, several architectures and layer structures
have been tested, disregarding different approaches. For selecting the most promising
channel features, a lot of trials have been done until a satisfactory combination has
been found, also discarding different normalizers and scalers for preprocessing the
data due to poor estimation performance. This project exploration has also observed
that 8,000 is an acceptable number of UE on the factory layout for having reasonable
estimation results.

Finally, this investigation has also demonstrated that by applying Bayesian hyper-
parametrization to the final selected models, an improvement in their performance
can be achieved.

The project indicates that AI/ML models are suitable for 5G positioning even in indoor
factory scenarios with high NLOS issues. Moreover, the deployment on the UE side
will take advantage of analyzing the 18 links with the gNBs at once. For the AI/ML
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methods, when estimating regression problems, this approach was more beneficial. In
the case of deploying the models on the gNBs, this approach would not be possible,
or it may require extra signaling to transmit this information.

The generalization ability of the final models has also been investigated, showing rea-
sonable robustness against new unseen scenarios with different settings. Furthermore,
the AI/ML methods, especially the direct positioning, have shown really good perfor-
mance when predicting the UE location in extreme NLOS scenarios, outperforming
the legacy methods’ estimations.

Concerning the complexity of the developed models, all the developed and finally
selected models can be considered as small AI/ML models as they have less than a
million parameters. Small models are typically used when computational resources are
limited, such as UE devices. However, even having limited computational power, small
models are still effective in certain scenarios, as these project results have confirmed.

Hence, this thesis report gives a better understanding of the indoor factory 5G posi-
tioning problem, presents some viable solutions to mitigate its problems using AI/ML
methods, and establishes a starting direction for further research on this topic.

8.2 Contribution

This thesis project has contributed to the field and Sony in various manners. The
main contribution corresponds to the development of three final AI/ML models in
Python for enhancing the 5G location services. All the AI/ML methods created are
considered small models because they have relatively few parameters and still perform
with satisfactory accuracy.

The most simple model developed has only 1,897 parameters, uses only signal channel
parameters, and predicts the LOS probability of each link between a UE and a gNB.
The other model generated for AI/ML assisted localization predicts the AoA and ToA
of each link with 845,890 parameters, using the same parameters as the previous one.
Lastly, the third model corresponds to the AI/ML direct positioning and predicts the
exact UE position, making use of some signal channel parameters together with the
CIR, composed of 880,386 parameters.

Following the previous contributions, it has been proven that the deployment of AI/ML
methods in 5G location services is a viable solution with great potential. This work
supports the future investigation path toward a more accurate UE positioning through
the development and implementation of AI/ML methods.

Overall, this thesis has demonstrated the practical viability of AI/ML 5G positioning
methods, obtaining less than 8 meters of absolute error for the 95% of the UEs in an
indoor factory setting.
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Relevance within the industrial sector

An accurate and robust positioning methodology using 5G networks is really rele-
vant for the industrial factories of the future. In the project context, in an indoor
factory, enhanced positioning techniques can improve the tracking of equipment, vehi-
cles, workers, or assets. This potentially benefits some typical industrial aspects such
as process optimization, autonomous systems, assets tracking, or worker safety, among
others.

Nowadays, in the industrial sector, where efficiency and productivity are paramount,
a satisfactory positioning within indoor factories is crucial. Traditionally location
services, such as GPS, often struggle when proving reliable and precise UE locations
for the introduced scenarios. Nevertheless, 5G opens the possibility to overcome these
limitations, prescinding from the other technologies and changing the way the current
factories operate.

Crowded factories with IIoT devices are every day getting closer to become a reality.
Deploying AI/ML models on these connected devices inside a factory is a potential
solution for enhancing the positioning requirements of the smart robots, sensors, or
machinery that operates inside a factory.

Accurate location using 5G in an indoor factory would allow for real-time tracking of
the industrial elements. This aspect could enable more efficient and robust inventory
management of the assets, reduce the search time for equipment or machinery, or
monitor the working personnel for proactive safety measures. All of this information
provides the possibility to improve the overall operation efficiency, reduce downtimes,
or apply workflow process optimization to reduce unnecessary movements and identify
inefficiencies.

Precise tracking all the relevant elements within a factory would generate a huge
amount of data about the trends and patterns of its daily operations. The gathered
information can also be used for predictive strategies and optimization purposes. This
could benefit diverse aspects of the industrial plant, such as energy efficiency, supply
chain processes, or safety protocols.

Having an accurate positioning is vital for the deployment of autonomous systems
and robotics, essential elements in the interconnected and smarter Factory 4.0. For
example, a robust positioning will benefit path planning and collision avoidance in
typical robot operations, such as pick-and-place, assembly tasks, material handling,
and transportation. Only using the 5G network to monitor the location of the device
can also help in having a remote control and monitoring of an automated factory.

In conclusion, the AI/ML solutions presented help to enhance the 5G positioning
in indoor factories, a really complex environment that requires having an accurate
location service for many crucial applications.
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8.3 Future Work

Although an enhancement of the 5G legacy positioning methods has been achieved
using AT/ML models, there are still several avenues for further research on this topic.
This project has been focused on studying the viability of this solution and give a
starting point for this investigation. This section presents some proposed main points
and approaches for further improvement and development of the project.

The main limitations of this work have been time and equipment. The thesis project
has a duration constraint of only a few months. This factor affected the further
development of some of the proposed alternatives due to the amount of time invested
at the beginning of the project in extensive research of the background theory and
proposed standards.

Regarding the equipment, the computational capacity is crucial not only for simulating
the dataset for training and testing but also for applying hyperparametrization to the
AI/ML models. As access to a big server was only possible in the last stages of the
project, the available datasets and viable hyperparmetrizations during most of the
project were limiting. Nevertheless, some opportunities for further development of the
project are presented next.

— Increasing the sizes of the datasets. Investigating the actual impact of having a
truly large dataset e.g., 50,000 UEs on the factory. This factor might help the
models to continue learning extra information to improve their performance.

— Using data obtained from a real scenario instead of a simulated one. This would
reflect how the models would function in real-life scenarios. Training with real
data could also help to explain behaviors that are actually not introduced on the
simulator.

— Studying and probing with different AI/ML typologies. This project has only
been able to cover the investigation of CNN and FNN, but there exist other
types of AI/ML algorithms that could be tested.

— Further exploration of the search space with the Bayesian Hyperparametrization.
Having more time, together with adequate computational resources, would have
allowed a larger hyperparameter space to explore. A bigger search space with
a more exhaustive search potentially means finding better hyperparameters for
the models.

— Extra CIR preprocessing techniques. Due to the complex nature of the channel
signal, specific preprocessing methods may be needed to completely extract all
the contained information.

— Further exploration of the models’ generalization ability. Creating new scenarios
with different clutter settings, characteristics, layouts, or sizes to continue eval-
uating the sensitivity and robustness of the models to various changes and their
ability to cope with different severity when it comes to NLOS conditions.
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— Investigating the effect of mixing datasets from different scenarios for training
or for fine-tuning the models. The performance of the models will be affected
depending on the characteristics of the training data, so exploring if mixing data
from scenarios with distinct characteristics improves their performance and/or
generalization ability.

— Combining the obtained results from the AI/ML assisted methods into the
AI/ML direct methods. For example, feeding the direct model with also the
estimated AoA and ToA or using the LOS probability prediction when deriving
the UE position for weighting the quality of the different links.

— Introducing the Z-coordinate for prediction as well. In future researches, UE
devices could be considered to have not constant height.
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Appendix A

AI/ML Training Results

This first appendix collects all the figures corresponding to the developed AI/ML
models; introduced in Chapter 6. From each model architecture and typology, the
training curves are presented. Moreover, it is also shown the CDF of the absolute
distance error, for the direct AI/ML location problems, or the Confusion Matrix, for
the labeling prediction.
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Figure A.1: Training curves of the Multi-Link Architecture I models simple and complex
for ToA and AoA estimation
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CIR Investigation

The current appendix introduces the figures corresponding to all the CIR investigated
forms, described in Chapter 7. Among them, there are the real and complex parts,
magnitude, phase, sinus of the phase, or the averaging smoothing function.

All the presented figures represent the normalized CIR, applying the MinMax Scaler.
However, the results of using the Standard Scaler, also investigated, are the exactly
the same except of the scale values. All of the values from the CIR in this case are
bounded between 0 and 1, for Standard Scaler, there are any range restriction but he
constraint to have zero mean and unit variance.

The figures from this appendix are the 18 link corresponding to one specific UE. As
the plots are one after the normalization, the following figures represent directly the
inputs of the CNN.
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Appendix C

Generalization Scenarios CDZF's

This last appendix presents the absolute positioning error CDF of the UEs for the
assisted AT/ML, direct AI/ML, and legacy methods in the different scenarios presented
in Chapter 7, Table 7.13.
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