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Abstract

As time is moving forward, the world is becoming more dependent on Internet of
Things (IoT) devices. The vision for the future involves IoT devices participating
in various aspects of our daily lives, including sensing, controlling, and communi-
cating. Such a future requires a signi�cant number of IoT devices, which raises
questions regarding sustainability in terms of battery waste. One promising can-
didate technology for providing power to IoT devices is Wireless Power Transfer
(WPT). WPT can provide a convenient way of powering devices wirelessly, which
decreases the need to use batteries.

It is known that the e�ciency of a WPT system is highly dependent on the
waveform used for power transmission, hence it is highly desirable to �nd waveform
designs that enhance the end-to-end e�ciency of WPT. In this work, our goal is
to �nd waveforms that maximize the harvested power at the receiver of the WPT
system, for a large number of transmitting antennas. We do this by developing
a simulation framework using MATLAB, where we can do fast simulations for
various system parameters, while taking into consideration the full characteristics
of the WPT system.

Through our results we concluded that using Maximum Ratio Transmission is
a viable waveform design strategy with low complexity. Using a larger number of
antennas decreases the distortion caused by the ampli�ers at the transmitter and
increases the received power. Moreover, due to the receivers non-linearity, for a
certain average power, having a waveform with a higher Peak to Average Power
Ratio (PAPR) enhances the end-to-end WPT e�ciency. However, this is only
true up to a certain limit that depends on the recti�er circuit parameters. We also
investigated several ways of deciding which subcarriers to use for transmission in
the available bandwidth, and found a tone selection scheme aimed at maximizing
the PAPR of the signal at the receiver while maintaining high e�ciency at the
transmitter with minimal distortion.
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Popular Science Summary

Have you ever taken a moment to re�ect on how wireless communication and
the dawn of the information age have transformed our world? If someone from a
century ago saw what we are able to do with devices in the palms of our hands,
describing their astonishment as a mere "shock" would be an understatement.
Now picture a future where we harness the same ability, but with energy transfer
instead of information transfer. This is precisely the idea behind the topic of
Wireless Power Transfer (WPT), where radio frequency signals are used to transfer
power wirelessly through space, from an energy transmitter to an energy receiver.
In principle, this would allow electricity to be sent through the air, much like how
your Wi-Fi sends data.

Through WPT, we could have networks that conveniently power our ever in-
creasing Internet of Things devices without batteries, even in environments that
are inaccessible for humans, allowing for a signi�cant reduction in battery waste
and contributing to a more sustainable society.

There are numerous challenges that must be tackled to materialize WPT into a
feasible and widely used reality. The biggest among these challenges is enhancing
the e�ciency of WPT. Higher e�ciency leads to a larger WPT coverage area
and the possibility of using WPT in a wider range of applications. This thesis
recognizes the importance of enhancing the e�ciency of WPT and focuses on this
very challenge, by designing signals with characteristics that lead to increased
WPT e�ciency. We do this through computer simulations, by tweaking several
signal parameters and assessing their impact on the harvested power at the energy
receiver.

Through our investigations, we noted that �nding the transmit signals that
optimize the e�ciency is a highly computationally demanding task, especially for
systems with a large number of antennas. This is a major di�culty when designing
signals for WPT. Therefore, in this thesis, to avoid the computational complexity
concern, we explore using a heuristic signal design approach as a way of increasing
the e�ciency. As a result, we end up with simulations that demonstrate the
e�ectiveness of using the heuristic approach, even when considering the entire
WPT system characteristics with a large number of antennas. We also take a
close look at the challenge associated with achieving e�cient power transfer while
minimizing interference with other systems. To get more details, we encourage
you to read this thesis.
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Chapter1

Introduction

1.1 Background and Motivation

In recent years, there has been a signi�cant increase in research interest regarding
the future of cellular communications, speci�cally focusing on the sixth generation
of wireless systems, commonly known as 6G. This new phase has captured the at-
tention of both academia and industry, who have set visions for the next generation
of wireless systems. One such vision is to take steps towards enabling green con-
nectivity through increased energy e�ciency, especially by zero-energy/emission
Internet of Things (IoT) deployments [1�4]. To achieve this, it is crucial to consider
that one signi�cant driver of emissions attributed to IoT devices is their reliance
on compact batteries, which are primarily lithium-ion-based. Extensive studies on
life cycle analysis have established that these batteries, during their production
and disposal stages, contribute to environmental harm in terms of energy use and
emissions [5, 6]. The use of these batteries is expected to experience a dramatic
increase because as 5G continues to mature and 6G looms on the horizon, the
number of IoT devices, serving various purposes such as sensing, controlling, and
processing, is projected to experience a substantial increase [7]. This challenge
becomes even more pronounced when considering that many IoT devices often
require multiple battery replacements throughout their lifetimes since they out-
last the batteries powering them. In fact the authors of [8] predict that 78 billion
batteries powering IoT gadgets will be dumped everyday by 2025. Replacing bat-
teries could also become a more challenging task in scenarios where IoT devices are
deployed in hazardous environments, where it may be di�cult or even impossible
for humans to access.

Due to these environmental and practical issues associated with battery re-
placements in IoT devices, researchers have been looking into alternate strategies
to power IoT devices and avoid the need for battery replacements. Energy harvest-
ing techniques that harness energy from the surrounding environment, including
light, thermal, wind, and vibration, o�er a viable route in many applications due
to their high e�ciency combined with substantial energy density in terms of har-
vested power per unit area [9]. However, these energy collecting techniques heavily
rely on the surrounding environment, posing potential limitations in various sce-
narios. Their e�ectiveness can be compromised by unpredictable conditions, and
the availability of the ambient energy sources from the environment may be ob-
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2 Introduction

structed for extended durations. Furthermore, putting such methods into practice
requires additional hardware for energy harvesting, which can put practical re-
strictions on the form factor of IoT devices by making them bulkier. For these
reasons, in recent times, the research community have been looking at the poten-
tial of powering IoT devices using Radio Freqeuncy (RF) that might lead to a
breakthrough in overcoming the mentioned issues.

Powering devices using RF can be categorized into two di�erent techniques,
namely Wireless Energy Harvesting (WEH) and Wireless Power Transfer (WPT)
[10]. Both of these technologies use RF to power a receiving device wirelessly.
Firstly, WEH is when the harvesting device or Energy Receiver (ER) collects RF
energy that is already available in the surrounding environment from, for example,
RF energy from existing base stations used solely for communication. In contrast,
WPT distinguishes itself from WEH, despite the fact that both technologies use
RF to provide power for devices. While WEH does not rely on a dedicated En-
ergy Transmitter (ET) and instead uses ambient RF energy from the environment,
WPT relies on transmitters designed speci�cally for energy transfer. This di�er-
ence means that the transmitters in the case of WPT are controllable.

It is important to note that IoT devices typically receive much lower power
in the WEH case, compared to WPT, since WEH lacks control of the transmitter
for energy transfer optimization. Due to this, the majority of IoT devices cannot
work solely on WEH [10]. As a result, WPT is a more appealing choice compared
to WEH, since it provides more design �exibility and the possibility of achieving
signi�cantly higher received power. WPT solves many of the mentioned issues as it
allows for powering of devices at a distance in a reliable manner. Having this ability
will reduce the need for replacing batteries which reduces battery waste. WPT can
also help to charge IoT devices in places that are inaccessible for humans. This is
particularly bene�cial in scenarios where harvesting power from the environment
is not feasible, such as shadowed areas where traditional energy sources like solar
power may not be viable.

One thing to keep in mind is that WPT is mainly well-suited for low-power
devices such as IoT devices. Advancements in the semiconductor industry have
played a big role in making WPT a viable solution for providing power for such
IoT devices. The increased e�ciency of integrated circuits resulting from these
advances has made computations less costly in terms of energy and allowed some
IoT devices to operate with low power consumption, as low as 10-100µW [3].
One good example of an existing application that uses WPT is Radio Frequency
Identi�cation (RFID) [11]. In an RFID system, an RFID reader behaves as the
ET and sends an RF signal to communicate and power an RFID tag. The RFID
tag, which behaves as the ER, consists of a harvesting circuit and an integrated
circuit for processing, is powered up by the reader and then processes the received
information and then sends back a message to the reader. RFID tags do not use
any batteries and are entirely powered up by RF, which gives a glimpse of the
possibilities of WPT.

While WPT has many bene�ts, there are also challenges. The most important
challenge with WPT is low power transfer e�ciency due to the wireless channel
in which the energy carrying transmitted electromagnetic waves propagate. This
sets limits on the distances that can be achieved with WPT in practice and it also
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narrows down the possible applications where WPT can be a viable option. Other
challenges include how to deal with exposure related safety risks and potential
interference with other devices or systems. In order to overcome some of these
challenges and make WPT more practical, many studies, such as [12], have focused
on enhancing the overall e�ciency, the so-called end-to-end e�ciency, of power
transfer from ET to ER. Most of the advances in WPT are mainly being done in
two areas [10]. The �rst area, which is mainly being pursued by the electronics
community, involves designing the characteristics of the receiver in a way that
enhances the end-to-end e�ciency [13]. The second area, which mainly relates
to the wireless communication community, is focused on the design of transmit
waveforms for WPT that increases the e�ciency of power transfer and minimizes
power loss due to propagation through the wireless channel [14�17]. The second
area, despite the challenges of WPT, has the advantage of possibly using the
rich existing literature of wireless communications, since a signi�cant part of the
advances in wireless communications can be applied for the bene�t of WPT.

The above description motivates an investigation of waveform design approaches
that enables e�cient WPT. The goal is to maximize the harvested power at the
ER by designing appropriate waveforms, considering the characteristics of both the
transmitter and receiver. Of particular interest is to present a framework for �nd-
ing waveform designs for e�cient WPT in an environment with Large Intelligent
Surfaces (LIS) and where Orthogonal Frequency Division Multiplexing (OFDM)
is used. We focus on these, due to the fact that using a large number of antennas
is a promising direction for new systems, and OFDM will most likely be used in
the coming generations of wireless systems.
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1.2 Problem Formulation and Limitations

Within the scope of this thesis, we focus on a single-user WPT system, in which the
ET transmits energy to one ER. The authors of [14] explored transmit strategies
aiming at maximizing the Direct Current (DC) output power harvested at the ER
for an e�cient single-user WPT system. The authors started their investigation
under several assumptions, such as su�ciently weak incident RF signal at the
input of the energy harvesting receiver, which allows them to model the WPT
system. Based on this, they present a channel-adaptive waveform design scheme
that maximizes the WPT performance. Furthermore, they expanded their work
to account for an accurate characterization of the ER, and found waveforms that
maximize the e�ciency of WPT by solving an optimization problem. However, it is
notable that the authors of [14] did not consider the characteristics and limitations
of the transmitter.

By modeling the ET in a realistic manner, the authors of [18] proposed an op-
timized waveform solution when considering the end-to-end e�ciency and demon-
strated how the realistic characterization of the ET presented behaviour that could
signi�cantly degrade the energy harvesting e�ciency of WPT. The authors of [18]
successfully showed that this loss in e�ciency could be reduced by their proposed
waveform design optimization algorithm. Interestingly, the authors only showed
their results for the single transmit antenna case. This algorithm will be revis-
ited in this work where we take it a step further by analyzing it for the multiple
transmit antenna case.

Our main objective is to formulate e�cient waveform designs for systems fea-
turing a large number of antennas, while accounting for the entirety of the WPT
system characteristics. Our aim is to achieve this by using design strategies that
maintain a low computational complexity, so that we can analyze waveform per-
formance in such a system. By doing this, we intend to provide guidelines for
heuristic waveform design approaches across various practical scenarios.

1.3 Methodology

In this thesis, we study di�erent waveform design and power allocation strategies.
In particular, we focus on investigating and designing waveforms for the goal of
maximizing the harvested power at the ER. To achieve this goal, we use two ap-
proaches: an optimization approach using Successive Convex Programming (SCP)
and a more practical, but sub-optimal, approach where we use Maximum Ratio
Transmission (MRT). The limitations of the adopted optimization approach are
discussed and a simulation framework for the MRT approach is presented. The
presented simulation framework allows us to generate and analyze many results
in MATLAB for di�erent parameter setups, where we change: the channel model,
the number of antennas at the transmitter, the number of subcarriers, the quality
of the ampli�er, and the subcarrier selections scheme.
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1.4 Thesis Outline

This thesis is organized as follows: In Chapter 2, an overview of a WPT system is
given followed by detailed discussions about e�ciency and the various parts of a
WPT system. In Chapter 3, the signal model used in this work is described, di�er-
ent waveform design approaches are discussed and the used simulation framework
for generating the results is presented. In Chapter 4, the simulation results are
shown and analyzed. Lastly, in Chapter 5 the conclusions of this thesis are drawn.
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Chapter2
Technical Background

This chapter provides a general technical background on WPT systems. First, in
Section 2.1, we discuss the structure of WPT systems. After that, in Section 2.2,
we discuss the concept of end-to-end e�ciency and how it can be broken down to
three separate e�ciencies. In Sections 2.3-2.5, we provide a description of each
e�ciency within the context of the corresponding components of the WPT system.

2.1 Overview of Wireless Power Transfer

Propagation
Channel

Power
Source

Power
Drain

Energy 
Transmitter

Energy 
Receiver

Figure 2.1: The block diagram of a generic wireless power transfer
system, consisting of an ET and an ER, separated by a wireless
channel, where P t

DC
is the DC power at the transmitter, P t

RF

the transmitted RF power, P r

RF
the received RF power, and P r

DC

the harvested DC power.

Figure 2.1 shows a generic WPT system consisting of an ET and an ER that
are separated by a propagation channel. At the transmitter, the DC power P t

DC

is used to generate the RF signal that propagates through the wireless channel,
carrying the power P t

RF
. After passing through the channel, this RF signal arrives

at the antenna of the ER with the power P r
RF

. Subsequent to its collection by
the receiving antenna, the received RF signal then gets converted to a DC current
with the power P r

DC
which can then be used to power a device. We want to make

this harvested power, P r
DC

, as large as possible by maximizing the e�ciency of the
system.

During power transfer, the waveform of the transmitted signal plays a crucial
role in determining the e�ciency of the system. As highlighted in the introduc-
tion, this work aims to maximize the power harvested at the receiver. Studies,
such as [19], have demonstrated that using a multi-sine based signal, o�ering high
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8 Technical Background

Peak-to-Average Power Ratio (PAPR), maximizes the power harvested by the re-
ceiver, by allowing the receiver to operate at a higher e�ciency. Therefore, this
thesis exclusively focuses on waveforms based on multi-sine signals. Among these,
multi-sine transmissions such as OFDM have been considered. OFDM, with its
capability to reach a high PAPR, is already used in cellular systems and is ex-
pected to be used in the next generation of wireless systems. This means that it
is particularly interesting to investigate OFDM for possible integration of cellular
communications with WPT.

2.2 End-to-End E�ciency of a WPT System

In order to design an e�cient WPT system, the �rst step is to describe and
quantify what is meant by e�ciency. The end-to-end e�ciency of the entire system
is described as

e � P r
DC

P t
DC

. (2.1)

Since the WPT system consists of an ET, a channel and an ER, the end-to-end
e�ciency can be factored into a product of three distinct e�ciencies as

e � P r
DC

P t
DC

� e1 � e2 � e3, (2.2)

where e1 is the DC-RF e�ciency, e2 is the RF-RF e�ciency and e3 is the RF-DC
e�ciency.

Initially, one may assume that independent maximization of the three e�-
ciencies stated in (2.2) would su�ce to improve the overall end-to-end e�ciency.
However, due to the non-linear characteristics of the transmitter and receiver, all
three e�ciencies must be considered simultaneously. This crucial aspect becomes
evident as we venture into more in-depth explanations of these e�ciencies in the
following sections. In particular, it will become evident that, as a result of the
non-linear behaviours, waveform properties that improve one of the three e�cien-
cies may reduce the other two. To understand the intricate connections between
the di�erent e�ciencies, let us �rst start by looking at the ET in the next section.

2.3 Energy Transmitter and DC-RF E�ciency

Figure 2.2: The structure of an ET consisting of a single RF chain
with a single antenna, the PA block is the power ampli�er and
the BPF block is the bandpass �lter.
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The ET is responsible for generating and transmitting signals through the
wireless channel. At the ET, a DC power source is used to generate the baseband
signals, which are then upconverted to RF. After that, depending on whether a
single or multiple antenna transmitter is employed, the generated RF signal will
pass through either a single or multiple RF chains. Figure 2.2 shows a basic
structure of an ET with a single RF chain, consisting of a Power Ampli�er (PA),
Bandpass Filter (BPF) and a transmitting antenna. The RF signal at the input
of the RF chain is �rstly ampli�ed by a PA, �ltered through a BPF, and �nally
fed into the transmitting antenna.

2.3.1 DC-RF Conversion E�ciency

Figure 2.3: A power ampli�er schematic with power notations.

Determining the DC-RF e�ciency, can be done by evaluating the relationship
between the transmitter's output power level and its input power. Assuming that
everything in the transmitter shown in Figure 2.2 operates in a lossless manner
except for the PA, then one can �nd e1 by calculating the e�ciency of the PA.

Figure 2.3 shows the basic structure of a PA, where P t
RF is the output power

from the input power P in
RF and the DC power supply P t

DC. From these quantities,
e1 can be found as

e1 � P t
RF

P t
DC

. (2.3)

Incorporating the e�ect of the input RF signal, the e�ciency, referred to as power-
added e�ciency, is expressed as

ePower�Added � P t
RF � P in

RF

P t
DC

. (2.4)

In this thesis, the measure in (2.3) is used for the DC to RF conversion e�ciency.

2.3.2 PA and Non-linear Behaviour

The PA is an active electronic device that takes an input signal and outputs it
with a higher power. Ideally, the output signal should be identical to the input
signal except that it has a higher power. However, PAs are unable to do that since
they are non-linear devices. This non-linear behaviour depends on several factors
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such as device characteristics, operating conditions, and input signal amplitude.
Non-linearity in power ampli�ers generates undesirable harmonics and other types
of distortion which alter the input signal waveform. This distortion degrades
the e�ciency of the ampli�er and leads to potential interference with adjacent
frequency bands. In this thesis, the ampli�er and its non-linearity is modeled as a
Solid-State Power Ampli�er (SSPA) using the Rapp model [20],

xoutptq � Gxinptq�
1�

�
G|xinptq|

As

	2β
� 1

2β

, (2.5)

where xoutptq is the output signal and xinptq is input signal. This model uses three
key parameters to e�ectively capture the distortion caused by the ampli�er and
represent its saturation behaviour. Firstly, the parameter G represents the small-
signal ampli�er gain. The parameter As represents the saturation voltage of the
ampli�er and lastly, β is the smoothing factor which controls the smoothness of
the transition between the linear region and the saturated region.

Figure 2.4 depicts the characteristics of the PA as described above. It can be
noted that the gain of the PA is related to the slope of its response inside the
linear region. Additionally, the maximum power that the ampli�er can output is
P out
sat � A2

s

2 , which is achieved at the input power P in
sat. For the black solid curve,

β is in�nite since the transition from linear to non-linear region is instantaneous.
The �gure also demonstrates the decline in the transmitter e�ciency caused by the
non-linear characteristics of the PA. It becomes noticeable that beyond a certain
threshold, increasing the input power does not translate to a proportional increase
in the output power due to the saturation of the ampli�er.

Figure 2.4 also highlights one common method that is used to mitigate the
non-linear behaviour of an ampli�er, i.e., by having a "back-o�" to ensure that the
ampli�er operates in the linear region. This is done by �rst deciding an operation
point, which is a point in the response graph where the desired behaviour of the
ampli�er is attained, and after that intentionally limiting the power of the ampli�er
so that this operation point is achieved. In general, backing-o� can be done either
through Output Back-O� (OBO) or Input Back-O� (IBO), where OBO puts a
normalization factor on the output power of the ampli�er, while IBO is done
through normalization of the input. These concepts are useful for our case since
we want to reduce the distortion of the PAs and maximize the DC-RF e�ciency.
However, it should be noted that in the end it is the amplitude of the signal that
determines how much it will be distorted due to the non-linear behaviour of the
PA. This is why the e�ciency of the ET can still su�er when transmitting a high
PAPR OFDM signal, even if the signal has a low average power.

2.4 Propagation Channel and RF-RF E�ciency

WPT systems heavily depend on the propagation channel properties to transmit
RF signal from the ET to the ER. A comprehensive understanding of propaga-
tion channel e�ects is crucial for the design and optimization of WPT systems.
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Figure 2.4: Comparing the characteristics of simpli�ed PA (solid
black curve) with a realistic PA (dotted red curve). The concept
of IBO and OBO is illustrated.

Characteristics such as path loss, small-scale fading, shadowing, and multi-path
propagation have signi�cant in�uence on the design of transmit waveforms for
maximum received power at the ER.

2.4.1 RF-RF Conversion E�ciency

The second e�ciency of the WPT system, e2, is the RF-RF e�ciency which indi-
cates the e�ectiveness of conversion of RF power at the transmitter into RF power
at the receiver, after passing through the propagation channel, as

e2 � P r
RF

P t
RF

. (2.6)

The RF-RF e�ciency is typically the lowest e�ciency of the three included in
(2.2). The reason for this is mainly due to path-loss, since the signal experiences
signi�cant attenuation as it propagates over the distance between the ET and
ER. Several strategies could mitigate this to a certain degree, such as leveraging
antennas with high directivity or, as will be seen in the following subsection, using
large arrays combined with beamforming strategies.

2.4.2 Array Gain

Combating path-loss in order to increase the e�ciency of the WPT system can
be done through intelligent use of the signal propagation environment by tech-
niques such as adaptive energy beamforming. This technique enhances the RF-
RF e�ciency in WPT by directing transmission signals to a speci�c direction, by
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adjusting the phase and amplitude of the signals. Directing the signals in this
manner can increase the power at the receiving antenna by the array gain. As the
name implies, to achieve this gain, the transmitter has be in the form of an array
which means that it has to be equipped with multiple antennas. This array gain
is proportional to the size of the array in terms of number of antenna elements.
For this reason, the use of an ET with a massive number of antennas such as in
massive Multiple-Input Multiple-Output (MIMO) or its extension, LIS, is of huge
interest for WPT applications. LIS is an emerging technology envisioned to be
used in 6G communications with huge arrays comprising hundreds of antennas or
more [21�23].

2.4.3 Channel Knowledge

To achieve the advantages o�ered by large arrays as mentioned in the preced-
ing subsection and e�ectively beam-form the transmission towards the ER, the
availability of Channel State Information (CSI) becomes essential. CSI can be
acquired using techniques similar to those developed in wireless communication
systems, such as those based on reciprocity. In those techniques, the Uplink (UL)
channel is estimated through pilot transmissions by the receiver and based on the
UL estimate, the Downlink (DL) channel knowledge is acquired since the radio
channel is the same in the UL and DL [24,25]. There are other channel acquisition
techniques from wireless communications based on feedback [14].

However, since these techniques are developed for wireless communications,
they do not take into account some of the characteristics of WPT. First, while re-
ceivers in wireless communications need CSI for coherent detection of the received
signals, receivers in WPT do not need CSI, since they convert the received RF
signal directly to a DC current. Second, when designing CSI acquisition schemes
for WPT, it is important to take into account the restricted hardware processing
capability of receiving devices. For example, IoT devices in wireless sensing appli-
cations may lack the sophisticated channel estimation or signal processing abilities
of conventional wireless communication systems. Last, it is crucial to consider how
the designed channel acquisition scheme a�ects the net harvested energy by ex-
amining the trade o� between the gain achieved by using the designed scheme
when transmitting versus the power consumed by the ER for the purpose of CSI
acquisition. Addressing these challenges when designing CSI acquisition schemes
for WPT is an area of ongoing research where developments are being made such
as the power probing concept proposed in [26,27] where, to save energy at the ER,
the ER transmits very limited feedback for channel acquisition.
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2.5 Energy Receiver and RF-DC E�ciency

Figure 2.5: Block diagram of an ER with a single antenna, featuring
a recti�er that consists of a diode, LPF, and load.

Figure 2.5 shows the third component of the WPT system, which is the ER.
The ER consists of an antenna and a recti�er, commonly known as a rectenna.
The recti�er uses one or more diodes, a Lowpass Filter (LPF), and a load in its
operation. The main purpose of the ER is to collect the RF energy emitted by
the ET. The ER does this through reception of the RF signal by the receiver
antenna, followed by conversion of the received signal into a DC current by the
recti�er. Finally, this DC current is used at the load. Figure 2.6 provides a visual
representation of the equivalent circuit of the antenna and the recti�er when a
single antenna is used. In this work, we use this simple single diode model to
make the analysis tractable. However, there are other more advanced recti�er
models that use several diodes [13].

Figure 2.6: Circuit model of a single diode recti�er with a single
antenna, low-pass �lter, and load resistance.

2.5.1 RF-DC Conversion E�ciency

The third e�ciency in a WPT system, the RF-DC conversion e�ciency, e3, is
written as

e3 � P r
DC

P r
RF

, (2.7)

and it refers to the receiver's ability to convert RF power at its input into DC power
at its output. Assuming that the entire ER is lossless, except for the recti�er, then
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e3 is equivalent to the e�ciency of the recti�er.

2.5.2 Antenna Model

The �rst component in the ER is the receiving antenna which operates as the
interface between the wireless channel and the receiver. As shown in Figure 2.6, we
model the receiving antenna as a voltage source vsptq followed by a series resistance
Rant. An antenna receives electromagnetic energy from the wireless channel, then
the energy captured by the antenna is transferred from the antenna to the recti�er
through the matching network. The input impedance of the recti�er is denoted by

Zin � Rin � jXin (2.8)

where Rin and Xin are the input resistance and reactance of the recti�er, respec-
tively. Assuming perfect matching, Zin can be written as Zin � Rin � Rant, where
Xin � 0. Then, the input voltage to the recti�er can be expressed as

vinptq � vsptq{2 . (2.9)

We de�ne the power received by the antenna as

P r
rf � εtyptq2u, (2.10)

where yptq denotes the RF signal impinging on the receiver antenna, and εt�u de-
notes the expectation operator over time, which is the same as integrating over the
period. Based on [15], we assume that all of this received RF power is transferred
to the recti�er. Therefore, by using simple circuit theory, the received power is
also expressed as P r

rf � εtvinptq2u{Rin, and the recti�er input voltage becomes

vinptq � yptq
a
Rin � yptq

a
Rant. (2.11)

2.5.3 Recti�er and Non-linear Behaviour

The recti�er is an essential component in the ER. The purpose of the recti�er
is to convert the alternating current provided by the antenna into DC current.
Typically, diodes are used in recti�ers which cause the non-linear behaviour of
the ER. In general, the diode is described by its non-linear I-V characteristics
shown in Figure 2.7. The I-V characteristics can be divided into three regions, the
forward bias region, the o� state region, and the breakdown region. The region
the diode operates in depends on the voltage drop across the diode vdptq. For a
diode with reverse breakdown voltage vbr and turn on voltage vT, it can be seen
that when vdptq ¡ vT, the diode operates in the forward bias region which means
that a current idptq starts �owing through the diode in the forward direction,
resulting in power being harvested. When �vbr   vdptq   vT, the diode is in
the o� state region, which, as the name suggests, means that the diode does not
conduct any signi�cant current. Finally, when vdptq   �vbr, the diode operates in
the breakdown region, conducting current in the reverse direction.
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Figure 2.7: Schematic of the diode I-V curve illustrating breakdown
and turn-on voltages. The �gure also depicts the three opera-
tional regions for a diode.

The behaviour of the diode can also be observed mathematically by analyzing
the diode characteristic equation expressed in [17], as

idptq � is

�
e

vdptq

ηvt � 1



� ibv

�
e
�pvdptq�vbrq

ηvt



, (2.12)

where is denotes the reverse bias saturation current, vt the thermal voltage with
a typical value of 25 mV, η the ideality factor of the diode, and ibv the the diode
breakdown saturation current. The �rst exponential term governs the behaviour
of the diode when it is in the forward bias region, while the second exponential
term determines the behaviour of the diode in the breakdown region. When the
diode is in the turno� region then both of these exponential terms are close to
zero and the current �owing through the diode becomes negligible. From this
equation, one can conclude that as the diode voltage vdptq grows, the current
�owing through the diode increases exponentially resulting in an increase in the
harvested power P r

DC. This growth continues until the amplitude of vdptq starts
approaching the reverse breakdown voltage, at which a sudden increase of the
current �owing in the opposite direction occurs. When this happens, the net
current �ows in the forward direction, and the harvested power P r

DC saturates,
since the two exponential terms in (2.12) will grow at the same rate but with
opposite signs, resulting in them taking each other out. Figure 2.8 demonstrates
the e�ect of this behaviour on the harvested DC power and conversion e�ciency
schematically. Since the diode voltage and the received RF power are proportional,
the schematic behaves exactly as described by the general diode characteristic
equation. An increase in the received power increases the harvested power until
the received power becomes so large that the diode voltage reaches breakdown,
then the harvested power saturates and the RF-DC e�ciency starts to degrade.

Now that we have described the diode characteristics, let us move on to model
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Figure 2.8: Schematic of the of harvested DC power. The blue
curve represents the harvested DC power P r

DC vs received input
power P r

RF. The red curve represents the RF-DC e�ciency over
the received input power.

the receiver by analyzing the receiver circuit shown in Figure 2.6. The main interest
is to express the output current, ioutptq, going through the load RL, as a function
of the received signal at the input of the receiver yptq. To do this, we adopt the
approach introduced by [17], and follow their derivations, where in order to capture
the complete behaviour of the diode, they use the model in (2.12). Through
simple algebraic manipulations using nodal analysis on the receiver circuit, the
relationship between input voltage and output current is obtained as

is

�
e

vinptq�ioutptqRL
ηvt � 1

	
� ibv

�
e
�pvinptq�ioutRL�vbrq

ηvt



� RLC

dioutptq
dt

� ioutptq.
(2.13)

Based on [17], the input voltage, vinptq, is assumed to be a periodic Alternating
Current (AC) signal, the output current, ioutptq, is also periodic with the same pe-
riodicity, which we denote with T . To separate between the periodic and constant
parts of the output signal, we express it as ioutptq � īout � ĩoutptq, where īout and
ĩoutptq denote the DC and AC components of the output current, respectively. By
averaging the Left Hand Side (LHS) and Right Hand Side (RHS) of (2.13) over T ,
we get

is

�
1

T
e�

īoutRL
ηvt

»
T

e
vinptq�ĩoutptqRL

ηvt dt� 1



� ibv

�
1

T
e

īoutRL�vbr
ηvt

»
T

e
�vinptq�ĩoutptqRL

ηvt dt



� RLC

T

»
T

dĩoutptq
dt

dt� 1

T

»
T

p̄iout � ĩoutptqqdt
� īout.

(2.14)
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Like in [17], we assume that the capacitance of the LPF is large, i.e., C ¡¡ T
RL

.
As a consequence, the AC component of the output current is small and can be
neglected. This simpli�es (2.14) to

is

�
1

T
e�

īoutRL
ηvt

»
T

e
vinptq

ηvt dt� 1



� ibv

�
1

T
e

īoutRL�vbr
ηvt

»
T

e
�vinptq

ηvt dt



� īout.

(2.15)

By using the symmetry 1
T

³
T
e

vinptq

ηvt dt � 1
T

³
T
e�

vinptq

ηvt dt, which holds since vinptq is
assumed to be periodic, and by replacing vinptq using (2.11), (2.15) can be written
as

e
īoutRL

ηvt

�
1� īout

is

	
1�

�
ibv
is

	
e

2īoutRL�vbr
ηvt

� 1

T

»
T

e

?
Rantyptq

ηvt dt, (2.16)

where only the LHS has a dependency on īout. In (2.16), the RHS is non-negative
which means that

īout   1

2RL

�
ηvtlnp is

ibv
q � vbr



.

Since (2.16) is based on (2.12), it can be noted that the relationship between
rectenna output DC current and the incident RF signal is fully captured. However,
there is an alternative approach for modeling the ER. This approach was �rst
introduced by [14, 15] where for simplicity, the diode model used only considers
the o� state and forward bias regions as

idptq � is

�
e

vdptq

ηvt � 1



. (2.17)

This simpli�cation can be made as long as the peak RF power at the input of
the receiver is su�ciently low, such that the diode operates far enough from the
breakdown region. Following [14, 15], by Taylor expansion of the simpli�ed diode
characteristic in (2.17), around an operating point vd � a, a tractable diode model
is obtained as

idptq � ispe
vdptq

ηvt � 1q �
8̧

i�0

k1ipvdptq � aqi,

where k1i �

$'&'%
ispe

a
ηvt � 1q, if i � 0

is
e

a
ηvt

i!pηvtqi , if i � 1, ...,8.

(2.18)

The current going through the diode, idptq, is directed through an LPF, as depicted
in Figure 2.6, to remove the high-frequency signal components and output a DC
current. By assuming a steady-state response, employing an ideal LPF (which
allows us to drop the time dependency in voutptq and ioutptq), and selecting a �
εtvdptqu � �vout, (2.18) can be expressed as
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idptq � k10 �
8̧

i�1

k1ipvdptq � voutqi � k10 �
8̧

i�1

k1ivinptqi. (2.19)

Replacing vinptq with (2.11), (2.19) becomes

idptq � k10 �
8̧

i�1

k1iR
i{2
antyptqi. (2.20)

The output current going through the load iout is found by taking the DC com-
ponent of idptq which is the time average of the current going through the diode,
and is written as

iout � εtidptqu � k10 �
n0̧

i¥2, even

k1iR
i{2
antεtyptqiu, (2.21)

where we have truncated the series to n0 terms where n0 is a positive even integer
since εtyptqiu � 0 for all odd values of i. Since k1i are functions of a � �vout �
�RLiout, we use an approximation of the output current as

zDC �
n0̧

i¥2, even

kiR
i{2
antεtyptqiu,

where ki � is
i!pnfvtqi .

(2.22)

Now, we have an explicit current measure zDC that is expressed with diode charac-
teristics ki that are independent of the operating point a. Note that the approxi-
mation zDC is particularly useful for optimization, since a waveform that optimizes
it also maximizes iout. Finally, n0 � 4 is chosen so that (2.22) becomes

zDC � k2Rantεtyptq2u � k4R
2
antεtyptq4u, (2.23)

which represent the linearity of the diode current with the �rst term, while the
non-linearity is characterized with the second term.

Now, let us move on to discuss how to maximizes the RF-DC e�ciency. From
Figure 2.6, it can be seen that to maximize this e�ciency, the average current going
through the diode has to be as large as possible. As we saw in the analysis of the
diode, the average current going through the diode increases exponentially with
the amplitude of the diode voltage vdptq, until the breakdown region. This means
that if we stay within the forward bias region, for a given average signal power,
higher amplitude signals yptq will lead to better RF-DC e�ciency. However, there
is a restriction to this. Assuming that the received signal is a multi-sine signal
that can be expressed as a superposition of N sinusoids, with a pulse length δ,
and a period T , then it seems necessary to establish a bound on the PAPR of this
signal as

PAPR   δopt
T

� RL �Rant

Rant
, (2.24)

where δopt is the optimal pulse length. If the PAPR of the received signal is higher
than this bound, then the harvester e�ciency experiences a dramatic drop. We
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Figure 2.9: RF-DC e�ciency as a function of the relative pulse
length δ{T .

present the above bound without any proof, as it goes beyond the scope of this
work. However, we demonstrate the bound in (2.24) with Figure 2.9. We move
through this �gure from right to left by increasing the number of tones, since
for our multi-sine signal, a bigger N will lead to a smaller δ. Now, by keeping
the period and average power of the signal unchanged, this shorter δ leads to a
higher PAPR which leads to a higher current going through the diode. At some
point, current �owing through the diode reaches a magnitude where the power
dissipated across the antenna resistance becomes considerable. This leads to a
signi�cant drop in the harvester e�ciency, which is re�ected in the �gure, since
as we continue traversing from right to left, we eventually move past the point
of maximum e�ciency, which is achieved when δ � δopt. To avoid reaching this
e�ciency drop, the number of tones has to be chosen in a way that keeps the
PAPR within the bound in (2.24).

From the above explanation, the di�culty of �nding waveforms that maximize
the scaled output DC current emerges. The non-linearities of the transmitter
and receiver create the di�culty where a waveform that maximizes the DC-RF
e�ciency, contradicts what a good waveform should be for maximizing the RF-
DC e�ciency.

It can be noted that we have chosen to use two ways of representing the
relationship between the received signal and output DC current. As mentioned,
the relation presented in (2.23) is based on the assumption that the diode at the
recti�er is operating far from its breakdown region. In most WPT scenarios, this
assumption holds true due to path-loss, resulting in relatively low peak received
RF power. However, as discussed in Subsection 2.4.2, using large arrays can vastly
improve RF-RF e�ciency, leading to high peak RF power at the receivers input.
In such cases, the diode can reach its breakdown region, necessitating the use of
the more accurate relation in (2.16) that takes into consideration the full diode
behaviour. In the following chapters, we will adopt (2.23) for designing optimal
waveforms in systems with a limited number of antennas and subcarriers, while
for larger systems, where the potential for diode breakdown exists, we use (2.16).
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Chapter3
Signal Model and Waveform Design

This chapter primarily focuses on the signal model used in this work and various
waveform design strategies. Chapter 3.1 provides a comprehensive overview of
the signal model. In Chapter 3.2, we discuss the optimization based approach
to waveform design and the challenges associated with this approach. Finally,
in Chapter 3.3, we introduce an alternative waveform design approach and its
corresponding simulation framework.

3.1 Signal Model for Multiple Antenna Transmitter

Figure 3.1: The WPT structure with non-linear PAs and rectenna.

As described earlier, we focus, in this thesis, on waveform design for a single
user WPT system where the ET consists of a massive number of antennas. Figure
3.1 illustrates a block diagram of such a system, used in [18], consisting of an M -
antenna ET, and a single-antenna ER. In this �gure, x̃in

mptq and x̃PA
m ptq represent

signals at the input and output of the m-th PA respectively. x̃tr
mptq is the complex

transmit signal, which is at the output of them-th BPF and h̃mptq the time domain
impulse response representing the channel from the m-th transmit antenna to the
ER. Finally, yptq is the received signal at the ER. As previously mentioned, we
assume that transmission in the ET is based on OFDM. Let us assume that each
OFDM transmission consists of N di�erent subcarriers in the frequency band
rfmin, fmaxs with bandwidth B � fmax � fmin in hertz (Hz).
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Assuming �W in
n,m is the input complex weight of the n-th subcarrier at the m-th

antenna, and fn is the frequency of the n-th subcarrier, the complex input signal,
x̃in
mptq, can then be expressed as

x̃in
mptq �

N�1̧

n�0

?
2�W in

n,mej2πfnt. (3.1)

This signal is then ampli�ed through the PA. Using the Rapp model from (2.5),
the ampli�ed complex signals, x̃PA

m ptq, is given by

x̃PA
m ptq � fSSPApx̃in

mptqq �
Gx̃in

mptq�
1� pG|x̃in

mptq|
As

q2β
� 1

2β

. (3.2)

The signal x̃PA
m ptq then passes through an ideal BPF before its transmission.

The complex transmit signal on the m-th antenna is written as

x̃tr
mptq �

N�1̧

n�0

?
2�W tr

n,mej2πfnt, (3.3)

where �W tr
n,m is the transmit complex weight of the n-th subcarrier at the m-th

antenna. �W tr
n,m can further be expanded into polar form as

�W tr
n,m � Sn,mejϕn,m , (3.4)

where Sn,m � |�W tr
n,m| ¥ 0 and ϕn,m � >�W tr

n,m P r0, 2πq represent the amplitude
and phase of �W tr

n,m, respectively. Then, the transmit signal over the wireless
channel at time t on antenna m can be represented as

xtr
mptq � ℜ

!N�1̧

n�0

?
2�W tr

n,mej2πfnt
)

� ℜ
!N�1̧

n�0

?
2Sn,mejϕn,mej2πfnt

)
,

(3.5)

where the operator ℜ t�u takes the real part of the operand. By using (3.5), the
average RF power of all antennas combined is calculated as

P t
RF �

M̧

m�1

εtxtr
mptq2u. (3.6)

The transmit signal then propagates to the ER through the channel, in�u-
enced by its impulse response h̃mptq. We denote this channel impulse response in
frequency, between the m-th antenna at the ET and the receiving antenna, on the
n-th subcarrier, by rHn,m � An,mejφn,m , (3.7)
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where An,m and φn,m represent the amplitude and phase of the frequency response
at frequency fn and antenna index m. The received RF signal at the ER then
becomes

yptq � ℜ
! M̧

m�1

N�1̧

n�0

?
2 rHtr

n,m
�W tr

n,mej2πfnt
)
. (3.8)

The signal model presented in this section serves a fundamental pillar for subse-
quent maximization of the harvested power. The derived equation for the received
signal o�ers valuable insights into the characteristics of the WPT system, which
allows for greater understanding of its performance. As we progress, we will use
this signal model to design e�ective waveforms, in order to attain maximum WPT
system performance.

3.2 Optimization Approach

Using the system model presented in the previous section, we can express the
general waveform design optimization problem like in [18], accounting for the non-
linear behaviours in both the ET and ER. The idea is to �nd the optimal waveform
that maximizes the quantity zDC, de�ned in (2.23), for a single user WPT system,
presented in Figure 3.1. This gives the following optimization

max
�Wtr,xWtr

zDCp�Wtr, xWtrq (3.9)

s.t.
M̧

m�1

1

2T

»
T

�
xtr
mptq
G

� r 1

1� pxtr
mptq
As

q
s 1
2β

�2

dt ¤ P in
max,

M̧

m�1

N�1̧

n�0

�W tr2

n,m �xW tr2

n,m ¤ P tr
max,

where it can be seen that zDC is expressed as a function of �Wtr and xWtr, which
are matrices including all the weights �W tr

n,m, and xW tr
n,m, which are the real and

imaginary parts of the complex transmitted weights �W tr
n,m that were introduced in

(3.3). In the above, it can be noted that zDC is being optimized over the waveforms
only.

Finding the optimal solution to this problem has been done in [18], where they
used a �rst order Taylor approximation of the above objective function and then
solved it iteratively using SCP in combination with Barrier's method.

Figure 3.2 illustrates the working principle of the SCP algorithm. First, the
initial weights are chosen according to the power constraints of (3.9). The opti-
mization continues until the main algorithm, Algorithm 1, completes execution.
Within each iteration of Algorithm 1, Algorithm 2 runs several times, and for
each iteration of Algorithm 2, Algorithm 3 is executed a large number of times
(see Appendix B for further details). This nature of the SCP algorithm, using
nested loops, combined with the extensive execution of Algorithm 3, which is im-
plemented using Newton's optimization method, requiring calculations of gradients
and Hessians of the objective function through matrix operations, poses challenges
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Figure 3.2: Block diagram of the SCP algorithm. The loop for each
algorithm continues until a required condition is ful�lled, repre-
sented by Yes. If the condition is not ful�lled, it is represented
by No.

in terms of computational complexity. This highlights the main weakness of using
SCP for problems with a large number of antennas or subcarriers, since the num-
ber of iterations required, and the computational time per iteration, quickly gets
out of hand.
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3.3 Waveform Design for a Large Number of Antennas and

Subcarriers

In a WPT system with a large number of antennas and subcarriers, we consider
that the number of antennas can go up to 256, and the number of tones can reach
several thousands, mainly when dealing with LIS and cellular networks. Due to the
complexity growth discussed in the previous section, performing SCP optimization
becomes infeasible for such large numbers of antennas and subcarriers. As an
alternative, we use MRT for the waveform design when dealing with a large number
of antennas and subcarriers. MRT has been extensively studied in the context of
WPT in various papers [15,17]. Nevertheless, the existing literature has primarily
investigated MRT for WPT under the assumption that the transmitter maintains
a constant e�ciency in the waveform that is being transmitted. In this section, we
present waveform design based on MRT, but we take into account non-linearity at
both the ET and ER.

3.3.1 Maximum Ratio Transmission

MRT is a technique used in wireless communication systems to optimize signal
transmission from multiple antennas to a receiver. It employs the concept of
maximizing the received signal power by adjusting the weights of the antennas
based on the CSI [14].

The input weights according to MRT are chosen as

�W in
n,m �

b
P in
total �

H�
n,m

||H|| , (3.10)

where P in
total �

°M
m�1 P

in
RF,m denotes total input power used in the M PAs at the

ET, and P in
RF,m denotes the input power to the m-th PA. This shows that CSI,

Hn,m, is needed to make sure that the signals add up in phase at the input of the
ER. Furthermore, it can also be seen that MRT performs power allocation where
strong sub-channels get more power, and weak sub-channels get less power. It is
important to note that the weights used are the input weights, not the transmitted
weights. These input weights create input signals x̃in

mptq by the relation in (3.1).
These input signals will be ampli�ed and may experience distortion by the power
ampli�ers, resulting in the ampli�ed weights, �WPA

n,m, that form the ampli�ed sig-
nals x̃PA

m ptq. The distortion signi�cantly impacts the e�ciency at the ET, leading
to an increase in the power loss between the input and output power of the ampli-
�ers. Therefore, when selecting input weights using MRT, it is crucial to carefully
consider the distortion level to ensure e�cient and e�ective power transfer. In the
following subsection, we introduce a measure of the distortion level and propose a
method to mitigate it in order to ensure end-to-end e�ciency.

3.3.2 Out-of-band Emission and Power Back-o�

Out-of-band (OOB) emission, as described in Subsection 2.3.2, refers to unwanted
signals transmitted at frequencies outside an allowed bandwidth in a wireless sys-
tem. To consider the e�ciency of the WPT system and evaluate e1, measuring the
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OOB power level, which is the di�erence between the power of frequency compo-
nents within the allowed bandwidth and those outside of it, serves as an e�ective
metric. We have chosen to represent the OOB power level of m-th PA as

OOBm � ε
 |�WPA

nout,m|2
(
dB

� ε
 |�WPA

nin,m|2
(
dB

, (3.11)

where the subscripts nin and nout indicate the subcarrier indices for in-band and
out-of-band frequencies, respectively. Figure 3.3 shows an example of a high peak
signal passing through a PA at the ET. The scenario considers an OFDM signal
with N � 1200 tones as the input signal and a single transmit antenna, M � 1 at
the ET. As shown in Figure 3.3a, the input signal has signi�cant peaks that extend
beyond the saturation voltage, As, of a PA. When this signal passes through a PA,
the peaks that exceed As experience soft clipping, resulting in signal distortion, as
illustrated in Figure 3.3b. Figure 3.4 shows the frequency responses of two signals
in Figure 3.3. By examining Figure 3.4a and Figure 3.4b, we can observe that
the frequency responses of the distorted signal spread over the allowed bandwidth,
leading to OOB power level of -13.18 dB. This value is higher than what is typically
allowed in cellular networks, where the level is usually between -30 to -50 dB.

One approach to decreasing the OOB power level is to use IBO, which involves
reducing the amplitude of the input signal peaks as discussed in Section 2.3. How-
ever, when dealing with a large number of antennas, such as LIS, evaluating M
di�erent POOB

m and applying individual IBO to each ampli�er will be challenging.
Instead, we propose a practical solution by evaluating the average OOB power
level over all antennas to describe the overall OOB level of the ET with multiple
antennas, denoted as

OOB � ε
 
OOBm

(
, (3.12)

where εt�u denotes the expectation operator over antennas. Then, we estimate a
corresponding total input power back-o� (TIBO) to meet the required power level.
Subsequently, the total input power after applying TIBO becomes

P in,TIBO
total � P in

total � TIBO rdBs. (3.13)



Signal Model and Waveform Design 27

(a) A signal before passing through a PA.

(b) A distorted signal after passing through a
PA.

Figure 3.3: High peak OFDM signal before and after passing
through a PA. The signal is created by using MRT whereM � 1
antenna and N � 1200 tones.

(a) Frequency response of a signal before passing
through a PA.

(b) Frequency response of a distorted signal after
passing through a PA.

Figure 3.4: Frequency responses of a high peak signal before and
after passing through a PA, where M � 1 antenna and N �
1200 tones.
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3.3.3 Simulation Framework

Let us now take a look at the simulation framework that has been implemented
using MATLAB for the investigation of the MRT waveform design. The block
diagram in Figure 3.5 shows all the di�erent steps.

At the ET, �rstly, we decide on the total input power and choose the input
weights, �Win, with M antennas and N tones, by using MRT, based on the CSI
according to (3.10). Afterward, the input weights are transformed into the time
domain by performing Inverse Fast Fourier Transform (IFFT) creating the complex
input baseband signal1, x̃in

bb
rks. To sample the baseband signal, we approximate

that its frequency components are limited to within the range of r0, fmax
bb s, where

fmax
bb � κN∆s. Here, κ denotes the upsampling coe�cient, and ∆s is the subcar-
rier spacing. Then, the sampling frequency is set at 2κN∆s based on the Nyquist
sampling theorem. Consequently, k � 0, ..., 2κN � 1, denoting the index of the
discrete baseband time signal. Then, the SSPA model is applied to simulate the
PA's non-linearity, resulting in the complex ampli�ed baseband signal, x̃PA

bb
rks.

Fast Fourier Transform (FFT) is then performed on this signal to obtain the am-
pli�ed weights, �WPA. Next, OOB power level is evaluated based on the in-band
and out-of-band frequency responses of �WPA. If the OOB level does not meet
the required level set in the system, the necessary TIBO is calculated to meet the
condition. The total input power of the system is adjusted accordingly, and the
process is repeated. If the OOB level meets the requirement, the ampli�ed weights
go through an ideal BPF 2 that selects only the weights inside the allowed band-
width. This �ltering process results in the complex transmitted weights denoted
as �Wtr.

Now, �Wtr, which are designed at the ET, pass through a propagation channel,
resulting in the complex received baseband signal, ỹbbrks. Finally, to assess the
performance of the designed waveform, the output DC current, īout is calculated
by using (2.16).

1In our system, we choose to sample the baseband signal instead of directly sampling

the RF signal as it o�ers the advantage of quicker simulations. To avoid aliasing, the

sampling frequency of the bandpass signal should be higher than fc � BW{2. However,
this results in a large number of samples, requiring higher computational resources for

processing.
2One might be concerned that implementing an ideal BPF is impractical. Indeed,

implementing an ideal BPF with perfect frequency selectivity is challenging in practice

due to various real-world limitations. However, by applying TIBO and reducing the

OOB power level before the BPF, the impact of out-of-band frequency components is

signi�cantly mitigated. This makes the approximation of the ideal BPF feasible, ensuring

su�cient out-of-band signal suppression.
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Figure 3.5: Block diagram of the MRT simulation.
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Based on the simulation framework described, the focus will now shift to pre-
senting the simulation results in the upcoming chapter.



Chapter4
Simulation Results

This chapter presents the simulation results of the two waveform design approaches
based on SCP optimization and the MRT scheme described in the previous chapter.
Section 4.1 describes the parameter settings used in our simulations. In Section 4.2,
we show the performance of optimal waveforms achieved by the SCP algorithm.
In Section 4.3, we present and analyze simulation results focusing on the use of
MRT as a feasible solution in scenarios with a large number of antennas, where we
provide a better understanding of the resulting performance for di�erent parameter
sets and channel conditions.

4.1 Parameters Settings and Simulation Assumptions

Our simulation framework concerns a cellular network environment, using the
parameters outlined in Table 4.2. To demonstrate the impact of the antenna array
at the ET, we systematically vary the number of transmit antennas up toM � 256.
Furthermore, we adjust the values of the SSPA parameter, β, to observe the e�ects
of varying the ampli�er quality. For the ER, we use a single receiving antenna,
with an antenna resistance, Rant, of 50, assuming perfect matching with the input
resistance Rin � 50Ω. Additionally, we follow the diode parameters speci�ed in
the SMS-7630 datasheet, where vt is at 25.86 mV assuming room temperature.
The resistance of the load, RL, is set to 20 kΩ.

For our channel parameters, we set the carrier frequency, fc, to be 5.18 GHz
with pathloss at -56 dB. We place subcarriers in an allowed bandwidth of 20 MHz,
centered within the total bandwidth of 30.72 MHz, while the remaining bandwidth
serves as guard bands. OFDM is employed, with the number of used tones N as
equally spaced subcarriers across the allowed bandwidth to achieve a high peak
signal. The frequency of the nth subcarrier, denoted as fn, follows the equation
fn � f0 � pn� 1q �∆s, where f0 represents the frequency of the lowest subcarrier,
and ∆s denotes subcarrier spacing. ∆s is set to 15 kHz, where 1200 represents the
maximum number of subcarriers within the 20 MHz bandwidth. Furthermore, we
set the limit on the number of selected tones, N lim., to 20 to prevent a reduction
in harvester e�ciency, thereby adhering to the speci�ed PAPR limit in (2.24). By
considering our load and antenna resistance values, we deduce from (2.24) that
the PAPR should be maintained below 40. Through MATLAB simulations, we
have observed that a PAPR below 40 is attainable for N values below 20. The

31
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spacing between used tones is calculated as
X
1200
N

\ � 15 kHz, where used N tones
are equally spaced in the bandwidth.

Furthermore, we conducted simulations employing diverse channel models,
each characterized by unique correlation attributes, to examine the in�uence of
channel correlation on WPT performance. The Independent and Identically Dis-
tributed (IID) Rayleigh channel is frequently used in practice. This channel as-
sumes that the random fading process is statistically independent and maintains
an identical distribution across antennas and subcarriers. It serves as a widely
adopted and fundamental representation of propagation channel characteristics.
However, it may not capture the intricacies of realistic channel properties. In
addition to the IID channel, we integrate four additional channel models, each
described as follows:

� Rayleigh channel with correlation across both antennas and subcarriers

� Rayleigh channel with correlation across only subcarriers

� Rayleigh channel with correlation across only antennas

� Propagation channel in the free-space environment

Firstly, for the Rayleigh channel with correlation across both antennas

and subcarriers, we assume that each antenna and subcarrier correlates with
its 10 closest neighbors. This speci�c channel model is used as a benchmark
for evaluating the performance of WPT, o�ering a moderate level of correlation.
It serves as a reference point for comparison against the subsequent two highly
correlated channel models.

Additionally, we introduce a Rayleigh channel with correlation across

only subcarriers to demonstrate a correlation among di�erent frequency com-
ponents. Within this con�guration, we assume that each subcarrier is correlated
with its 100 nearest neighboring subcarriers. Similarly, for a Rayleigh channel

with correlation across only antennas, we assume that each antenna is corre-
lated with its 10 nearest neighboring antennas. This representation captures the
concept of antenna-correlated channels.

Lastly, we incorporate a propagation channel in the free-space envi-

ronment. This channel model assumes a scenario occurring in an unobstructed
free-space path between the transmitter and receiver. Within this setup, both an-
tennas and subcarriers are fully correlated. Figure 4.1 illustrates the attenuation
of the �ve introduced di�erent channels, providing a graphical understanding of
their distinct correlation characteristics. The depicted scenarios use a path loss of
56 dB, 1200 tones (N � 1200), and 128 antennas (M � 128).
Remark : We apply all of the di�erent channel models mentioned in this subsection
for MRT, whereas for the SCP, we limit ourselves to the IID Rayleigh channel.
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Channel SCP MRT

IID channel ✓ ✓
Correlation across antennas and subcarriers - ✓

Correlation across only subcarriers - ✓
Correlation across only antennas - ✓

Free-space channel - ✓

Table 4.1: Simulated Channel Scenarios.

Now that we have described the simulation assumption and parameter set-
tings, let us move on to the simulation results of the two waveform designs in the
framework.



34 Simulation Results

C
o
m
p
o
n
en
t

P
a
ra
m
et
er

V
a
lu
e

U
n
it

E
n
er
g
y
T
ra
n
sm

it
te
r
(E
T
)

A
n
te
n
n
a

N
u
m
b
er

o
f
A
n
te
n
n
a
s,
M

1,
..
.,
25

6
-

S
S
P
A

S
m
o
o
th
in
g
F
a
ct
o
r,
β

1
,3
,5

-

S
a
tu
ra
ti
o
n
V
o
lt
a
g
e,

A
s

0
.8
7
5
,
1
0

V

G
a
in
,
G

1
-

E
n
er
g
y
R
ec
ei
v
er

(E
R
)

A
n
te
n
n
a

N
u
m
b
er

o
f
A
n
te
n
n
a
s

1
-

A
n
te
n
n
a
R
es
is
ta
n
ce
,
R

a
n
t

5
0

o
h
m

R
ec
ti
�
er

a
n
d
L
P
F

R
ev
er
se

B
ia
s
S
a
tu
ra
ti
o
n
C
u
rr
en
t,
I s

5
µ
A

D
io
d
e
B
re
a
k
d
ow

n
S
a
tu
ra
ti
o
n
C
u
rr
en
t,
I B

V
1
0

m
A

Id
ea
li
ty

F
a
ct
o
r,
η

1
.0
5

-

B
re
a
k
d
ow

n
V
o
lt
a
g
e,

v b
r

2
V

T
h
er
m
a
l
V
o
lt
a
g
e,

v t
2
5
.8
6

m
V

L
o
a
d
R
es
is
ta
n
ce
,
R

L
2
0
0
0

O
h
m

C
h
a
n
n
el
a
n
d
O
F
D
M

S
ig
n
a
l

C
h
a
n
n
el

C
a
rr
ie
r
F
re
q
u
en
cy
,
f c

5
.1
8

G
H
z

P
a
th
lo
ss

-5
6

d
B

O
F
D
M

S
ig
n
a
l

T
o
ta
l
B
a
n
d
w
id
th

3
0
.7
2

M
H
z

A
ll
ow

ed
B
a
n
d
w
id
th

2
0

M
H
z

S
u
b
ca
rr
ie
r
S
p
a
ci
n
g
,
∆

s
1
5

k
H
z

N
u
m
b
er

o
f
T
o
n
es
,
N

1,
..
.,
2
0

-

U
se
d
S
u
b
ca
rr
ie
r
S
p
a
ci
n
g

X 12
0
0

N

\ �
1
5

k
H
z

Table 4.2: Summary of parameters within the system framework.
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4.2 SCP Optimization

In this section, we present the simulation outcomes from the SCP optimization,
which we described brie�y in Section 3.2 as one of our waveform design approaches.
Through these results, we study the impact of both the number of antennas and
tones on the performance of zDC. Additionally, we analyze how the SCP opti-
mization allocates power across optimized transmitted weights, providing a better
understanding of the chosen waveform design for increasing zDC performance.

In the following, we will analyze the performance of the SCP algorithm while
varying the number of antennas and tones. Due to the algorithm's complexity, we
will limit the size of variables to small values, with the number of antennas, M ,
and the number of tones, N , set to a maximum of 8.

4.2.1 In�uence of Number of Antennas

In this subsection, we analyze the zDC performance as a function of maximum
transmit power for the di�erent number of antennas and a certain number of
tones.

Figure 4.2 shows us the zDC performance for the antenna number, M , equals
to 1, 2, 4, and 8 and when the number of tones, N , is set to 2. In the �gure, we
see how zDC changes for di�erent transmit antenna con�gurations. As expected,
a higher number of antennas results in better performance. This is mainly for
two reasons: i) A higher number of antennas leads to a higher array gain which
increases the RF-RF e�ciency leading to a higher power level at the input of the
receiver. ii) we see that as the number of antennas increases, the value at which
zDC converges and becomes constant increases. This is because a higher number
of antennas is equivalent to increasing the number of transmit chains, leading to
the total transmitted power being distributed over a higher number of transmitter
ampli�ers. Because of this, the signal going through the individual ampli�ers at the
ET have lower powers for setups with a higher number of antennas, which makes
these ampli�ers operate further away from their saturation voltages, allowing for
convergence at a higher maximum transmit power.

4.2.2 In�uence of Number of Tones

We move on to study the zDC performance as a function of maximum transmit
power for the number of tones, N , equal to 1, 2, 4, and 8, and when the number of
antennas, M , is set to 2 in Figure 4.3. Here, we see a higher number of frequency
tones gives better zDC performance. However, this is not as dramatic as the
improvement we witnessed with increasing the number of antennas. The increase
in zDC performance for the higher number of tones is explainable because as the
number of tones increases, the received signal gets a higher PAPR. A higher PAPR
leads to a more peaky signal, so more of the power is concentrated in the non-
linear region of the diode. This means that a higher number of tones gives better
e�ciency at the receiver. With this information, one may think that we have to
transmit in as many tones as possible. However, after a threshold, the diode will
eventually enter its breakdown region, leading to a saturated level of zDC even
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(e) Free-space channel.

Figure 4.1: Attenuation of di�erent Rayleigh channels with N �
1200 tones and M � 128 antennas. The color bars are in dB
scale. To improve visibility, the attenuation range is [-70, -50]
dB, even though the Rayleigh channel exhibits a larger variation.
This is done by assigning a consistent color (dark blue) for values
of -70 dB or below and another (yellow) for values of -50 dB or
above.



Simulation Results 37

Figure 4.2: zDC as a function of maximum transmit power for the
di�erent number of antennas when the number of tones, N , is
set to 2.

Figure 4.3: zDC as a function of maximum transmit power for the
di�erent number of tones when the number of antennas, M , is
set to 2.
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with higher power and peak levels. This phenomenon reduces the e�ciency of the
recti�er, as discussed in [17].

4.2.3 Power Allocation of Waveforms Optimized by SCP

While we have inspected the in�uence of increasing the number of antennas and
tones on the zDC performance, the current set of results may not provide a con-
clusive understanding due to the con�guration being limited by the complexity
of the algorithm. Here, we analyze the optimized transmitted weights achieved
through SCP in this subsection. This is to better understand the strategy of opti-
mal waveform design and provide suggestions for designing waveforms for systems
with larger number of antennas or tones.

Our analysis focuses on investigating the power distribution of the optimized
waveform across various subcarriers and antennas. This is achieved by comparing
each weight with its corresponding channel coe�cient. In Figure 4.4, the power
allocation of the optimized transmit weights is shown with the channel coe�cient
where we set the number of tones, N , and antennas, M , as follows: 2 tones and
4 antennas, 4 tones and 4 antennas, and 8 tones and 2 antennas. In this visual-
ization, the maximum transmit power is set to 15 dB so that the signals at the
ET do not experience signi�cant distortion by PAs. Upon inspecting the �gure,
it becomes evident that power distribution across antennas and subcarriers di�ers
from the channel strengths. Notably, the behaviour of the SCP algorithm exhibits
similarity to MRT, as stronger sub-channels get higher power allocations than
weaker sub-channels. In conclusion, our investigation suggests that integrating
MRT into waveform design can be a practical approach for enhancing zDC per-
formance. Furthermore, this �nding enables a more extended analysis involving a
larger number of antennas and tones, alleviating the complexity associated with
the SCP algorithm.
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(f) rHIID for 8 tones and 2 antennas.

Figure 4.4: Power allocation of optimized transmit weights ob-
tained by SCP, rHIID, and the corresponding attenuation of IID
Rayleigh channel, rHIID. P tr

max = 15 dB. The color bars are in
dB scale.
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4.3 MRT and Large Number of Antennas

This section presents simulation results using MRT for our waveform design. Con-
sidering that the MRT operation in (3.10) is executed only once per channel real-
ization, the computational complexity for waveform design is signi�cantly reduced
compared to the SCP optimization. This reduction in complexity allows for a
larger number of antennas and tones to be used. Therefore, we extended the num-
ber of antennas, M , up to 256 and the number of tones, N , up to 20 � the upper
limit for the number of tones.

The purpose of these simulations is to evaluate the performance of harvested
DC output current at the ER. Since we incorporate the scaled-up antenna number,
leveraging an array gain by a factor of the number of antennas, the assumption of
a signi�cantly small received signal for using zDC is no longer applicable. Instead,
we directly evaluate the DC output current, iout at a recti�er using (2.16). In the
following subsections, we analyze the iout performance for the number of tones,
scaled-up antenna number, PA qualities, and di�erent channel correlations. More-
over, to account for the e�ciency at the ET, we assess the average OOB power
level, OOB, and implement a total input power back-o�, TIBO, when the asso-
ciated OOB surpasses a certain level of regulation threshold, i.e., -40 dB in our
setup. The analysis of iTIBO

out across di�erent parameter values provides a better
understanding of our system's behaviour in various scenarios.

4.3.1 In�uence of Number of Tones

In this subsection, we focus on the investigation of the iout performance with
respect to the total input power, P in

total, for varying number of tones. P in
total is

used to generate input weights using MRT. The parameter con�guration includes
M � 128 antennas, β � 3, and the average correlated channel in Figure 4.1(b).
Additionally, we examine the associated OOB levels with the number of tones.

Figure 4.5 shows the iout performance for di�erent numbers of tones: 2, 4, 8,
16, and 20, for the speci�ed parameter con�guration. As observed in the �gure,
iout increases more rapidly with a higher number of tones. This trend aligns with
the observations made in the previous section regarding zDC with varying the
number of tones. It is worth highlighting that iout also demonstrates improved
performance for a higher number of tones, up to the de�ned limit. However,
all the curves eventually saturate at the same level, indicating the attainment of
the maximum achievable DC current. This saturation point is reached when the
recti�er starts su�ering from diode breakdown.

To provide more analysis on the impact of the number of tones on the iout
performance, we can examine the average power of the received signal to achieve
saturation, along with the corresponding PAPR. Figure 4.6 shows the relationship
between received power and the corresponding PAPR as a function of the number
of tones. The result demonstrates that higher PAPR values are associated with
lower required P in

total to achieve saturation. Speci�cally, when the number of tones,
N , is 20, the received power measures -31.18 dB, corresponding to a high PAPR of
38.24 in the received signal. This re�ects a signi�cantly lower power level compared
to the scenario where the number of tones is 2, and the required P in

total is -22.63
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Figure 4.5: iout as a function of total input power for di�erent
number of tones. Parameter con�guration: M � 128 antennas,
β � 3, and the average correlated channel in Figure 4.1(b).

dB, with a much lower PAPR of 3.96 in the received signal. As a result, it becomes
evident that a higher number of tones leads to a higher peak signal, which enhances
the performance of iout at the ER. Conversely, as previously discussed, a higher

Figure 4.6: The necessary received power and PAPR required to
achieve saturation as a function of the number of tones. The
blue dotted curve shows the average received power, and the
red dotted curve shows the corresponding PAPR of received
signals.

peak signal can a�ect the e�ciency of the ET, resulting in increased distortion
introduced by the PAs. Figure 4.7 illustrates that the growth of OOB becomes
more pronounced for higher number of tones, N . As N increases, the higher peak
signal easily surpasses the linear operating region of the PAs, leading to an increase
in distortion.

In the analysis of the results, we have observed that higher peak signals allow
us to achieve improved performance at the ER. However, it is essential to know
that higher peak signals also introduce increased distortion, leading to higher OOB
and decreased e�ciency of the ET. To address this issue, we have proposed the
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Figure 4.7: POOB as a function of total input power for di�erent
number of tones. Parameter con�guration: M � 128 antennas,
β � 3, and the average correlated channel in Figure 4.1(b).

implementation of TIBO to mitigate distortion and while retaining the end-to-end
e�ciency.

In the following subsection, we aim to investigate the in�uence of the number of
antennas in scenarios with a large number of antennas. We will consider all aspects,
including the impact of higher peak signals on iout performance, the requirement
for TIBO to meet the OOB regulation, and the potential bene�ts of using multiple
antennas to enhance system performance.

4.3.2 Scaling up Number of Antennas

Now, we study the performance of iout for varying number of antennas, M , con-
sidering the end-to-end e�ciency. With the con�guration on the number of tones,
N , equals to 2, 4, 8, 16, and 20, with β � 3 and the average correlated channel in
Figure 4.1(b), we mainly demonstrate the following aspects: i) the in�uence of the
number of antennas on iout and OOB as a function of the total input power. ii)
the required TIBO level at the saturation points of the recti�er and apply TIBO
to understand the attainable DC current considering the end-to-end e�ciency,
iTIBO
out , and the corresponding input power, P in,TIBO

total . Additionally, for cases where
OOB is lower than the OOB regulation, we provide further understanding into the
increase in the distance that a device is charged in our system.

Figure 4.8 shows the behaviour of iout as a function of the total input power,
P in
total, along with the corresponding OOB, where the number of antenna, M , is

equal to 64,128, and 256. Here, let us consider two cases where the number of
tones, N , equals 2 and 20. The "*" marker in Figure 4.8 indicates the saturation
point, which is driven either by the breakdown of the recti�er at the ER, reaching
the maximum attainable DC current, or by the non-linearity of the PAs limiting
the transmit power level.

In the �gure, it can be noted that iout exhibits a more rapid increase with
higher values ofM . This behaviour can mainly be attributed to two reasons. First,
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increasing the number of antennas makes the power across them more distributed,
leading to lower input signal levels for the PAs. Consequently, OOB in the PAs
can be reduced, allowing the PAs to operate in a more linear region. This decrease
in OOB results in reduced distortion and improved performance. The blue dotted
line in Figure 4.8(a, left) shows the impact of the PAs' non-linearity on iout in a
scenario with a relatively small number of antennas, M � 64, and a small number
of tones, N � 2. This scenario requires higher P in

total to reach saturation, and
the saturation DC current is 8.74 dB lower than the maximum current due to the
non-linearity of the PAs. However, as the number of antennas increases, this e�ect
is mitigated. With more antennas, the system requires a lower P in

total level to reach
saturation, and a higher saturated DC current is achieved. Figure 4.8(a, right)
shows that the corresponding OOB is also mitigated by increasing the number of
antennas. This demonstrates the advantages of using a larger number of antennas
in improving system e�ciency and reducing OOB emissions caused by the PAs'
non-linearity.

Another reason for the di�erent iout performance concerning the number of
antennas is the associated array gain achieved by implementing MRT. In Figure
4.8 (b, left), where the number of tones is 20, and the required input power level is
low, we can avoid the non-linear e�ects of the PAs, thereby showing the variations
mainly attributable to the array gain. As we double the antenna number, the
gain between the curves is approximately 3 dB, as expected based on 10 logpMq,
demonstrating the bene�ts of array gain in enhancing iout performance.

However, it is worth noting that speci�c saturation points marked with '*' on
the �gure surpass the OOB regulation. As we have previously discussed, higher
levels of OOB indicate increased distortion, which ultimately reduces the e�ciency
of the ET. To maintain the desired e�ciency, we systematically apply TIBO. For
instance, considering the blue dashed curve in Figure 4.8 (b, right) with POOB �
�20.32 dB, TIBO of 5 dB is introduced to meet the regulation. As a result, the
adjusted total input power becomes P in,TIBO

total � 7 dB, resulting in a resultant
iTIBO
out � �70.98 dB, which is 11.53 dB lower than the maximum DC current.
This value represents the DC output current considering the end-to-end e�ciency.
By extending these steps to all scenarios, Figure 4.9 presents an overview of the
overall iTIBO

out , the required TIBO level, and P in,TIBO
total for various number of tones

and antennas. The �gure mainly shows that smaller values of M require greater
TIBO, resulting in lower iTIBO

out for our system.
Now, let us focus on the scenarios with M � 128 antennas and M � 256

antennas. We observe that we are already adhering to the OOB regulation without
any TIBO, except for M � 128 antennas with N � 2 tones. This provides an even
larger margin to increase the input power up to the OOB regulation. The extra
margin gained can be used to improve the system's transmission capabilities. By
increasing the input power at the ET, we can adjust the OOB level to fall on -40
dB. This additional input power can then increase the distance we can charge the
device, thereby enhancing the system's overall range and coverage. Figure 4.10
illustrates the additional P in

total, corresponding extra margin, and the extra distance
we can gain for the number of antennas and tones, calculated based on a free-space
assumption. As expected, the �gure highlights that a larger number of antennas
leads to greater extra distance, reaching up to +205% additional distance where
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Figure 4.8: iout and OOB as a function of total input power for
di�erent number of antennas, Parameter con�guration: β � 3,
and the average correlated channel in Figure 4.1(b). Two cases,
the number of tones, N , equals to 2 and 20, are shown.
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M � 256 antennas and the number of tones equals 20. By leveraging the bene�ts
of more antennas, we can e�ectively extend the coverage of the WPT system.

Figure 4.9: Attainable DC current considering the end-to-end e�-
ciency, iTIBO

out for the di�erent number of antennas and tones.

TIBO and the corresponding input power level P in,TIBO
total is

shown together. Parameter con�guration: β � 3, and the
average correlated channel in Figure 4.1(b).
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Figure 4.10: Additional P in
total and the extra distance that can be

achieved for the number of antennas and tones based on free-
space assumption. Parameter con�guration: β � 3, and the
average correlated channel in Figure 4.1(b). Note that in all of
these curves except for M � 64, we achieve maximum output
current at the ER and OOB � �40 dB.
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4.3.3 Impact of Ampli�er Characteristics

Now, we analyze the system performance varying the smoothing factor, β, in
the SSPA model. The parameter β, indicates how "smooth" the transition is
between the linear and non-linear behaviour of the PA. Figure 4.11 shows the
actual responses of the SSPA with di�erent values of β. As shown, when β � 1,
the curve appears smoother than the other curves. This smoother response implies
a greater distortion in the output signal, indicating a deviation from the desired
ampli�cation characteristics. Conversely, when β is increased to 3 and 5, the
response moves closer to the ideal case.

Figure 4.11: Actual SSPA responses where G � 1, As � 0.875 [V]
for di�erent β. Saturation power is calculated as A2

s {2.

Roughly speaking, lower β values indicate poor ampli�er quality. This study
investigates the in�uence of the PA's quality on two key parameters: iout and
OOB. We analyze these parameters for the di�erent number of tones, including
values of 2, 4, 8, 16, and 20, while using M � 128 and considering the average
correlated channel. Additionally, we analyze the impact on iTIBO

out , along with the
corresponding TIBO level. Furthermore, we explore the potential improvement in
coverage when using di�erent PA qualities, similar to the analysis conducted in
the previous subsection.

Figure 4.12 shows the behaviour of iout as a function of the total input power,
P in
total, along with the corresponding OOB, where β is equal to 1, 3, and 5. We

consider two cases of the number of tones, where N is equal to 2 and 20. From the
sub�gures of Figure 4.12 (left), we observe that the iout curves saturate faster as
β increases. This indicates that for higher β values, the signals are less a�ected by
PAs' distortion, resulting in higher transmitted power levels. This behaviour can
be attributed to a higher β leading to a smoother transition between the linear and
non-linear regions of the PA's response. We can also observe that OOB increases
faster when β is low, as shown in the sub�gures of Figure 4.12 (right), re�ecting



48 Simulation Results

higher distortion due to the poorer quality PAs, and we have found higher OOB
requires more TIBO to retain the e�ciency at the ET. Figure 4.13 presents an
overview of the overall iTIBO

out , the required TIBO level, and P in,TIBO
total for various

number of tones and PA quality. As expected, the poor quality of the PAs with
β � 1 requires more TIBO for any value of the number of antennas N , resulting
in degraded iTIBO

out performance. On the other hand, we can observe that the
performance of the two cases of β being equal to 3 and 5 shows similar trends on
iTIBO
out , while β � 3 has TIBO of 6 dB where the number of tones, N , is equal to 2.

Figure 4.12: iout and OOB as a function of total input power for
the di�erent values of β on SSPA. Parameter con�guration:
M � 128 and the average correlated channel in Figure 4.1(b).
Two cases, with the number of tones, N , equals to 2 and 20,
are shown.
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Figure 4.13: Attainable DC current considering the end-to-end ef-
�ciency, iTIBO

out for the di�erent number of tones and β on

SSPA. TIBO and the corresponding input power level P in,TIBO
total

is shown together. Parameter con�guration: M � 128 and the
average correlated channel in Figure 4.1(b).
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From the various OOB levels achieved by using di�erent PA qualities, we can
also analyze the in�uence of PA qualities on the additional distance the device can
be charged from the ET. Figure 4.14 shows the additional P in

total we can obtain at
most to adhere to the OOB regulation of -40 dB, along with the corresponding
extra distance achievable, for the number of tones and PA qualities. We can
observe that higher values of β, representing better quality PAs with reduced OOB,
allow for greater additional distance to be achieved. This implies that the quality
of the PAs impacts the system's capabilities, especially in terms of extending the
charging range for devices.

Figure 4.14: Additional P in
total and the extra distance that can be

achieved for the di�erent values of β on SSPAs and PA's qual-
ities based on free-space assumption. Parameter con�guration:
M � 128 antenna, and the average correlated channel in Figure
4.1(b). Note that in all of these curves except for the β � 1, we
achieve maximum output current at the ER and OOB � �40
dB.
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4.3.4 In�uence of Di�erent Channel Correlations

Now we focus on analyzing and comparing the performance of the WPT system
under di�erent channel correlation scenarios. We aim to understand how chan-
nel correlation variations a�ect the system's performance by examining the �ve
other channel models previously described. Speci�cally, we will investigate the
impact of di�erent channel correlations on the behaviours of iout, OOB, TIBO
level, attainable DC current iTIBO

out considering the end-to-end e�ciency, and the
corresponding input power, P in,TIBO

total . For the other parameter con�gurations in
this scenario, we used M � 128 and β � 3 on SSPA.

Figure 4.15 shows the iout performance as a function of total input power
along with the corresponding OOB in the �ve channel models. We consider the
number of tones, N , to be equal to 2 and 20. Analyzing sub�gures in Figure 4.18
(right), the rate of increase in OOB is notably higher for the free-space channel
compared to the other Rayleigh channels. In contrast, Rayleigh fading channels
exhibit remarkably similar trends in OOB. The higher OOB levels in the free-
space channel are because, when implementing MRT on the LOS channel, the
signal becomes more prone to distortion from the ampli�ers at the ET. In the
LOS channel, the MRT allocates uniform power across all available subcarriers,
as there is no fading. All subcarriers experience the same channel gain and get
a corresponding PAPR. On the other hand, in Rayleigh channels, the channel
coe�cients vary for antennas and subcarriers due to fading e�ects. When the
channel coe�cients are small for certain components, those components may not
provide signi�cant power allocation, and thus, MRT allocates less power to those
components. This results in a reduced PAPR compared to the LOS case. We
can further assess the high distortion experienced by the free-space channel in
Figure 4.15 (b, left). The free-space case demands more input power to achieve
the maximum attainable DC current. This circumstance arises from the reduced
transmit power due to the distortion introduced by the ampli�ers dealing with
higher peak signals in the free-space channel.

Figure 4.16 presents an overall view of the attainable DC output current con-
sidering the end-to-end e�ciency, iTIBO

out , the required TIBO level, and correspond-
ing P in,TIBO

total for di�erent channel models and the number of tones, N , set to 2, 4,
8, 16, and 20. The �gure shows that the free-space channel exhibits higher TIBO
requirements than the other Rayleigh channels, as discussed earlier, due to its
higher PAPR signals. This higher TIBO requirement decreases the performance
of iTIBO

out for the free-space channel compared to the other Rayleigh channels.
Interestingly, by considering the end-to-end e�ciency, the performance of

WPT is better in Rayleigh channels than in a free-space channel. This compari-
son highlights the importance of considering channel characteristics in waveform
design and power allocation strategies for end-to-end WPT systems. By leverag-
ing fading and correlation attributes, the system can achieve better performance,
making it more suitable for practical applications in real-world scenarios.
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Figure 4.15: iout and OOB as a function of total input power for
di�erent channel correlations. Parameter con�guration: M �
128 and β � 3. Two cases, with the number of tones, N , equals
to 2 and 20, are shown.
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Figure 4.16: Attainable DC current considering the end-to-end ef-
�ciency, iTIBO

out for the di�erent number of tones and chan-
nel correlations. TIBO and the corresponding input power
level P in,TIBO

total is shown together. Parameter con�guration:
M � 128 and β � 3.
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4.3.5 Tone Selection Schemes

In this subsection, we propose a tone selection scheme to enhance the end-to-end
e�ciency and show the performance of the proposed scheme in our system using
MRT. The con�gurations considered are as follow: the number of tones, N , is equal
to 2, 4, 8, 16, and 20,M � 128, β � 3, and the average correlated channel. We then
compare the performance with the equally spaced tone selection scheme we used
in our previous simulations as our default tone selection. To better understand
the in�uence of di�erent tone selection schemes, we include an additional tone
selection scheme introduced in [17], where the strongest N subcarriers are selected,
by computing norms across all antennas, out of all available subcarriers within the
bandwidth, which is 1200 in our case.

So far, the study has provided better understanding into the impact of a high
peak signal on both PAs at the ET and recti�er at the ER. From the analysis,
several aspects can be discussed:

� Impact on ET E�ciency: An increase in the signal peak level consistently
leads to a reduction in the e�ciency of the ET. This is primarily attributed
to the distortion introduced by the ampli�ers.

� Impact on ER E�ciency: For the ER, a higher peak signal proves to be
bene�cial for e�ciency up to some N lim., beyond which the peaks become
too short to charge the capacitor, where N lim. � 20 in our system.

� Role of PAPR and Received Power: Our simulation results indicate
that increasing the PAPR can signi�cantly enhance the ER, within the lim-
itation of N lim., compared to solely focusing on improving received power
levels.

Based on this understanding, we design a tone selection scheme in which each
antenna selects theN strongest tones from a set of equally spacedN lim. � 20 tones.
This strategy provides several key aspects: i) By focusing on the selection of only
N tones per antenna, we ensure the e�ciency of the ET when operating with a
smaller number of tones, N . ii) With a substantial number of antennas, M � 128,
the chosen tones across all antennas are highly likely to contain the complete set
of N lim. � 20 tones, particularly within the context of the Rayleigh channel. iii)
As the transmitted signals are received at the receiver in phase through MRT, the
PAPR of the received signal corresponds to N lim. � 20, maximizing the e�ciency
of ER in our setup. By adopting this approach, the proposed tone selection scheme
is composed to enhance the e�ciency at the ET, while leveraging the maximum
e�ciency at the ER. Figure 4.17 shows the addressed three tone selection schemes
for the number of tones, N , set to 10, M � 128, and 1200 available subcarriers
within the bandwidth. Figure 4.17(a) illustrates the selection of 10 tones, which
are equally spaced 120 subcarriers apart. In Figure 4.17(b), the scheme selects the
10 strongest norms across the antennas out of the 1200 available subcarriers. In
these two schemes, the PAPRs of signals on both the ET and ER are in�uenced by
the 10 selected tones. On the other hand, Figure 4.17(c) illustrates the proposed
tone selection scheme, selecting the 10 strongest tones out of the equally spaced
N lim. � 20 tones. In this �gure, we observe that some antennas choose the same
tones, while others choose di�erent tones, resulting in a combination that covers
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the complete set of N lim. � 20 tones. From a PAPR perspective, this tone selection
strategy maintains a consistent distortion level at the ET, where N � 10 tones are
chosen. However, at the ER, we can receive a higher peak signal, where N � 20
tones are used.
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(a) Equally spaced tone selection.
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(c) Proposed tone selection.

Figure 4.17: Di�erent tone selection schemes. Yellow indicates
indices of the selected tones.

Now, our focus shifts to evaluating the proposed tone selection scheme in our
system, comparing it to two other tone selection schemes. We begin by analyzing
the performance based on two key parameters: the DC output current, iout, and
OOB. These parameters are examined for di�erent numbers of tones, speci�cally
values of 2, 4, 8, 16, and 20, with M � 128, β � 3 for the SSPA, and considering
the average correlated channel. Furthermore, we assess the iTIBO

out performance,
which is attainable DC current considering the end-to-end e�ciency, along with
the corresponding TIBO level, in the di�erent tone selection schemes.

Figure 4.18 displays the iout performance as a function of the total input
power, along with the corresponding OOB, for di�erent tone selection schemes.
Speci�cally, two cases are considered: N � 2 tones and N � 20 tones. Analyzing
Figure 4.18(a), where N � 2 tones, the e�ciency of the proposed tone selection
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scheme becomes evident. The yellow dashed line in Figure 4.18(a, left) represents
the proposed scheme, requiring a total input power of 12 dB to reach saturation.
In contrast, the equally spaced tone selection requires 24 dB of total input power
considering TIBO, P in,TIBO

total , and the strongest norms selection demands 16 dB.
Notably, the proposed scheme signi�cantly reduces the input power requirement
for achieving the maximum DC current, highlighting its e�ciency. Conversely,
when N is set to 20 in Figure 4.18(b), the proposed tone selection aligns with the
equally spaced tone selection, as N equals N lim., which is 20. In this case, the
strongest norms selection outperforms the others by utilizing stronger subchannels,
resulting in improved performance. Figure 4.19 highlights the e�ectiveness of the

Figure 4.18: iout and OOB as a function of total input power
for di�erent tone selection schemes. Parameter con�guration:
M � 128, β � 3, and average correlated channel. In two cases,
the number of tones, N , is equal to 2 and 20, are shown.

proposed tone selection scheme in achieving the attainable DC output current,
iTIBO
out , along with the corresponding TIBO and P in,TIBO

total levels. The �gure shows
the performance across di�erent values of N . In cases where TIBO is not required,
which applies to all scenarios except for N � 2 in the equally spaced tone selection,
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we focus on the P in,TIBO
total level. It is important to note that in these cases, P in,TIBO

total

is equivalent to P in
total, as no total input power backo� is needed. Analyzing the

curves of P in,TIBO
total , it is evident that the proposed tone selection scheme demands

lower input power to reach the maximum attainable DC current, corresponding
to the saturation point. This observation holds for scenarios where the number of
tones, N , is less than N lim. � 20.

The demonstrated e�ectiveness of the proposed tone selection scheme high-
lights its potential to o�er more e�cient transfer in practical scenarios, thereby
contributing to the improvement of the end-to-end WPT performance.

Figure 4.19: Attainable DC current considering the end-to-end ef-
�ciency, iTIBO

out for the di�erent number of tones, N , and tone
selection schemes. TIBO and the corresponding input power
level P in,TIBO

total is shown together. Parameter con�guration:
M � 128, β � 3, and average correlated channel.
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Chapter5

Conclusion and Future Work

5.1 Conclusion

In this thesis, we analyzed two waveform design schemes, focusing on their impact
on DC output current at the ER, considering end-to-end WPT e�ciency. We
explored the SCP optimization and MRT scheme as two approaches to waveform
design.

Initially, we investigated the SCP optimization approach, considering a con-
strained con�guration with a limited number of tones and antennas due to the
complexity of the SCP algorithm. Through this analysis, we studied the power al-
location strategy of SCP, which is designed to optimize the DC current at the ER,
considering the e�ciency of the ET. We observed that the power allocation pattern
in the SCP scheme exhibited similarities to the power allocation achieved through
the MRT scheme. Both approaches allocate more power to strong sub-channels,
leading to similar power distribution strategies.

Building upon this insight, we designed a WPT system based on the MRT
scheme. We further investigated the factors in�uencing the DC output current
at the ER, taking into account the e�ciency of the ET under various scenarios,
including variations in the number of tones, the number of antennas, ampli�er qual-
ity, and di�erent channel conditions. This system design enabled us to leverage
a high number of antennas, up to 256, while signi�cantly reducing the computa-
tional complexity compared to the SCP algorithm. As a result of this complexity
reduction, we could extend the number of tones employed in the system to sev-
eral thousand. However, our analysis revealed that as the number of tones, N ,
exceeded a certain threshold, the resulting signals became too short to e�ectively
charge the harvester, leading to a rapid decline in e�ciency at the ER. As a re-
sult, we found this threshold value as the maximum number of tones, N lim., and
employed it as an upper limit.

Throughout our investigation, based on the MRT scheme, across diverse sce-
narios, we have several conclusions: i) Elevating the number of tones up to the
maximum value of N ampli�ed the e�ciency of the ER, fostering accelerated
growth in the harvested DC current. Nonetheless, this increase in the number of
tones also introduced higher distortion levels in the ET, which can be mitigated us-
ing TIBO and consequently reducing the DC output current. ii) Leveraging more
antennas contributed to array gain, proportional to 10 � logpMq, increasing the re-

59
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ceived power and the DC output current at the ER. As power distribution spreads
across more antennas, the distortion level in power ampli�ers is reduced. This
reduction in distortion allowed for higher input power while maintaining a limit
on distortion, thereby extending the coverage area for charging devices. Our setup
with 256 antennas and 20 tones achieved a +205% increase in charging distance.
iii) Ampli�er quality plays a signi�cant role in the system's performance. As ex-
pected, ampli�ers of inferior quality, which operate more in non-linear regions,
introduced higher distortion at the ET, leading to reduced DC output current.
iv) Our analysis of di�erent channel correlation scenarios highlighted that uniform
power distribution across tones in a free-space channel, using all tones for generat-
ing a signal, introduced more distortion in power ampli�ers compared to Rayleigh
channels, which exploited the e�ective tones identi�ed by MRT.

Based on our understanding, we introduced a tone selection scheme aimed
at maximizing a PAPR of the received signal at the ER while maintaining the
e�ciency at the ET. Furthermore, we demonstrated our proposed scheme outper-
formed the other tone selection schemes: the equally spaced tone selection scheme
and the scheme based on selecting the N strongest norms.

In summation, our thesis contributes an understanding of the complex inter-
play of the MRT waveform design scheme, various system parameters, channel
characteristics, and tone selection scheme in WPT. By studying the intricacies
of these factors, we o�er guidance for designing and implementing e�cient WPT
systems across a range of practical scenarios. The demonstrated e�ectiveness of
the proposed tone selection scheme highlights its potential to o�er more e�cient
transfer in practical scenarios, thereby contributing to the improvement of the
end-to-end WPT performance.

5.2 Future Work

With the purpose of advancing the practical applicability of our research, this sub-
section presents promising opportunities for future study. Speci�cally, we highlight
the following directions that hold substantial potential for enriching our �ndings:

� Increase the PAPR constraint at the harvester: Expanding the scope
of investigations to accommodate the higher PAPR constraints holds the po-
tential for further enhancing the e�ciency of the ER and the e�ectiveness
of the proposed tone selection scheme. This expansion could involve exam-
ining various levels of device power consumption corresponding to di�erent
load resistances. Multiple diode recti�ers [13] can potentially increase the
constraints. In our model, deriving the constraint in (2.24) assumes the use
of a simple single-diode recti�er. Investigating the more advanced recti�er
models could provide an additional increase in the PAPR constraint.

� Multiple Users: An fascinating opportunity for further research involves
extending the study to encompass scenarios with multiple users. Investigat-
ing more dynamic waveform design strategies [14] in more complex setups
could provide valuable insights into integrating the system into real-world
applications.
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AppendixA
SCP Theory

The optimization problem in (3.9) has a convex objective function which can be
solved by SCP. In order to solve this problem using SCP, the objective function
has to be linearly approximated by its �rst-order Taylor expansion at an operating
point. This gives a new optimization problem where its solution is used to �nd
the next operating point and so on. Doing this we obtain

z
plq
DCp�Wtr, xWtrq �

M̧

m�1

N�1̧

n�0

ᾱplqn,m
�W tr2

n,m � α̂plqn,m
xW tr2

n,m, (A.1)

which gives the �rst-order Taylor expansion of the quantity zDC at the lth iter-
ation. Here, tᾱplqn,mu and tα̂plqn,mu represent the sequence of the �rst-order Taylor
coe�cients at the lth iteration which are computed by using the previous operat-
ing point p�Wtr, xWtrqpl�1q. Using this approximation, the optimization problem in
(3.9) can now be written into

max
�Wtr,xWtr

z
plq
DCp�Wtr, xWtrq (A.2)

s.t.
M̧

m�1

1

2T

»
T

�
xtr
mptq
G

� r 1

1� pxtr
mptq
As

q
s 1
2β

�2

dt ¤ P in
max,

1

2

M̧

m�1

N�1̧

n�0

�W tr2

n,m �xW tr2

n,m ¤ P tr
max.

Now, Problem (A.2) can be solved by using Barrier's method. However, this
requires the reformulation of Problem (A.2) such that we do not have non-linear
constraints. This can be done by expressing the optimization problem as follows

min
�Wtr,xWtr

�z
plq
DCp�Wtr, xWtrq �

2̧

q�1

Ipfqp�Wtr, xWtrqq, (A.3)

where Ipxq is a function that satis�es the following

Ipxq �
#
0 for x ¤ 0

8 for x ¡ 0
(A.4)
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and f1p�Wtr, xWtrq and f2p�Wtr, xWtrq are expressed as

f1p�Wtr, xWtrq � 1

2

M̧

m�1

N�1̧

n�0

�W tr2

n,m �xW tr2

n,m � P tr
max, (A.5)

f2p�Wtr, xWtrq �
M̧

m�1

1

2T

»
T

�
xtr
mptq
G

� r 1

1� pxtr
mptq
As

q
s 1
2β

�2

dt� P in
max. (A.6)

In order to make the objective function in (A.3) di�erentiable, the function Ipxq
can be approximated using the relationship

Îpxq � �1

t
logp�xq (A.7)

where t is a parameter that determines how close Îpxq gets to Ipxq.
Now, we have an optimization problem where the objective function is di�er-

entiable and the constraints are linear.

min
�Wtr,xWtr

�z
plq
DCp�Wtr, xWtrq � 1

t

2̧

q�1

logp�fqp�Wtr, xWtrqq. (A.8)

To conclude, the optimization problem presented in (3.9) is solved iteratively using
SCP where in each SCP iteration the optimization problem is approximated to
(A.2). Problem (A.2) is then solved using Barrier's method which uses Newton's
method.

The entire optimization problem is described in Algorithm 1 which uses Al-
gorithm 2 which in itself uses Algorithm 3. In Algorithm 3 we used F to denote
the expression in (A.3). It is important to note that in the below Algorithms
1-3, vector notations are used. Furthermore, when it comes to the SCP approach,
the choice of parameters for the optimization algorithm plays a crucial role in
determining the stability and convergence to optimal weights. Table A.1 lists the
parameter set of SCP used in our simulation.



SCP Theory 67

Algorithm 1: Successive convex programming

Input: p�Wtr,xWtrqp0q, ϵ0 ¡ 0, l Ð 1;

Output: p�Wtr,xWtrq�;
Repeat:

1: Compute pā, âqplq at the operating point p�Wtr,xWtrqpl�1q

using Taylor expansion;

2: Compute p�Wtr,xWtrqplq using Algorithm 2;

3: Update p�Wtr,xWtrq� Ð p�Wtr,xWtrqplq;

4: Quit if ||�Wtr,plq � �Wtr,pl�1q||   ϵ0;
5: l Ð l � 1

Algorithm 2: Barrier's method

Input: p�Wtr,xWtrqpB0q, t ¡ 0, µB ¡ 0, ϵB ¡ 0;

Output: p�Wtr,xWtrqplq;
Repeat:

1: Compute p�Wtr,xWtrq by minimizing Problem (A.8)

using Newton's Method with initialized point p�Wtr,xWtrqpB0q

2: Update p�Wtr,xWtrqplq Ð pw̄tr, ŵtrq;
3: Quit if 2{t   ϵB;

4: t Ð µBt, p�Wtr,xWtrqpB0q Ð p�Wtr,xWtrqplq

Algorithm 3: Newton's method for optimization

Input: p�Wtr,xWtrqpkq Ð p�Wtr,xWtrqpB0q, k Ð 1, γ ¡ 0, ϵn ¡ 0

Output: p�Wtr,xWtrq
Repeat:

1: Compute the gradient ∇F and hessian ∇2 F for Problem (A.8)

at the point p�Wtr,xWtrqpkq

2: Take the next step:

p�Wtr,xWtrqpk�1q � p�Wtr,xWtrqpkq � γr∇2 F s�1∇F

3: Update p�Wtr,xWtrq Ð p�Wtr,xWtrqpk�1q;

4: Quit if ||�Wtr,pk�1q � �Wtr,pkq||   ϵn;

5: p�Wtr,xWtrqpkq Ð p�Wtr,xWtrqpk�1q;

6: k Ð k � 1
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Parameter Variable Value

ϵ0 1 � 10�3

t 1 � 107

µB 1.2

ϵB 5 � 10�8

γ 5 � 10�5

ϵn 1 � 10�4

Table A.1: SCP optimization algorithm parameters


