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Abstract

Surveillance cameras are used for video monitoring. To complement the video
stream, different external accessories can be attached to a camera. The addi-
tion of external accessories brings certain limitations in terms of aesthetics
and functionality. To overcome these limitations, an internal platform for con-
necting accessories would enable the creation of better and more future-proof
products.

This Master’s Thesis investigates the development of a detachable two-
way audio accessory and an internal platform for a panoramic surveillance
camera. A structured product development method was followed, which re-
sulted in a functional prototype. The accessory consists of a speaker, an am-
plifier, and two microphones for audio output and input. The components are
enclosed by 3D printed parts with a geometry adapted to the camera’s inter-
nal platform. The mechanical fastening of the accessory is made in two steps
utilizing magnets and screws, and the electrical connection between the ac-
cessory and the camera is made using pogo pins. The playback and recording
are interacted with through a graphical user interface. Pros and cons of the
resulting prototype are discussed, and possible future improvements are sug-
gested.
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1
Introduction

1.1 Background

Surveillance cameras are today widely used to create a safe environment for
humans. There are many different types of surveillance cameras for different
purposes and environments. Some camera sensors are fixed in their position
and zoom while others can be adjusted in different directions. Some cameras
consist of a single camera sensor, while others are made up of several sensors.
One type of multi-sensor camera is a panoramic camera. These consist of
multiple video streams that together provide a 360-degree overview of an area
when mounted on the ceiling of a room or suspended outdoors.

To complete the video stream, other functions than video can be built into
the camera. For example, audio can be used in the video stream by adding mi-
crophones and speakers to the camera housing. IR sensors and LED lights are
other examples of parts that can be added. The camera will then be delivered
with these functions integrated permanently, and if the customer wants differ-
ent functions, a new camera needs to be purchased. An alternative to this is
to use external accessories that can be attached to the camera. However, these
are often not designed specifically for a particular camera. This has its limi-
tations, both aesthetically and functionally, since the accessories’ design and
connection interface depend on what type of accessory is going to be attached.
A better solution, that today does not exist on the market, would be to design
both modular and detachable accessories that can be connected to a specific
camera internally with a generic connection interface. The customer will then
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Chapter 1. Introduction

be able to buy one camera with exchangeable functions through the modu-
lar accessories designed for that particular camera. A modular and detachable
accessory with a generic connection interface will expand the possible use
cases for the customer buying a surveillance camera with these accessories
available. This will not only be user-friendly but also cost-efficient and create
better and more future-proof products.

For panoramic cameras, different kinds of accessories could potentially
be developed. Such accessories could be infrared lights (IR) to be able to
use the camera sensors in darkness, a pan-tilt-zoom camera (PTZ camera) to
get a high-resolution image of a specific area, or a strobe to light up dark
environments. Another accessory that could be combined with a panoramic
camera is an accessory for audio input and output. By using this two-way
communication, the camera can detect sounds of interest and communicate
with people close to the camera. The number of possible use cases increases.

There are multiple advantages to combining detachable audio accessories
with surveillance cameras. The user of the camera gets more freedom because
accessories can be chosen and swapped out based on the use case and purpose
of the camera. Furthermore, more cameras that are sold to the customer can
potentially use the same base before adding a specific accessory, which means
more cameras can be mass-produced and in turn reduce costs.

1.2 Problem Formulation

A manufacturer of network cameras today manufactures a panoramic camera,
from here on referred to as "the camera". The camera consists of four camera
sensors positioned in a circle to create a 360-degree overview. In the center of
the circle, there is room for other parts to be included in the camera. An illus-
tration of the camera consisting of four camera sensors and a void is shown in
Figure 1.1.
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1.2 Problem Formulation

Figure 1.1 An illustration of the panoramic camera.

The goal of this Master’s Thesis is to utilize the free space in the center of
this panoramic camera and develop a detachable accessory for two-way audio
communication. The accessory should:

• Be able to play sound, especially speech, to be heard clearly at a rea-
sonable distance

• Detect sound and make a simple analysis of the audio input

• Process the audio input and output signals

• Connect electronically to the existing camera

• Fit geometrically into the void inside the circle with the camera sensors

• Be detachable

The development of the accessory includes choosing appropriate compo-
nents, integrating them neatly into a platform, and connecting the components
to the printed circuit board (PCB) of the existing camera.
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Chapter 1. Introduction

The accessory is supposed to be used in public spaces, e.g., airports, train
stations, and fuel stations where the camera would sit in the ceiling. If unusual
behavior is detected via the video stream or if a sound of interest is detected,
the speaker should be able to send a pre-recorded sound message to people on
site.

1.3 Assumptions and Limitations

The goal of the thesis is not to develop a complete product ready for mass pro-
duction, but rather a functional prototype as a proof of concept. A limitation
set is that a PCB in the accessory does not necessarily have to fit internally
in the prototype of the accessory since evaluation boards used during devel-
opment can be hard to fit internally. Neither does the accessory have to use
the current system-on-chip for computing when the accessory is connected to
the camera. To tailor an own PCB or use the company’s available chips in the
prototype is perceived as unnecessarily complex work that would take time
from other important parts of the project. Instead, the goal is to use existing,
easy-to-use platforms as replacements for both the camera’s chip and the PCB
of the accessory.

A Raspberry Pi [What is a Raspberry Pi? 2023] will be used instead of
the camera’s system-on-chip. Necessary electronic components will in this
Master’s Thesis be used instead of the accessory’s PCB. The idea is that the
Raspberry Pi and the electronic components should be connected to the acces-
sory’s internal components to conceptually show the function of the prototype.
A Raspberry Pi is suitable to use as a microprocessor for this project because
it is easy to use and has many input and output pins, including pins for digital
sound. See Section 2.3 for details about the Raspberry Pi.

In a real-world product, the camera and the accessory should act as one
unit once the accessory is installed, and processing of audio input and output
should take place on the camera’s system-on chip. The system-on chip should
be connected to an Ethernet cable which would make it make it possible for an
operator to communicate with the accessory remotely. In this thesis, however,
a remote connection is not looked into. Sending and receiving audio signals
will in this thesis instead be performed on the Raspberry Pi.
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1.4 Disposition of the Report

A detailed cost estimation will be outside the scope of this thesis. How-
ever, the parts will be selected with their price in mind but it will not be a
deciding factor when choosing between two different parts.

1.4 Disposition of the Report

Important concepts and vocabulary are described in a theory part in Chapter 2.
The product development method used is described thoroughly and audio and
electronic concepts are introduced. These are relevant in order to understand
the remaining part of the report. The theory chapter is followed by Chapter 3
where it is described how the product development process will be applied to
the development of the specific audio accessory.

In Chapter 4, details of the development process are presented and it is de-
scribed which concepts that have been chosen and why. The final prototype is
presented at the end of Chapter 4. The results are then discussed in Chapter 5.
Finally, suggestions for future work are presented and a conclusion is drawn
in Chapter 6.
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2
Theory

2.1 Product Development Process

Developing a product can often be a complex process. Therefore, it is good
to follow a method where the process is divided into a few steps to simplify
and clarify the work process. The method chosen in this project is the one
described by Karl T. Ulrich and Steven D. Eppinger in the book "Product De-
sign and Development" [Ulrich and Eppinger, 2012]. There are several bene-
fits to following this model, including that the quality of the resulting product
is guaranteed, a well-planned work with milestones at each phase, as well
as great opportunities for evaluation and problem-solving during the ongoing
process.

Planning
The first phase in the product development model presented by [Ulrich and
Eppinger, 2012] is the planning phase. This phase presents which goals that
exists with the development and the resources to achieve these goals. It is im-
portant that this phase is done carefully because the product being developed
must be in line with the company’s business strategy and existing product
portfolio. It is also in this phase that ideas are developed, and a timetable is
created. The result of this phase is a "Mission Statement" where the purpose
of the project is described and identifies relevant stakeholders, customers and
business goals.
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2.1 Product Development Process

Concept Development
In the next phase of the process according to [Ulrich and Eppinger, 2012],
the goal is to generate several concepts, test these and choose one that will
be developed in subsequent phases. The basis of this step is to identify the
customer needs that are concretized into product specifications. Once it has
been clarified what characteristics the product should have, concepts can be
generated. This is done by searching for information internally and externally
and generating ideas and solutions together in teams. The different concepts
are then analyzed and compared against each other in order to systematically
select one or more that go on to testing. In the final step, the concept or con-
cepts are then tested to ensure that customer needs are met and to identify any
flaws that may prove costly later in the process.

System-Level Design
The purpose of this phase in the approach by [Ulrich and Eppinger, 2012] is to
develop the architecture of the product. This means that the product’s physical
subsystems and elements are clarified based on which functions these should
have and how these are connected to each other. This step is based on the
product’s functions together with the individual parts and components. This is
usually illustrated schematically and is then called the product’s architecture.

Detail Design
Detail Design in the model presented by [Ulrich and Eppinger, 2012] is the
phase when the individual components and parts are completed. This includes
part geometry, material selection and tolerances. It is common to use the "De-
sign for X" method, where X can stand for different criteria. It is common to
use "Design for manufacturing", where the parts are designed and constructed
in order to be manufactured as efficiently as possible and still maintaining the
desired level of quality and safety.

Testing and Refinement
In the penultimate phase, according to [Ulrich and Eppinger, 2012], the prod-
uct is tested, both as a whole and at the component level. During the testing,
it may occur that errors are found or that something needs to be developed
further. Therefore, this becomes an iterative process.
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Chapter 2. Theory

Production Ramp-Up
In the final stage of the product development process in the approach by [Ul-
rich and Eppinger, 2012], the product is made using the intended production
system. During the ramp-up, the workforce is trained, and the remaining er-
rors in the production are identified.

2.2 Audio Concepts

Sound Pressure Level
The sound volume from a speaker can be experienced differently depending
on the person listening and the environment where the speaker is operating. In
order to more easily compare the capacity of speakers, it is therefore impor-
tant to have an objective unit of measurement. An example of this is "sound
pressure level" (SPL). Sound pressure is the average variation in atmospheric
pressure caused by the sound. The sound pressure level is what level this pres-
sure constitutes and is measured in decibels (dB) [What is Sound Pressure
Level (SPL) and how is it measured? 2023].

Described by [Long, 2014], "sound pressure level" (Lp) is defined as fol-
lows:

Lp = 10log
(

p2

p2
ref

)
where

p = rms sound pressure (rms)

pref = 2 ·10−5 Pa (reference pressure)

Speaker Sensitivity
In order to be able to compare speakers with each other in a fair way, it is
important that they are compared under the same conditions. Speaker sen-
sitivity is a measurement based on sound pressure level but with a specific
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2.2 Audio Concepts

given power and at a specific distance, explained in [Speaker Sensitivity 2023].
When the value of this measurement is reported in the speaker’s specifica-
tions, a power and distance are often stated. At the given power level and at
the given distance, the sound level is then equal to SPL. The measure can thus
be interpreted as the speaker’s efficiency.

Loudspeaker Enclosure
A loudspeaker is primarily based on one simple concept, to move air to get
sound. This is done by a diaphragm or cone that is put in motion by the me-
chanical movement created by an electromagnetic field, according to [Dicka-
son, 2006]. The electromagnetic field is generated by applying a current to a
coil.

When the air in front of the loudspeaker is pushed forward by the di-
aphragm or cone, the air on the other side of the speaker is diluted or rarefied,
described by [Fantel, 1986]. This means that the air is behaving in an oppo-
site manner on one side of the speaker compared to the other. The rarefied
air on the back will then nullify the compressed air in the front resulting in
a cancellation of sound. To avoid this, a loudspeaker enclosure is used, of-
ten consisting of a sealed box trapping the rear of the speaker and delimiting
the air behind the speaker from reaching the air in front of it. Ideally, this
enclosure box is made airtight and the inside walls are lined with absorbing
material.

Speaker Frequency Response
To obtain a high-quality sound played by the speaker, it is important that the
speaker can generate sound in a wide range of frequencies. The range of fre-
quencies that a speaker can reproduce is measured by the frequency response
[Understanding Speaker Frequency Response 2023]. The human ear can per-
ceive and hear sounds between 20 and 20 000 Hz. In order to use the speaker’s
frequency response as a parameter when speakers are compared to each other,
it is not only interesting to look at which frequencies the speaker can play
but also any deviations across the range at certain frequencies. This is often
illustrated in a graph in the datasheet for the speaker in question. In such a
graph, the Sound Pressure Level that the speaker is able to reproduce at spe-
cific frequencies is illustrated. An example is shown in Figure 2.1. Different
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Chapter 2. Theory

frequency responses can be preferable in different cases and this depends on
the case where the speaker is going to be used.

Figure 2.1 Example of how a speaker frequency response can look like.

Microphone Sensitivity
The sensitivity of a microphone is the ratio between the electrical response and
a given acoustic input signal [Microphone Specifications Explained 2023].
The acoustic input signal is often standardized and represented by a sine wave
with a frequency of 1 kHz at 94 dB SPL. A higher sensitivity of a microphone
gives a higher output for the electrical response for the given acoustic input.
The value is often specified as negative which means that a higher sensitivity
is represented with a smaller absolute value.

The sound quality of a microphone cannot only be testified by the sensi-
tivity itself, but also depends on the context in which the microphone is to be
used [Microphone Specifications Explained 2023]. If the microphone is to be
used in situations where the sound source is close, a microphone with higher
sensitivity will cause more distortion and poorer sound quality. A microphone
with higher sensitivity should therefore be used in situations where the sounds
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2.2 Audio Concepts

are not particularly isolated and directed. For such a situation, a microphone
with lower sensitivity is better.

Microphone Signal-to-Noise Ratio
The signal-to-noise ratio (SNR) describes the ratio between a reference sig-
nal and noise that degrades the signal [Microphone Specifications Explained
2023]. When this value is specified in specifications, the reference signal is
usually standardized (1 kHz, 94 dB SPL). Since the reference signal can be
seen as the signal and the sound you want to hear, SNR can be seen as a mea-
sure of how much noise interferes with the recording of a specific microphone.
A higher value of SNR thus gives less interference from background noise.

Microphone Frequency Response
The frequency response of a microphone indicates the level of the output sig-
nal at a certain frequency and which frequencies the microphone can repro-
duce [Mic Basics: What is Frequency Response? 2023]. Like the frequency
response of speakers, the frequency response of microphones is also illus-
trated with a graph. A frequency response of a microphone can be more or
less even for a certain interval of frequencies. An even response in a range of
frequencies means that the microphone is equally sensitive to those frequen-
cies, which will mean that the sound that the microphone reproduces does
not differ that much from the original sound. This is beneficial when record-
ing musical instruments or sound effects, but works worse when recording
voices.

A more uneven frequency response makes the microphone more sensitive
to some frequencies than others [Mic Basics: What is Frequency Response?
2023]. The response then has peaks in gain at certain frequencies and troughs
at others. Microphones with an uneven frequency response are usually less
sensitive to sounds with low frequencies, which makes them less sensitive to
noise and other sounds in the environment. Instead, it is common for frequen-
cies in the range of speech and instruments to be amplified and these sounds
therefore become clearer and can be reproduced with a higher quality. As a
rule, the frequency response should be relatively smooth and not have overly
large peaks and valleys. This can cause the sound to be perceived as unnatural.
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Chapter 2. Theory

I2S Sound Protocol
I2S (Inter-IC sound) is a digital sound protocol developed by Philips Semi-
conductors (now NXP Semiconductors), described in [I2S bus specification
2022]. Although the technology was developed already in the 1980s, it is still
widely used for sending digital audio between chips. The I2S standard uses
only three lines to keep wiring simple: Serial data (SD), Word select or Left-
right clock (LRCLK) and Continuous serial clock or Bit clock (BCLK). An
illustration of the three lines can be seen in Figure 2.2.

As described in [I2S bus specification 2022], the Serial data line is the line
used to represent an actual sound tone. For this line, a word length is chosen
to represent an audio frequency. A longer word length (more bits) allows for
higher precision but requires a higher clock frequency or lower sampling rate.
A bit can be represented with either a 0 or a 1, and the number of different
audio frequencies that can be represented is therefore two to the power of the
number of bits. The left-right clock line simply determines whether the current
information belongs to the right or left channel. This line can be represented
with a 0 or a 1.

Also explained in [I2S bus specification 2022], the bit clock line counts the
number of bits that passes and the number of bits per second depends on the
bit depth of the application and the sampling rate. Every second, the number
of counts is the sampling rate multiplied by the bit depth. Additionally, since
there are two channels (left and right), the number of bits needs to be doubled.
For instance, if an application would use a bit depth of 16 and a sample rate
of 48 kHz, the clock frequency would be 16 ·48000 ·2 = 1.536 MHz.
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2.2 Audio Concepts

Figure 2.2 Illustration of the three lines of the I2S sound protocol. Repro-
duced from [I2S bus specification 2022].

PDM Sound
Another common digital sound protocol used is PDM (Pulse density modula-
tion), which is another digital representation of analog sound [PDM vs. I2S:
Comparing Digital Interfaces in MEMS Microphones 2023]. PDM only con-
sists of one line and is made up of a series of continuous bits which can have
a value of either 0 or 1. The density of the high and low bits represents an
audio frequency. The higher the amplitude of the audio signal, the higher the
density of the high bits. An illustration of how the PDM sound protocol works
is shown in Figure 2.3. Since many bits are required to describe only a single
oscillation of the analog sound the bits represent, a very high sampling rate is
required to accurately represent the sound wave.
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Chapter 2. Theory

Figure 2.3 Illustration of how an analog tone is represented in binary format
using the PDM sound protocol. Reproduced from [PDM vs. I2S: Comparing
Digital Interfaces in MEMS Microphones 2023].

2.3 Electronics

Amplifiers
The purpose of using amplifiers in audio circuits is to reproduce and enhance
input signals, delivering them as audio output signals at a desired volume and
power level [Analog Dialogue 2023]. Amplifiers can be implemented differ-
ently by using transistors in various ways. The transistors operate in linear
mode to scale the input voltage to a given output voltage.

The transistors in an amplifier can also operate in a switching state where
they switch from being on to off. These are the basics for so-called Class D
amplifiers [Analog Devices 2023]. The switching happens at a frequency that
is higher than the highest audio signal that needs to be reproduced. Since the
transistors are either on or off, the efficiency of these amplifiers is high.
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2.3 Electronics

Raspberry Pi
A Raspberry Pi is a small computer that comes at a low cost and can be used
to realize projects where programming and computation are necessary [Rasp-
berry Pi 4 Product Brief 2021]. A common language to use when program-
ming with a Raspberry Pi is Python [What is a Raspberry Pi? 2023].

A Raspberry Pi has so-called GPIO pins which stand for General-Purpose
Input/Output pins [Raspberry Pi GPIO pins 2023]. These are used to connect
other devices to make it possible for communication between these and the
Raspberry Pi. The latest models have 40 GPIO pins providing different func-
tions. One of these functions is communication via the I2S sound protocol
[Raspberry Pi Audio 2023]. These pins make it possible to send and receive
digital sound data to and from other devices, for example, microphones and
amplifiers.

Digital Signal Processor
A digital signal processor (DSP) is one specific type of microprocessor
[W. Smith, 1997]. It is designed to process digital signals in real-time and
can be used in many contexts, for instance when processing audio or images.
Any microprocessor can generally function as a digital signal processor but
will not perform as well as a designated DSP, and the energy efficiency will
be worse and the cost will be higher.

In terms of audio signal processing, which in this Master’s Thesis is the
relevant area, a DSP offers multiple features according to [W. Smith, 1997]. Its
use cases include filtering of audio input and output, volume control, limiting,
mixing, and speech recognition. Some audio DSPs also have built-in analog-
to-digital converters and digital-to-analog converters, also known as codecs.
This eliminates the need for external codecs.

MEMS Microphone
MEMS is short for microelectromechanical systems, explained by [Lindroos,
2020]. In MEMS technology, mechanical and electrical parts are combined
creating structures on the micrometer scale, hence the name microelectrome-
chanical. In recent times, the usage of MEMS microphones has increased
drastically and this is mainly due to their high stability against environmental
conditions such as temperature humidity and vibrations. The MEMS micro-
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Chapter 2. Theory

phones can also deliver better electro-acoustical performance at a smaller size
compared to the available alternatives.

As there are different types of microphones, there are also different types
of MEMS microphones that use different technologies. The most common
technique is based on a capacitive sensing principle, according to [Lindroos,
2020]. The basics of capacitive sensing are that an electrical field is chang-
ing when something is approaching or touching the sensor. A rigid backplate
and a movable membrane are formed by standard silicon material and MEMS
manufacturing processes. The capacitor is charged by a so-called ASIC, which
stands for application-specific integrated circuit [Capacitance Sensors for Hu-
man Interfaces to Electronic Equipment 2023]. In this case, the sound port is
located on the same side as the solder pads. This is the most common way of
design and gives high acoustical performance at the same time as the design
around the microphone does not get very complex compared to other designs.
The alternative is to have the sound port in the metal lid. This will be favor-
able in some applications, for example when the mechanical integration of the
microphone is of high importance.

MEMS microphones can be either analog or digital [Analog and Digi-
tal MEMS Microphone Design Considerations 2023]. In the latter case, the
microphone has a built-in analog-to-digital conversion function. Analog mi-
crophones are generally more prone to electromagnetic interference that can
cause distortion in audio signals.

I2C Communication
The Inter-Integrated Circuit (I2C) serial bus (not to be confused with I2S) is
a simple bidirectional 2-wire bus for communication between devices [I2C-
bus specification and user manual 2021]. A big benefit of this protocol is
that only two pins are required for two-way communication: a serial data line
(SDA) and a serial clock line (SCL). I2C is the world standard and widely
used in industry.
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3
Method

The problem in this thesis is approached by following the steps of a concept
development process, to a reasonable extent. The Ulrich and Eppinger product
development process [Ulrich and Eppinger, 2012] is a great support in the
development of the accessory, but should not be a limitation when the method
is not perfectly applicable to the specific product. In this project, the product
development process by Ulrich and Eppinger has been adapted in a way to suit
the specific development in the most efficient way. How this has been done,
will be explained in this chapter.

3.1 Concept Development

The accessory that has been developed during this project has many differ-
ent potential areas of usage and therefore it has been critical to identify key
customer needs before starting to develop concepts. The key customer needs
have then developed into product specifications, which in turn have been the
foundation for how the concepts have been generated and analyzed. Since
this product includes functions covering different functional areas, many sub-
concepts have been generated, one that will solve each sub-problem. When
these sub-concepts have been analyzed, they have not only been analyzed in
isolation but also in a more holistic perspective taking into account how they
affect the whole product structure.
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Chapter 3. Method

Customer Needs and Metrics
By interviewing stakeholders with interest in the developed accessory, cus-
tomer needs have been identified. The stakeholders have been product owners,
managers, and supervisors. Although these people are not the end customers
of a real-world product, they can in this case be seen as the customers since the
purpose has been to develop an accessory that satisfies their needs and wishes.
After the interviews, statements were interpreted into needs and then ranked
by importance resulting in a group of key customer needs. The importance
was given through intuition after interpreting what features the stakeholders
thought were of importance. The needs are shown in Table 3.1.

26



3.1 Concept Development

Table 3.1 List of customer needs with corresponding priority.

No. Need Comment Priority

1
The communication between
camera and accessory works
neatly

When the accessory is
connected, the camera and
this should work as one unit

***

2
The accessory fits inside the
existing camera

***

3
The accessory is firmly
attached to the camera

The accessory should not fall
off

***

4
The accessory starts to record
audio when a loud sound oc-
curs close to the camera

**

5

The contact between the
accessory and the camera is
universal and suits a wide
range of accessories

**

6
It is easy to install and
uninstall the accessory

**

7
The microphone can detect
sound in a wide range of
volumes

Loud sounds, e.g., explosions,
as well as quieter sounds, con-
versations

**

8
The speaker can play sound
loudly

**

9
The speaker can play sound in
a wide range of
frequencies

Conversations: approx.
100-8000 Hz

**

10
The microphone can detect
sound in a wide range of
frequencies

Conversations: approx.
100-8000 Hz

**

11
The camera is weatherproof
when the accessory is
installed

Ideally, the camera should
sustain moisture, wind and
dust

*

12
The accessory is cheap to pro-
duce

*

13
The accessory has a
aesthetically pleasing design

*
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These needs can then be matched against corresponding metrics. These
metrics are introduced in Table 3.2.

Table 3.2 Needs-Metrics Matrix.
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Need

1 The communication between camera and accessory works
neatly

•

2 The accessory fits inside the existing camera •

3 The accessory is firmly attached to the camera •

4 The accessory starts to record audio when sound is detected • •

5 The contact between accessory and camera is universal and
suits a wide range of accessories

•

6 It is easy to install and uninstall the accessory •

7 The microphone can detect sound in a wide range of vol-
umes

•

8 The speaker can play sound loudly •

9 The speaker can play sound in a wide range of frequencies •

10 The microphone can detect sound in a wide range of fre-
quencies

•

11 The camera is weatherproof when the accessory is installed •

12 The accessory is cheap to produce •

13 The accessory has an aesthetically pleasing design •
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3.1 Concept Development

Target Specifications
When the customer needs had been identified, the next step was to develop
these into product specifications and in more detail describe how well the
product should perform. The performance is measured by establishing metrics
out of the needs. Due to the big scope of this project, specific values and
ranges for the different metrics have not been set. The metrics will instead
be helpful during the concept development phase when comparing different
concepts.

Concept Generation
Since the thesis involved multiple problems in terms of mechanics, electron-
ics and software, concepts for different sub-problems were generated. The
concepts were generated by brainstorming ideas, searching for solutions ex-
ternally, and also looking internally at similar problems. All the ideas from the
different sources were then analyzed and customized to fit into this project and
concretized by sketches, schematics and CAD models.

Concept Selection
After the concepts for the sub-problems had been generated, the next step was
to select which concept to develop further. The selection process included a
comparison of the concepts through scoring and testing. Selecting a winner
through both scoring and testing was valuable since the scoring gave a more
isolated view of each concept whereas the testing gave a good view of how
the concept function with other parts of the product and also how realistic it
is.

Concept Scoring. The concept scoring was made by scoring the concepts
on each sub-problem based on different criteria. The criteria were ranked with
the most important given the largest weight points. A score was given to each
concept between 1-5 where 5 were seen as the best. The final ranking then
gave a winner based on a weighted score. When evaluating the different con-
cepts, not all have been evaluated through concept scoring. This method has
been used where it has been relatively easy to get an intuitive feeling of how
the concept will work. Since the scoring has been done before any testing,
the concepts that have been harder to get an intuitive feeling of their func-
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tion, have been left out from the scoring and instead evaluated through careful
testing.

Concept Testing. The testing phase was carried out by realizing the concepts
further. As mentioned before, this gave a more realistic view of how well the
concept will function and if it is feasible with the rest of the parts. Some
concepts may have scored high but were harder to implement and vice versa
which made this way of working valuable. Depending on which concept was
going to be tested, different methods on how to realize them were used. For
example, 3D printing has been used for mechanical concepts, and for software
concepts, the writing and debugging of code have been a big part of the testing
process.

3.2 System Level Design

When all concepts had been generated and selected, the next step was to com-
bine these with each other to obtain the architecture of the product. The con-
cepts that were chosen as winners were tested with each other to secure that it
was possible for them to work together.

3.3 Detail Level Design

During Detail Level Design, the design of each individual part was finalized.
After establishing the architecture of the product and that the concepts gener-
ated were feasible it was easier to develop them further and to customize them
to fit into this product.

3.4 Testing and Refinement

In this project, Testing and Refinement was the last step that was used in
the product development process by Ulrich and Eppinger. This was the last
step because the thesis goal was to develop only one prototype and therefore
production ramp-up was not done. The testing in this step was done for the
product as a whole and not for the individual parts by themselves. However,
the methods used were similar to the ones used for the more individual testing.
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3.4 Testing and Refinement

A lot of refinement has been made through changes and updates in the code
used and also smaller design updates for the hardware.
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4
Results

4.1 Mechanical Outline of the Accessory

The starting point for the concept generation process in terms of the mechan-
ical design of the accessory will be to make the design fit the existing camera.
The goal is to avoid changing any other parts of the camera and for the acces-
sory to be adapted accordingly. With this in mind, the geometry of the inside
of the camera ring will be used as inspiration and it will be assumed that the
measurement of this part will be the form factor.

Top and Bottom Parts
This first concept consisting of one top and one bottom part is based on having
a chassis that maximizes the available space in the middle of the camera and
splitting the chassis into two parts. The accessory will then consist of a larger
top part that must be attached to a bottom part that is attached permanently
to the camera. If no accessory is mounted in the camera, there will be a rela-
tively small part that remains in the camera if no extra placeholder is added.
This concept requires a stable attachment with the bottom part attached to the
camera. As the attachment between the bottom and top part will be relatively
hard to reach, the rest of the accessory has to be designed to allow access to
tools during assembly.

The ambition with the accessory is to be able to mount it without having
to remove any other part of the camera. It is therefore important to make sure
that no part of the upper part of the accessory is wider than the hole it has to
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4.1 Mechanical Outline of the Accessory

pass through when it is attached to the camera. An illustration of the concept
described in this section can be seen in Figure 4.1.

Figure 4.1 Illustration of the concept consisting of one top and one bottom
part.

Inside and Outside Parts
The second concept for the design of the accessory is to create something that
can be likened to an inner part and an outer part where the inner part is the
accessory that is placed in a shell attached to the camera. The shell, or the
outer part, is designed to fit in the camera with other parts, and the inner part
is designed accordingly to be able to fit effectively in it. This concept means
that a larger part remains in the camera when the accessory is not mounted.
In this way, what acts as a placeholder does not need to be as large as the
other concept described previously. Since this concept is more about filling
a space than adding a new part, the camera can have a more uniform look,
regardless of whether the accessory is installed or not. An illustration of the
concept described in this section can be seen in Figure 4.2.
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Figure 4.2 Illustration of the concept consisting of one inside and one out-
side part.

Scoring of Mechanical Outline
In Table 4.1 the two concepts for the mechanical outline of the accessory have
been ranked out of a score based on four selection criteria. These selection
criteria were chosen as the most important characteristics of the mechanical
outline and combined they gave a broad picture of how well the accessory
would function depending on which concept was chosen. As can be seen in
Table 4.1, the most important criterion was that the other parts of the camera
housing would not be exposed. However, the weights were spread relatively
even.
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4.1 Mechanical Outline of the Accessory

Table 4.1 Concept scoring for the mechanical outline of the accessory.

Selection Criteria Weight Top/Bottom Inside/Outside

Space available 0.25 5 3
Ease of installation 0.2 2 4
Stability 0.25 2 4
Other parts not being exposed 0.3 2 4
Weighted score 2.75 3
Rank 2 1

The scoring gave that the inside/outside concept was the winner based
on these criteria. This concept scored higher in all of the selection criteria
except "Space available" where the top/bottom concept was seen as the best
alternative.

Testing of Mechanical Outline
To test the two concepts for the mechanical outline, the CAD models shown
in Figure 4.1 and 4.2 were 3D-printed. By doing this, the stability and ease
of installation were evaluated, which would not be possible if just having the
CAD model. For these concepts, it was also necessary to test them together
with the camera housing. This gave a good view of how the two concepts
work with the other parts of the camera housing.

Top and Bottom. The concept consisting of one top and one bottom part
made the other parts in the camera housing exposed during installation. When
the accessory is not installed, a placeholder for the accessory is therefore
needed to prevent sensitive parts from being exposed.

Since the fastening of the top and bottom parts happens at a relatively low
point, there will be space needed to reach with the tool required for fastening.
This will put requirements on the design of the inside of the accessory, for
example where to put the speaker and the microphones.

Inside and Outside. Since this concept consists of one extra layer of ma-
terial, the available volume in the accessory will be smaller than the one for
the top and bottom concepts. However, the testing showed that the extra layer
of material increases the ease of installation. It functioned as a guiding wall
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which made it relatively easy to get the accessory in the correct place. The
extra layer will also act as a physical boundary between the accessory and the
other parts of the camera housing.

Choice of Mechanical Outline
The concept that was chosen for the mechanical outline of the accessory was
the inside and outside concept. During the testing, it was made clear that it is
valuable to be able to mount the accessory easily and have it mounted stable.
As the scoring showed, the only downside with the inside/outside concept
compared to the top/bottom was the reduced available design space because
of the extra layer of material. However, the testing showed that this was not
as big an issue as the scoring suggested which made the advantages for the
inside/outside concept outweigh the advantages for the top/bottom concept.
Therefore, the inside/outside concept was a clear winner.

The scoring resulted in the inside/outside concept as a winner and the
testing confirmed this ranking rather than speaking against it. An example of
that can be seen by looking at the selection criteria with the largest weight,
that other parts were not going to be exposed. The testing done after scoring
made it clear that a lot of parts in the camera housing were exposed when
using the top/bottom concept. Since this accessory is going to be detachable,
it is not preferable to have this exposure to sensitive parts such as electrical
components and camera modules.

4.2 Mechanical Fastening During Installation

To make the installation process easier, the ambition is to have one fasten-
ing before the accessory is secured with screws using a special tool. Since
the accessory is going to be placed in a camera mounted on the ceiling, it is
beneficial to fasten it in some way to make it easier to fasten the screws.

Snap-Fits
To fasten the accessory in the camera by using snap fits, the material that is
being used must be flexible. In this concept, the snap fits used requires some
elastic deforming. It is important that it is possible to detach the snap-fit so it
is not permanent. The snap fits in this concept are therefore created in a way
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4.2 Mechanical Fastening During Installation

so the user can press these together when loosening the snaps and detaching
the accessory. This concept of fastening mechanism does not require any other
type of material added and the production will therefore be easier and cheaper.
The CAD model is shown in Figure 4.3.

Figure 4.3 CAD-model showing the fastening concept using snap fits.

Magnets
The second concept for fastening the accessory is using magnets. This is done
by creating pockets in both the accessory and the holder sitting in the cam-
era. The magnets can then be placed in the pockets by using glue or press
fitting. With the coming development of the electronic connection in mind,
it is preferable to only have one possible way for the magnets to attract each
other. In this concept, this is done by alternating polarity directions for the
different magnets. An illustration is shown in Figure 4.4.
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Figure 4.4 CAD-model showing the fastening concept using magnets.

Bayonet Mount
The bayonet mount concept is inspired by for example the mounting of a
smoke detector in the ceiling. The bayonet mount requires not as much twist-
ing as a normal thread but provides an easy and secure fastening. In this con-
cept, the slot narrows down gradually after the bigger hole, which causes a
grip fit that prevents the accessory from sitting loose when attached. An illus-
tration is shown in Figure 4.5.
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4.2 Mechanical Fastening During Installation

Figure 4.5 CAD-model showing the fastening concept using bayonet
mount.

Scoring of Fastening During Installation
The scoring of the fastening is presented in Table 4.2.

Table 4.2 Concept scoring for the mechanical fastening during installation.

Selection Criteria Weight Snap fits Bayonet Magnets

Stability 0.25 2 4 2
Ease of installation 0.3 4 3 5
Durability 0.25 2 4 3
Movement simplicity 0.2 1 2 1
Weighted score 2.4 3.3 2.95
Rank 3 1 2
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Testing of Fastening During Installation
The testing of the developed concepts has primarily been made by 3D print-
ing the models and evaluating after performance and feel. 3D printing has
been a necessary tool in the testing process since the printed models give a
more realistic experience of how the concepts work compared to only evalu-
ating through CAD models. The tests during the testing process gave rise to
insights, which resulted in the different concepts being updated and improved
with small changes between versions.

Snap fits. For the concept of using snap fits, 3D printing was key in eval-
uating how well-functioning this fastening mechanism was. The two parts
attached together can be seen in Figure 4.6. The performance is very much
dependent on the material used, and this design was customized for the plastic
material used when 3D printing. One of the advantages of this concept is that
it does not have any twisting motion which, will probably be beneficial when
selecting which electronic interface to use. In other words, a twisting motion
will probably limit the possible choices of the electronic interface. However,
a disadvantage when detaching the accessory with snap fits is that this can be
difficult if the applied force is not large enough. This will cause a trade-off
in the design where weaker and softer snaps make it easier to detach but at
the same time makes the accessory more fragile. The experience and value of
this concept will therefore vary from person to person who is detaching and
installing the accessory.
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Figure 4.6 3D-printed model for testing snap fits.

Magnets. To test the concept that includes magnets, a model was 3D-printed
with pockets where the magnets could fit. The two parts attached together can
be seen in Figure 4.7. The pockets had so-called crush ribs which created a
press fit between the magnet and the pocket. In the tests, neodymium magnets
were used but these could be replaced with different strengths and sizes if this
concept is chosen.

One of the advantages of this concept is the ease of installation. Another
advantage is the feel it gives the user when the accessory is placed correctly.
It is very clear when the accessory is placed in the right way and this is favor-
able. A possible disadvantage of this concept is possible instability because
of vibrations. An important addition to this disadvantage is, however, that this
fastening is only supposed to ease the installation and should not work as the
only fastening mechanism for the accessory. Another disadvantage could be a
possible increase in production costs for the final product since parts made of
different materials are assembled together.

41



Chapter 4. Results

Figure 4.7 3D-printed model for testing magnets.

Bayonet Mount. The testing for the bayonet mount was done by 3D printing
two parts that should fit together, one with slots and one with plastic pins
that should fit into the slots. The two parts attached together can be seen in
Figure 4.8. An attribute that is important when choosing a concept is that the
user is made aware when the accessory is mounted correctly. In this design,
this is done by having a grip fit between the two parts by making the slot
gradually narrower. The bayonet mount does not require as large of a twisting
motion as a normal thread would. This will not limit the choices of electrical
interfaces as much as if using normal threads. A design and choice of the
electrical interface that takes this twisting motion into account are, however,
necessary in this case in contrast to the other concepts described previously.
The bayonet mount is nevertheless a reliable and durable mechanism to use
when fastening the accessory in the camera.
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Figure 4.8 3D-printed model for testing bayonet mount.

Choice of Fastening During Installation
As the way of fastening the accessory during installation, the choice was mag-
nets. This may not be obvious when looking at the scoring for these concepts
since the bayonet mount was the one that had the highest score. But the choice
has been made with both the scoring and testing taken into account and the
magnet concept performed very well during the testing phase which made it
the best choice. The ease of installation using the magnets solution was some-
thing that was better than expected when testing the concepts. During the
testing, it got also clear that the ease of installation perhaps was underrated in
the scoring phase in a way where it should have been given a larger weight.

Stability and durability were two selection criteria that other concepts
scored higher than magnets. Worth mentioning is that the scoring has only
looked at the concepts in isolation, whereas the testing has been done with
other parts of the camera in mind. Since the fastening of the accessory is
going to be supplemented with screws to prevent theft, the stability and dura-
bility gotten from the magnets were good enough when putting the accessory
in place in the camera house.
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4.3 Audio Signal Processing

To enable two-way communication, at least one speaker and at least one mi-
crophone is needed. With the size and round shape of the accessory in mind,
it is a natural choice to use only one speaker. Multiple microphones allow for
potentially better sound quality and more possibilities to analyze sound in-
put, but also come with an increase in complexity. To keep complexity at a
reasonable level for the project, the ambition was to use two microphones in
the accessory. However, due to limited time, one of these was only used. The
hardware in the accessory was designed to be able to use two microphones
even though only one was installed.

It is necessary to convert between analog and digital signals since the
Raspberry Pi will only be able to interpret a digital sound format. In addi-
tion to that, noise canceling, filtering and other operations can be made on the
digital signals to achieve the best possible sound quality for output as well as
input.

These signal processing tasks can be solved in multiple ways, and two
possible generated solutions to the problem are presented in the following
sections. One solution is more complex and potentially more suited for a real-
world product as it offers more functions, while the other solution is more
simple.

Digital Signal Processor (DSP)
One option for signal processing is to use a digital signal processor as de-
scribed in Section 2.3. Analog Devices manufacture DSPs and one of their
modern processors is called ADAU1787 [ADAU1787 Data Sheet 2020]. This
chip makes it possible to control multiple digital microphones as well as ana-
log and digital outputs for the speaker which is desirable. Audio input and
output via I2S are possible which is desirable since one of the most important
criteria when choosing a signal processing device is the possibility to commu-
nicate via I2S.

In the concept design for the accessory and in the scope of this project, an
evaluation board for the ADAU1787 is used to evaluate and determine what
functions of the processor are needed for the accessory’s PCB. The evaluation
board gives access to the different interfaces on the chip. The processor itself
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is programmable via a software called SigmaStudio. Among other functions,
the ADAU1787 can be used for EQ filtering which means boosting or cut-
ting certain frequency ranges of the sound output to suit the speaker and to
reduce potential background noise from the microphones [ADAU1787 Data
Sheet 2020]. A schematic diagram of the audio signals is shown in Figure 4.9,
assuming that PDM microphones are used.

Figure 4.9 Schematic of components and the audio signals when using a
digital signal processor for audio processing, red indicating where the pro-
cessing is made. The Raspberry Pi is used for sending and receiving audio
signals.

Direct Connection Between Microphone, Amplifier and
Raspberry Pi
An alternative to using a DSP for audio processing is to do the processing
on the Raspberry Pi and use other components than a DSP for audio digital-
to-analog conversion. The open-source hardware company Adafruit provides
a microphone breakout board with a built-in analog-to-digital converter that
outputs the I2S sound format [Adafruit I2S MEMS Microphone Breakout
2022]. They also offer an I2S to analog amplifier breakout board. Both of
these products are both easy to use and by using these two products, there is
no need for separate components and to convert between analog and digital
signals. A schematic diagram of the audio signals is shown in Figure 4.10.
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Figure 4.10 Schematic of components and the audio signals when using the
system-on chip for audio processing, indicated by red.

Testing of Signal Processing
During the concept generation phase, the initial first-hand choice was to use
the digital signal processor for audio processing. On paper, this solution is the
better of the two in most ways. It offers the best audio processing opportunities
since the DSP is designed to do exactly that. Having the processing on a chip
built into the accessory, in contrast to having the processing on the system-
on chip (the Raspberry Pi), also makes it easier to swap between different
accessories because the software on the system-on chip does not have to be
adapted to any specific accessory. Furthermore, using a DSP would also likely
make the proof of concept more similar to a future real-world product.

Testing of DSP. Since there are a total of four input/output signals to and
from the DSP, the testing was divided into four steps:

• Digital audio from digital microphone

• Digital audio from Raspberry Pi

• Digital audio to Raspberry Pi

• Digital audio to codec

The testing of the DSP and its associated graphical development tool Sig-
maStudio was a time-consuming process. Multiple weeks were spent trying to
get sound in different formats to pass through the DSP. It has been very chal-
lenging to make any major progress and the work repeatedly did not proceed
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in the pace expected, and although there is documentation available, the area
is very niched and it is hard to find information about exactly how to set up
the hardware in form of inputs on the evaluation board and software in form
of SigmaStudio. The connection between the digital microphone and the DSP
worked, but establishing sound connections on the other three steps was never
really managed. Hence, the opportunity to start with signal processing using
this option was never implemented.

Testing of Direct Connection Between Microphone, Amplifier and Rasp-
berry Pi. Some software installations and configurations on the Raspberry
Pi were required to get started with the I2S amplifier and microphone. After
the installations were complete and the wiring between the appropriate pins on
the Raspberry Pi, amplifier and microphone had been made, the sound input
and output worked as they should. The wiring is shown in Figure 4.11.

Figure 4.11 Wiring between Raspberry Pi, microphone (top left) and ampli-
fier (bottom left).

There are opportunities for audio signal processing in the Raspberry Pi,
but less straightforward compared to the DSP. The CPU on the Raspberry Pi
can be used for a wide range of tasks, so writing a program for audio signal
filtering is possible.
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Choice of Audio Signal Processing
In terms of time, the testing phase of the project was dominated by getting
the digital signal processor to work. Since there were many important parts
of the project left to complete after this phase and time was running out, the
easier way to go for the option to do the processing on the Raspberry Pi was
chosen. By using Adafruit’s microphone and amplifier instead of the DSP, the
complexity was reduced but the possibilities regarding signal processing that
the DSP offers were lost.

4.4 Electronic Interface and Connector

A working electronic connection between the accessory and the camera is
required for the accessory’s functionality. The amplifier and the microphone
both need to be connected to the Raspberry Pi by a number of pins to work
correctly. With the theory from Section 2.2 in mind, the following pins are
needed for one I2S microphone and one I2S amplifier:

Microphone:

• 3 V

• Ground

• I2S data in

• Bit clock (BCLK)

• Left-right clock (LRCLK)

Amplifier:

• 5 V

• Ground

• I2S data out

• Bit clock (BCLK)

• Left-right clock (LRCLK)

There are five pins each needed for the microphone and the amplifier,
but three of these pins (ground, BCLK and LRCLK) can be shared by the
two, which reduces the required number of pins for the accessory from ten to
seven. A schematic of these pins is shown in Figure 4.12. Furthermore, since
it should be possible to attach different types of accessories to the camera,
additional pins should be available in the accessory holder permanently at-
tached to the camera. It is reasonable to think that other accessories would use
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I2C for communication since this protocol is world standard. As described in
Section 2.3, I2C only needs two pins for two-way communication. By adding
these two pins to the previously described seven, a total of nine pins are re-
quired.

Figure 4.12 Electric circuit between camera (Raspberry Pi) and accessory
(amplifier, speaker and microphone).

There are different options available when it comes to choosing a suitable
electrical connector. Two common kinds of connectors are board-to-board
connectors and pogo pins.

Board-to-Board Connector
Board-to-board connectors come in different shapes and sizes. They typically
consist of two mating halves: a male connector and a female connector. The
male connector has a series of pins that align with the corresponding pins
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on the female connector. When the connectors are mated, the pins from one
board make contact with the pins on the other board, establishing electrical
connections. The plastic cover around the pins creates a grip between the two
parts to establish a secure connection. The grip makes it difficult to detach
the connectors from each other, which can be an advantage or disadvantage
depending on the situation. Another function of the plastic is that it guides
the pins to their correct position during installation. A pair of board-to-board
connectors are shown in Figure 4.13.

Figure 4.13 Male and female board-to-board connectors.

Pogo Pins
Pogo pins, also known as spring-loaded pins, are similar to board-to-board
connectors in that they provide a number of pins for electronic connection
between two units. The springs inside the pins provide the necessary force
to establish a reliable electrical connection when the pins are pressed against
a surface. Like board-to-board connectors, they come in various shapes and
differ in pin length and pin quantity. Pogo pins are more simple to connect
and disconnect compared to board-to-board connectors but require an external
solution in order to align the male and female connectors to prevent uninten-
tional disconnections. A pair of pogo pins is shown in Figure 4.14.
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Figure 4.14 Male and female pogo pins.

Testing of Electronic Interface and Connector
Basic testing of the board-to-board connectors and pogo pins was conducted
without actually installing connectors in the accessory. The required force to
connect and disconnect a board-to-board connector was tested. Pogo pins of
different lengths were tested and analyzed, and it was concluded that shorter
pins would be preferable since that would allow the bottom surface of the
accessory and the surface of the accessory holder to lean against each other
when connected.

Choice of Electronic Interface and Connector
Applied to the accessory developed in this thesis, there are two main differ-
ences between the two options:

• Board-to-board connectors require considerable force for connection
and disconnection while pogo pins do not.

• The two parts of a board-to-board connector must be accurately aligned
before installation while pogo pins can be rotated in place.

With the results of the mechanical fastening during installation in hand,
it is natural to choose pogo pins for the electronic interface. The magnets
already provide enough grip to keep the accessory from accidentally falling
down during installation and removal, which means that the additional grip
from a board-to-board connector would be superfluous. Aligning pogo pins
also works great with the magnets because the accessory will always rotate
in place. Since the two magnets in the accessory have opposite polarity, the
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accessory will always be correctly rotated if the magnets are snapped in place.
This ensures that the pins will always be correctly mated. Using pogo pins for
the electronic interface, the installation and removal of the accessory is very
simple. Photos of the pogo pins during and after installation in the accessory
are shown in Figures 4.15, 4.16 and 4.17. Details of each pin are explained in
Figure 4.18.

Figure 4.15 Pogo pins soldered to wires before being inserted in the acces-
sory.
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Figure 4.16 Pogo pins inserted
in the accessory.

Figure 4.17 Pogo pins inserted
in the bottom of the holder.

Figure 4.18 Details of the seven pins used (while looking from the accessory
lid and having the installed microphone to the bottom-right).

4.5 Speaker

The speakers that have been considered for use in the accessory have primarily
been selected to fit into the accessory, but also based on their sound quality
and performance. Since the accessory is supposed to be an audio device with a
speaker and microphones to communicate via voice, the objective was to find
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a speaker that could deliver a relatively high sound pressure level and have
a good frequency response for conversations. Photos of the two speakers are
shown in Figures 4.19 and 4.20.

Figure 4.19 The speaker in this thesis is called speaker 1.

Figure 4.20 The speaker in this thesis is called speaker 2.

Table 4.3 Specifications for the two speakers considered. Data received
from: [Micro Dynamic Speaker Specification 2021], [W283R Speaker Spec-
ification 2018]
Note: Speaker Sensitivity converted with [Distance Attenuation Calculator
2023]

Speaker 1 Speaker 2 Unit

Speaker Sensitivity 88 ± 3 79 ± 3 dB SPL @1m/1W
Impedance 4 ± 15% 8 ± 20% Ω
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Table 4.3 shows that speaker 1 is having significantly higher sound pres-
sure level which is preferred in this case. Only looking at this characteristic,
this speaker would be the better choice.

As mentioned in Section 2.2, it is important that the evaluation of a fre-
quency response takes the use case into consideration. In general, a speaker
with a relatively even response in the range of interest is going to reproduce
a sound very true to life and this is something that is preferable in this case.
This combined with good response in the span of voice frequencies has been
the foundation when choosing which speaker that has the best frequency re-
sponse.

Looking at the frequency responses for the two speakers in Figures 4.21
and 4.22, it can be seen that they are relatively similar in the case that the
lower frequencies are attenuated. In the range of 100-4000 Hz, which is a
large part the conversations frequency span, speaker 2 has a relatively even
frequency response, slightly better than speaker 1. At frequencies above 4000
Hz, speaker 2 has a bit more uneven response than speaker 1. However, advan-
tages for speaker 1 over 4000 Hz does not weigh up for the fact that speaker 2
has a higher maximum sound pressure level which makes speaker 2 the best
choice.
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Figure 4.21 Frequency response of speaker 1. Reproduced from: [Micro Dy-
namic Speaker Specification 2021]

Figure 4.22 Frequency response of speaker 2. Reproduced from: [W283R
Speaker Specification 2018]
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4.6 Microphone

There is a variety of microphones that output different sound protocols, e.g.,
I2S microphones, PDM microphones and analog microphones as described
in Section 2.2. Since analog microphones are more prone to electromagnetic
interference that can cause distortion in audio signals [Analog and Digital
MEMS Microphone Design Considerations 2023] and the accessory will in-
clude many electric components in a small space, digital microphones are
preferable. As mentioned in Section 2.3, Raspberry Pi has support for I2S
sound, and therefore a digital I2S microphone is suitable for this project.

The accessory to be built also has limited space available, which puts re-
quirements on the size of the components used. A technology that can deliver
sound quality that meets this project’s requirements and at a smaller size than
other technologies is MEMS microphones. This has been described in Sec-
tion 2.3 where the MEMS microphones are also said to have high stability
against external impact.

The microphone that has been chosen is the Adafruit MEMS Microphone
breakout board [Adafruit I2S MEMS Microphone Breakout 2022]. This micro-
phone was chosen because it supports the I2S sound protocol and the breakout
board makes it easier to mount it in the accessory as well as soldering wires to
it. A selection of technical details for the microphone is presented in Table 4.4
and photos of the microphone can be seen in Figures 4.23 and 4.24.

Table 4.4 Specifications for the microphone considered. Data received from:
[Datasheet SPH0645LM4H-B 2015]

Conditions Min Typ. Max Unit

Sensitivity 94 dB SPL @
1kHz -29 -26 -23 dBFS

Signal to Noise Ratio
94 dB SPL
@ 1kHz, A-
weighted

65 - dB(A)
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Figure 4.23 I2S MEMS mi-
crophone breakout board from
Adafruit, top side.

Figure 4.24 I2S MEMS mi-
crophone breakout board from
Adafruit, bottom side.

4.7 Amplifier

To get the most out of the speaker in the accessory it is necessary to have an
amplifier in the circuit between the Raspberry Pi and the speaker. Since the
Raspberry Pi supports the I2S sound protocol and the ambition has been to use
this, the goal was to find an amplifier communicating via this protocol. A suit-
able amplifier is Adafruit I2S 3W Class D Amplifier Breakout MAX98357A
[Adafruit MAX98357 I2S Class-D Mono Amp 2023]. The amplifier is, as for
the microphone, assembled on a breakout board which eases the installation.
A photo of the amplifier can be seen in Figure 4.25 and its specifications are
presented in Table 4.5.

Table 4.5 Specifications for the amplifier considered. Data received from:
[Datasheet MAX98357A/MAX98357B 2016]

Voltage supplied Impedance Output Power

5 V 4 Ω 3.2 W
8 Ω 1.8 W
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Figure 4.25 I2S Amplifier breakout board from Adafruit.

4.8 Software

In order to use the accessory, a working software program is needed. The
program will run on the Raspberry Pi OS Unix-like operating system. The
program must be able to control the different functions of the accessory de-
scribed in the Problem Formulation, Section 1.2. To do this, three classes have
been established for playing audio files, recording audio files and detecting
audio input. In addition to these classes, a graphical user interface has been
developed for convenient control of the features.

Python [Applications for Python 2023] has been chosen as the program-
ming language for all classes. Python is an easy-to-use language and there is
a wide range of code libraries available to use for various tasks, including var-
ious libraries for audio handling. The file format used both for recording and
playback is the WAV file format, an uncompressed file format used to store
digital sound [Whibley, 2016].

59



Chapter 4. Results

The code for each of the four Python files can be found in Appendix A.

Playing Audio Files
As described in the Problem Formulation in Chapter 1.2, the camera could
be mounted in public areas. In those kinds of environments, it is reasonable
for the user of the camera and accessory to be able to play prerecorded audio
files, for instance when a trespasser is detected on the video stream.

The audio_player class defines an audio player. It uses the open source
code library pygame and their module pygame.mixer [Pete Shinners, 2023]
for playing WAV audio files. The program consists of methods for opening
a WAV file, for playing and pausing the open clip and a method for volume
adjustment.

Recording Audio Files
As mentioned in Section 1.3, the accessory should be able to be controlled
remotely. When the operator of the camera remotely detects an interesting
event, either from the video stream or from the sound input, it should be pos-
sible to record audio and save the recorded data as a WAV file. The class
audio_recorder handles this task. It uses the wave module and the module
pyaudio [Hubert Pham, 2022] from the Python Standard Library for audio
recording. The class audio_recorder simply contains two methods in addi-
tion to the constructor: A start_record and stop_record method. These
let the user start an audio recording at any given point in time, record for an
arbitrary time and stop the recording and save it as a WAV file as soon as
the stop_record method is called. The file is saved as "recording_" plus the
time of the day in a designated folder.

Audio Detection
Another feature that has been implemented in the program is the real-time
plotting of the amplitude of the sound input. The code for this class is almost
entirely adopted from example plot_input from the python-sounddevice
module on GitHub [Geier, 2023]. This feature plots the amplitude of the
incoming sound in real-time, which is useful for detecting unusually loud
sounds. The audio detection feature also flags when the amplitude exceeds
a threshold by printing a warning message in the terminal. This threshold is
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continuously calculated and updated by storing the average amplitude in a
variable.

Graphical User Interface
The graphical user interface (GUI) gives the user of the camera the opportu-
nity to control the functions of the accessory. The GUI for the playback and
recording features has been created in Python using the tkinter package [tk-
inter — Python interface to Tcl/Tk 2023]. The library tkinter is a standard
GUI library for Python and is easy to use. This graphical user interface con-
sists of a window with two sections: One section for audio playback and one
section for audio recording.

In the audio playback section, buttons can be pressed to play stored audio
clips from the hard drive in the speaker. There is also a button for pausing an
active clip or resuming a clip that has been paused. Furthermore, there is a
slider for adjusting the playback volume. In the audio recording section, there
is one button for starting an audio recording and one button for stopping an
ongoing recording. The GUI can be seen in Figure 4.26.
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Figure 4.26 The graphical user interface.

The audio detection graph is plotted in a separate window. This graph is
created using matplotlib for plotting. The graph in the window shows the
amplitude of the audio input for the past 10 seconds. A snapshot of an example
of the graph is shown in Figure 4.27.

62



4.9 Final Prototype

Figure 4.27 Plot of the audio input amplitude in real-time.

There are limitations with the current software as the audio detection fea-
ture can not run simultaneously with the other GUI window. Another major
flaw with the audio detection feature is that it does not show any unit of the
volume on the y-axis or of the time on the x-axis.

In a real-world product, the graphical user interface would not run on the
system-on chip but for the sake of showing the concept and reducing complex-
ity, this is where the GUI of the program is running. By doing so, there is no
need to involve a connection between the user’s computer and the Raspberry
Pi.

4.9 Final Prototype

Remaining Parts
In this section, the remaining parts of the prototype that have not been men-
tioned before will be presented. The design of each part will be described and
also how it will function together with the other parts in the prototype. At the
end of the section, the prototype as a whole will be presented.

Accessory Holder permanently attached to Camera. As mentioned in Sec-
tion 4.1, the accessory holder permanently attached to the camera consists of
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what can be seen as a shell for the accessory itself. The holder is designed to
fit into the existing camera house and also to not interfere with any other parts
mounted in the same housing.

Since the magnets were the concept chosen for the fastening during in-
stallation, magnets have been inserted into the bottom plate of the holder. On
the same plate, there is also an opening for fastening the electronic connector
with a press fitting. On the upper edge, there are holes aligned with equal-
sized holes on the accessory to enable additional fastening with the ambition
to prevent theft. CAD models of the holder are shown in Figures 4.28 and
4.29.

Figure 4.28 Illustration of the
accessory holder attached to the
camera.

Figure 4.29 Illustration of the
bottom of the accessory holder at-
tached to the camera.

Accessory Chassis. The chassis of the accessory is supposed to be mounted
and fit into the holder and has therefore been designed for this purpose. The
shape has been optimized to minimize the volume between the accessory and
the holder when it is installed.

In the same way as for the holder, the accessory chassis has magnets in-
serted in the bottom lining up with the ones inserted in the holder. When the
accessory is installed, there is some material between the two pairs of mag-
nets which allows for adjusting the strength and also minimizing the risk of
the magnets loosening from one of the parts. The CAD model can be seen in
Figures 4.30 and 4.31.
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Figure 4.30 Illustration of the
top of the accessory chassis.

Figure 4.31 Illustration of the
bottom of the accessory chassis.

Speaker Enclosure Box. The speaker enclosure has been done by making
a closed box for the speaker. This has been designed to fit into the accessory
chassis and to be as big as possible. The speaker is placed on the edge of the
enclosure box and the wires are led through the holes in the bottom, which in
turn is sealed with adhesive material. An illustration of the box can be seen in
Figure 4.32.

Figure 4.32 Illustration of the speaker enclosure box.
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Speaker Clamp. To lock the speaker in its place and secure that the enclo-
sure box is sealed, a speaker clamp has been designed. This clamp is mounted
on top of the speaker and holds the speaker in place between the enclosure
box and the clamp. The microphones are also supposed to be mounted on the
clamp which has been designed so the microphone ports are angled to cap-
ture sounds from different angles. An illustration of the clamp can be seen in
Figure 4.33.

Figure 4.33 Illustration of the speaker clamp.

Accessory Lid. To cover the speaker and microphones, a lid has been de-
signed. The lid’s cover has a mesh designed to allow sound to go in and out
from the accessory and at the same time cover the electronic parts.

Screw holes that align with the ones in the accessory chassis, speaker en-
closure box and speaker clamp have been added so that all those four parts
can be put together with the same screws.

As for the accessory chassis and the accessory holder, screw holes have
also been added on the side of the lid to enable additional fastening in addition
to magnets. The lid is shown in Figure 4.34.
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Figure 4.34 Illustration of the accessory lid.

Complete Prototype
The detachable audio accessory consists of the accessory chassis, speaker en-
closure box, speaker clamp and accessory lid. In addition to this, the speaker
chosen in Section 4.5, two of the microphones presented in Section 4.6 and the
amplifier presented in Section 4.7 has been mounted onto the accessory which
is shown in Figures 4.35 and 4.36. The wires from these electrical components
have been soldered to a pogo-connector, which functions as the interface be-
tween the accessory and the camera. An illustration of the final prototype and
the final 3D printed prototypes are shown in Figures 4.37 and 4.38.
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Figure 4.35 Illustration of the parts of the final prototype.
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Figure 4.36 The speaker box together with the speaker and the speaker
clamp with microphones installed on the clamp. The amplifier is mounted
on the speaker box.
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Figure 4.37 Illustration of the final prototype with dome.

Figure 4.38 The final prototype of the accessory and its holder.
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Discussion

One of the main focuses for this thesis as described in Section 1.2 has been
to be able to play sound from the accessory. The sound that was going to be
played should be of good quality for speech and be heard clearly at a reason-
able distance. The use of a Raspberry Pi with its GPIO pins, making it pos-
sible to communicate via I2S, together with the chosen speaker made it pos-
sible to play sound with good quality. As has been described in Section 4.5,
the speaker that was chosen reproduces sound in the voice frequency range
well. The sound pressure level that is given with this speaker is also at a good
level, which makes it possible to hear the sound from a reasonable distance.
Of course, there are speakers with both better frequency response and higher
sound pressure levels, but in this case, the size has been an important factor
since the available space has been limited. It is worth keeping in mind that
with a smaller accessory, the sound pressure level would probably be lower,
so this can be seen as a trade-off in sound quality and size. When similar ac-
cessories are going to be developed in the future, this is therefore important to
consider and keep in mind when the accessory is being designed.

Another goal listed in the Problem Formulation was the ability to detect
and record sound input. In the final prototype, two microphones are mounted
in the accessory but only one of them is connected to the Raspberry Pi, which
was a trade-off made because of lack of time. Multiple working microphones
would be preferable, since this, among other features, would allow for the
identification of the direction of sound input, if the microphones were di-
rected in different directions. The microphone was chosen because it was a
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good replacement when the idea of using a DSP was dismissed and works
well to prove the concept, but more effort can be put into choosing a suitable
microphone for a real-world product.

The Python program is able to record the audio input for an arbitrary time
which is a feature that works well. The audio detection feature has potential
but needs improvement. The code example used for this feature is rather ad-
vanced and hard to modify to fit the needs perfectly. Nevertheless, the plotting
shows that there are possibilities to implement a similar feature in the future.

The signal processing of the audio input and output signals was a big chal-
lenge. The option to use a digital signal processor as described in Section 4.3
would have been a great addition to the product, and it is unfortunate that
the DSP did not work as intended despite all the time and effort that was put
into it during the product development process. Among other features, a DSP
could have been used for equalization to fit the chosen speaker to achieve a
more balanced sound. Luckily, the prototype still works well when it comes
to audio input and output thanks to alternative components that were used.

Another limitation with the prototype that could have been solved with
signal processing is that it is currently not possible to record and play sound
simultaneously without recording the sound played by the speaker. By can-
celing out this sound with signal processing, it would have been possible to
continue recording even when the speaker is playing.

An important part of the project was the electronic interface between the
accessory and the camera, a problem that was solved using pogo pins. The
solution works neatly for the audio accessory described in this thesis as well as
for other potential future accessories. The solution reduces complexity during
installation substantially compared to other potential methods. In Section 4.4,
it is described that nine pins are required, but the number of pins can easily be
increased or reduced by using other pogo pin connectors.

This accessory has been designed to fit geometrically into the void inside
the four camera sensors and the size and shape have been optimized to fit into
this space. In addition to this, the fastening and the electronic interface have
been chosen and designed to increase the modularity of future accessories
having other functions. Modularity is something that has been kept in mind
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during the whole development process. The shape and electronic interface of
the prototype show that the accessory is exchangeable with other types of ac-
cessories, and at the same time optimized for this particular camera. However,
since the design is customized for the camera used in this project, some design
changes will have to be made if the accessory is going to fit with other cam-
eras. These design changes are probably not only going to be mechanical, but
also some electronics may need to be replaced. For example, the speaker may
not fit into a similar accessory in a different camera. Even if the accessory that
has been made, does not fit as well in other camera models, its mechanical,
electrical and software design allows for modularity with other types of acces-
sories in this particular camera. From the start, this has been the goal and the
result is a modular accessory designed to fit geometrically in the void inside
the camera sensors.

One of the other main focuses has been to design an accessory that is
detachable. This has been realized by using magnets together with pogo pins.
This makes it very easy to detach and install the accessory, which is in line
with the desires from the beginning. The fact that magnets and pogo pins
make the accessory very easy to detach also comes with an increased risk of
thieving. This is the reason why additional fastening has been added and this
is thought to be made with some kind of special tool to secure it even more.
Even though this fastening with a special tool has not been fully realized, this
has been added to show the idea that additional fastening is required when
magnets are used. An alternative would be to use a different fastening method
than magnets during installation to decrease the risk of theft already at this
step. The optimal solution would be to have only one type of fastening that
is easy to detach and makes the accessory difficult to steal. In Section 4.2,
alternatives to magnets have been presented and explored but they have been
assessed not to be enough to use as the only fastening method because of the
risk of thieving. Magnets were chosen because of the ease of installation and
also because the pogo connector aligns correctly when the magnets are used.
The electrical interface is then connected with high accuracy which is a big
advantage.
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6.1 Future Work

In this kind of product development project, there will always be room for
improvement and further development. During this project, choices have been
made to focus on several areas and aspects to build a functional prototype
which has left others for the future. Some of these areas of improvement and
additional work to develop the product, even more, will therefore be presented
in this section.

Making a real PCB. A product like the accessory built in this project con-
sists of several different electronic components. In complete products, a real
PCB will therefore be included. This should be designed to fit into the acces-
sory with all the necessary components. The components that are necessary
on a complete PCB will for example be an amplifier and a DSP making signal
processing possible. When the accessory is installed in the camera housing,
communication between the accessory and the camera housing’s PCB also
needs to function. On the accessory’s PCB, either the pogo connector itself or
connecting wires to it, therefore needs to be included.

Protection against external environment. One important feature in com-
plete products, especially if they are going to be used both indoors and out-
doors, is that they can sustain an impact from the surrounding environment.

74



6.1 Future Work

For example, it is of high importance that the electrical components do not
get in contact with any moisture or dust. The protection can be done by using
gaskets and sealing in the joints between the different parts.

Not only should a product sustain dust and moisture, but also for exam-
ple vibrations and other types of mechanical impact. This has been thought of
when designing the fastening but more work has to be done to reach a certain
classification which is preferable in protection against the external environ-
ment. This work has been hard to implement in this project because of the
lack of time, but the importance of it has been well understood and kept in
mind during the design process.

Signal processing. More advanced signal processing is necessary to make
the product work in environments with a lot of noise. In such environments,
the signal processing can filter out certain frequencies and amplify the desired
signal. In the future, it is recommended to implement some kind of equalizer
and filtering for this purpose. It would also be good to be able to record and
play sounds simultaneously, but this will also require more advanced signal
processing.

Power consumption. The prototype is powered by the Raspberry Pi, which
is not going to be the case in the final product. In a final product, the accessory
and the camera will most likely be powered from the same source. To make
a detailed calculation on the power consumption for the accessory is there-
fore important so the power supplied will be enough for the camera and the
accessory together.

Investigate parts further. Some of the parts in the prototype have been eval-
uated, analyzed and designed more accurately than others. For example, fur-
ther development could be made on the loudspeaker enclosure box where the
box currently is designed to fit in the accessory chassis and contributes to a
sound quality seen to be good enough. A speaker box can be designed more
carefully by running simulations with different input parameters resulting in
different-looking frequency response diagrams as output. In the speaker box
used in this prototype, the inside walls do not have any lining with absorbing
material which would increase the quality even more.

Another feature of the parts that could be developed further in the future
is the additional fastening created to prevent thieving. In Chapter 5, it was
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discussed that an additional fastening requiring a special tool has not been
realized but this is something that would have decreased the risk of thieving
and is therefore recommended to be further investigated.

Cost Estimation. During this thesis, any comparisons on cost between dif-
ferent parts have not been made. The parts have therefore been chosen from
other selection criteria. For a future product, a cost estimation of the whole
product will be necessary. This could lead to different choices where some
parts may be too expensive.

Choice of material and manufacturability. Since the parts in the prototype
have been produced mainly by 3D printing, there have been limitations in
choosing material and the parts have been printed in plastic material. The
components in the future will probably differ in the material used and this
will depend on functionality, cost and manufacturability.

The design of the parts can also be developed to improve the manufactura-
bility of the whole prototype. Depending on which manufacturing method is
going to be used, there will be different important factors to take into consid-
eration so the product is designed for manufacturing.

Stereo microphones. In the current prototype, there is only one microphone
used. This limits the opportunities for certain signal processing so for future
products, there will be a need for at least two microphones. With multiple
microphones, it will be possible to analyze the sound in a more sophisticated
way, for example in which direction the sound source is located.

More advanced software features. The software used in this project can
be developed further by introducing more advanced functions. An example
can be to start recording when a loud sound is detected. When a loud sound
is detected, there could also be a certain voice message going out from the
speaker. Another function that would be good to implement is to be able to
have two-way communication in real-time and not just only play pre-recorded
sound. For that to be possible, the software would need to be updated to allow
the speaker to playback sound input from a remote microphone in real-time.
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6.2 Conclusion

The prototype that has been made in this Master’s Thesis shows that it is
possible to build a similar accessory as a real product. Since it is detachable
and modular, it can be exchangeable to get different functions for different
matters. Audio signal processing can be developed further to get better sound
quality, for example by using a DSP. The mechanical and electrical interfaces
are set for an accessory made for the camera used in this project and the
software makes it possible to play, detect and record sounds that are in line
with the goals of the thesis.
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A.2 Graphical User Interface
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Appendix A. Python Program

A
.3

A
ud

io
P

la
ye

r
im

po
rt

py
ga

me
fr

om
py

ga
me

.l
oc

al
s

im
po

rt
*

cl
as

s
au

di
o_

pl
ay

er
:

de
f

__
in

it
__

(s
el

f,
st

ar
t_

vo
l)

:
py

ga
me

.m
ix

er
.i

ni
t(

)
se

lf
.p

la
yi

ng
=

Fa
ls

e
se

lf
.o

pe
n

=
Fa

ls
e

se
lf

.c
li

p
=

No
ne

se
lf

.v
ol

=
st

ar
t_

vo
l

#
St

ar
ts

to
pl

ay
a

WA
V

fi
le

de
f

ne
w_

cl
ip

(s
el

f,
ne

w_
pa

th
):

#
st

op
cu

rr
en

t
cl

ip
if

on
e

is
al

re
ad

y
op

en
if

se
lf

.o
pe

n:
se

lf
.c

li
p.

st
op

()

se
lf

.c
li

p
=

py
ga

me
.m

ix
er

.S
ou

nd
(n

ew
_p

at
h)

se
lf

.o
pe

n
=

Tr
ue

se
lf

.s
et

_v
ol

um
e(

se
lf

.v
ol

)

se
lf

._
_p

la
y(

)

#
pr

iv
at

e
me

th
od

de
f

__
pl

ay
(s

el
f)

:
se

lf
.c

li
p.

pl
ay

(-
1)

se
lf

.p
la

yi
ng

=
Tr

ue

#
st

ar
ts

pl
ay

in
g

if
cl

ip
is

pa
us

ed
,

or
pa

us
es

if
cl

ip
is

pl
ay

in
g

de
f

pl
ay

_p
au

se
(s

el
f)

:
#

do
no

th
in

g
if

th
er

e
is

no
op

en
cl

ip
if

no
t

se
lf

.o
pe

n:
re

tu
rn

#
pa

us
e

if
cl

ip
is

pl
ay

in
g

if
se

lf
.p

la
yi

ng
:

se
lf

.p
la

yi
ng

=
Fa

ls
e

se
lf

.c
li

p.
st

op
()

#
pl

ay
if

cl
ip

is
pa

us
ed

el
se

: se
lf

._
_p

la
y(

)

84



A.4 Audio Recorder
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