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Abstract

Objectives: This project aims to develop a deep learning-based attention decoding
system that can distinguish between noise and speech in noise and also identify the
direction of attended speech from the brain data recorded with electroencephalog-
raphy (EEG) instruments. Two deep convolutional neural network (DCNN) models
will be designed: (1) one DCNN model capable of classifying incoming segments
of sound as speech or speech in background noise, and (2) one DCNN model iden-
tifying the direction (left vs. right) of incoming attended speech. In addition, two
conditional variational autoencoders (CVAEs) will be trained to generate artificial
data for data augmentation, with the goal of improving the performance of the final
models by learning from a latent space of training data to generate unique data for
each respective class.

Design: The proposed methods will be tested on a data set of 32 participants
who performed an auditory attention task. Participants were instructed to attend to
one of two talkers in the front and ignore the talker on the other side and background
noise behind them, while high-density EEG was recorded. The EEG data consists
of 66 channels in total, and all channels will be used in this study.

Main Results: The DCNN models achieved accuracy (ACC) of 69.9%, 84.9%,
and area under the curve (AUC) scores of 77.5%, 92.3% on the two tasks mentioned
in the objectives. With augmented data from the CVAE model, the performance of
the DCNN models improved to ACC of 70.5%, 86.6% and AUC of 78.3%, 93.6%,
respectively. The time window used for the EEG data was 1 second, enabling the
models to work in real-time situations. The CVAE model was able to generate data
for the given classes effectively, with generated data from the test data latent space
showing promising results.

Conclusion: The findings of this study demonstrate the high capability of the
proposed DCNN models in accurately detecting the direction of incoming speech
and differentiating between noise and speech-in-noise, even with a small time win-
dow of just 1 second using multi-channel EEG data. Moreover, the results highlight
the success of the CVAE model as a valuable tool for data augmentation, generating
synthetic data that closely approximates the latent space information of the training
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data. This suggests the potential of CVAE for improving the performance of deep
learning models in EEG-based attention decoding tasks.
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Introduction

The human brain is a complex and sophisticated structure, capable of performing
a vast array of tasks including perception, reasoning, memory, and motor control.
The brain’s ability to solve complex problems is a result of its intricate network
of neurons that process and transmit information. Electroencephalography (EEG)
signals, which measure the electrical activity generated by neurons in the brain, can
provide valuable insights into the brain’s problem-solving processes.

In recent years, the field of deep learning has made remarkable progress in de-
veloping algorithms that can mimic the brain’s ability to process and analyze in-
formation. Deep learning models, such as artificial neural networks, are capable of
analyzing large amounts of data and making predictions or decisions based on that
data. In the field of EEG signal processing, deep learning models have been used to
analyze brain activity patterns to classify different types of mental tasks and states,
such as attention, memory recall, and sleep. These models can also be used to pre-
dict future EEG signals, which can provide a non-invasive way to study the brain’s
activity and its relationship to various mental and physiological processes.

In normal conditions when engaging in speech with individuals, in a somewhat
noisy environment our brain has the capacity to inhibit outside noises and focus
on the intended speech. For instance in a restaurant setting, when surrounded by
noise from other individuals we automatically tend to speak louder in an attempt
to maintain the effective signal-to-noise ratio, typically causing what is known as
the "Lombard effect" where all individuals at the restaurant attempt to do the same
[Peelle and Wingfield, 2022], however fortunately the mammalian brain has evolved
to extract important signals of information despite the noisy environment. Such a
task is simple for individuals with normal hearing, however for individuals with
hearing impairment it is a daunting task [Utoomprurkporn et al., 2020; Lohler et
al., 2019]. To counter this problem we intend to work on creating deep learning
based neural network models capable of detecting speech from background noise,
to help individuals pay attention to intended speech [Soroush et al., 2021; Dash et
al., 2020].

Deep learning is a subfield of machine learning that has been widely used for
various EEG tasks in recent years. EEG is a non-invasive technique for measuring
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Chapter 1. Introduction

the electrical activity of the brain, and it has been widely used in fields such as
neuroscience, clinical neuroscience, and brain-computer interfaces (BCIs) [Craik et
al., 2019].

Deep learning algorithms, such as Convolutional Neural Networks (CNNs), Re-
current Neural Networks (RNNs), and Autoencoders, have been used to address
various EEG tasks [Zeng et al., 2018; Dose et al., 2018; Dai et al., 2019]. Some of
these tasks are seen as follows:

* EEG-based classification: Deep learning algorithms have been used to clas-
sify EEG signals into different classes, such as sleep stages, seizure detection,
or movement intention.

* EEG-based decoding: Deep learning algorithms have been used to decode
EEG signals into continuous variables, such as arm movements, speech sig-
nals, or facial expressions.

* EEG-based feature extraction: Deep learning algorithms have been used to
extract meaningful features from EEG signals, which can be used as input to
other EEG-based tasks, such as classification or decoding.

* EEG-based representation learning: Deep learning algorithms have been used
to learn low-dimensional representations of EEG signals, which can capture
the underlying structure and patterns of EEG signals.

Overall, deep learning has shown promising results for EEG tasks and has the
potential to significantly advance our understanding of the brain and its functions.
However, more research is needed to fully realize the potential of deep learning for
EEQG tasks and to address challenges such as small sample size, high variability, and
limited interpretability of deep learning models. [Roy et al., 2019] produced a re-
view of 154 such research articles focusing on application of deep learning on EEG
tasks has mentioned these advantages, and also recommended the use of methods to
increase the data available for deep learning models to fully take advantage of their
capacity to learn from larger data sets.

This thesis will investigate the use of deep learning architectures to detect
and distinguish between background noise and intended speech for individuals
with hearing impairment with data augmentation for improving the performance
of aforementioned deep learning architectures. The architecture used in the project
is based on a Deep Convolution Neural Network (DCNN) for classification task.
Oticon A/S has provided a data set containing sound-evoked EEG measurements
and corresponding audio recordings to train the neural network. The data set was
collected from intended speakers in a noisy environment, the details of this data set
will be discussed in the subsequent paragraph. As mentioned earlier, deep learning
models require extensive data sets to be trained effectively. Therefore this thesis
will work on data augmentation techniques to augment the data set with artificially
generated data to further enhance the DCNN’s performance.
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Chapter 1. Introduction
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Figure 1.1 Visualisation of the experimental setup used for gathering data, based on [Al-
ickovic et al., 2021]. The subject seated in the center with four background babble noise
speakers, is told to be attentive to incoming speech from one of the forward speakers.

The data set comprises measurements obtained from 32 participants tested un-
der carefully controlled experimental conditions that emulated a cocktail-party sce-
nario. The participants had electrodes attached to their scalp and were situated in
a room with four loudspeakers positioned equidistantly in the back and two loud-
speakers in front, separated by an angle of +30°. The frontal loudspeakers played
distinct news clips, one spoken by a male and the other by a female with simi-
lar speech patterns, while the back loudspeakers played the background noise. The
participants were instructed to focus on a specific front loudspeaker, denoted as T1
in Figure 1.1, and EEG measurements were recorded.

The Deep learning model used in this study will be inspired from previous archi-
tectures used for such tasks (i.e., tasks oriented towards single/multi-channel EEG
data). The task will be essentially to classify between noise and intended speech,
comparing the performance to previous such methods with a hope to improve on
previous performance. In addition, the thesis will aim to use small time windows
instead of large time windows for this task, intended for better use in real applica-
tions. The model will be trained and tested on both non-augmented and augmented
data sets to see performance improvement (if any).

Data augmentation for this thesis will employ the use of Conditional Variational
AutoEncoders (CVAEs) due to their stability and success for augmenting EEG data
[Luo et al., 2020; Bethge et al., 2022]. Since DCNNSs require increasingly large data
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Chapter 1. Introduction

set, and data that is a good representative of the original data distribution, CVAE is
a strong pick due to its capacity to generate data from the same distribution as the
original data set while creating new data distinct from the original training data.

The following sections in this thesis will discuss the topics mentioned above
in details: Chapter 2 will discuss how sound and EEG are measured, in addition
to how sound and EEG are perceived by the human brain. Chapter 3 will dis-
cuss data collection and pre-processing applied to the data set such as filtering to
remove unwanted information. Chapter 4 will discuss the Deep learning architec-
ture, the parameters and optimizer used along with the theory and mathematical
reasoning for each. Chapter 5 will discuss Conditional Variational AutoEncoders
(CVAESs), the model architecture along with parameters and how its implemented.
Chapter 6 and 7 will discuss the results, showcasing the performance achieved by
the DCNN along with the performance achieved by the CVAE, in addition to perfor-
mance achieved by the DCNN after data augmentation. Chapter 8 will providing
concluding remarks for this thesis.
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2

Auditory attention decoding

The challenge of focusing on a single sound stream of interest while suppressing
unwanted sounds in noisy environments is referred to as the cocktail party problem
[Cherry, 1953]. The problem of decoding (i.e., identifying) a specific sound source
of interest in a complex auditory environment from brain activity recorded with
EEG is called EEG-based auditory attention decoding (AAD) [O’sullivan et al.,
2015]. A multitude of EEG-based AAD algorithms, which linearly map the sound
stimuli to the EEG, have been proposed in recent years to decode attention in multi-
talker environments (see e.g., [O’sullivan et al., 2015; Wong et al., 2018; Cheveigné
et al., 2018; Alickovic et al., 2019; Geirnaert et al., 2021]). However, the non-linear
nature of the brain adds a further layer of complexity to the problem. Given the non-
trivial nature of AAD, it is beneficial to gain a more comprehensive understanding
of the underlying brain mechanisms by exploiting more complex non-linear models.

2.1 Auditory attention theory

The brain’s ability to process sound can be broken down into four distinct stages in
the auditory domain [Aroudi et al., 2016]. The first stage involves detecting the
sound, followed by intentional and attentional hearing in the second stage. The
third stage focuses on extracting meaning and information from the sound, while
the fourth stage involves communication, which refers to the interactive and bidi-
rectional exchange of meaning and information.

For the cocktail party problem, the most significant processes are intentional and
attentional hearing, as well as the extraction of meaning and information. Objective
assessment of these processes is crucial, particularly in measuring attention and
listening effort when listening to speech in noisy environments.

The primary system utilized by the brain in sound processing is known as the au-
ditory cortex, which is located within the temporal lobe. When sound enters the ear,
it is processed to identify individual words, primarily occurring in the left temporal
lobe. The processed phonemes, which represent the smallest units that differentiate
between words, are continually compared against all known words until only one
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Chapter 2. Auditory attention decoding

possibility remains. The superior and middle temporal lobes then gather the lexical
information associated with the chosen word, resulting in a comprehension of the
spoken word.

In [Brodbeck et al., 2018] the authors conducted a study on how the brain
processes sound, which resulted in a general structure of speech perception. The
process involves identifying the audio stream, transforming it into linguistic infor-
mation, and utilizing that information to access abstract word representation. The
study indicates that the various stages of speech perception are primarily localized
in the superior and middle temporal lobes, specifically around the auditory cortex.
The response latency relative to the phonetic onset was approximately 110-120 ms,
indicating that phonetic information is almost immediately used for lexical process-
ing.

The process of identifying a spoken word involves all candidate words com-
peting for recognition until only one remains. For instance, if the sequence "no" is
spoken, both "noble" and "notable" are candidates for recognition. When the next
part of the sequence, such as "b," is added, "notable" is no longer a valid candidate
and thus discarded. Not all plausible candidates are treated equally, as word fre-
quency plays a role in how favorable the word is compared to other candidates. The
results indicate that the left temporal lobe mainly processes word recognition from
audio, and the study also analyzed the results in a cocktail party problem scenario.
The findings suggest that for the attended sound, the results align with previous
research, while for the unattended sound, no processing is done to recognize the
words in the audio. This finding suggests that only one speech stream can be cor-
rectly processed at a time [Brodbeck et al., 2018].
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3

Data set

High-quality training data is essential to guarantee optimal performance of neural
networks. The data set used in this thesis has been provided by Oticon A/S and has
been previously published using a different analysis approach in [Alickovic et al.,
2021]. The ultimate goal of this project is to train neural networks that may then
be used in hearing aids, where the attended sound can be detected in online fashion
with a minimal (if any) noticeable delay. To ensure effectiveness, a training data
should reflect real-world scenarios and encompass diverse dynamics. Additionally,
the neural network should be able to function effectively with the other features
available in hearing aids.

3.1 Data acquisition

The experiment involved 32 native Danish speakers (24 males) aged from 21 to 84
years, with a mean age of 64.2 years and standard deviation of 13.6 years. All par-
ticipant were experienced hearing aid users and had normal or corrected-to-normal
vision, with no history of neurological disorders, dyslexia, or diabetes mellitus. The
participants had mild to moderately severe symmetrical sensorineural hearing loss,
with an average of 47.5 dB hearing loss on a 4-frequency pure-tone audiometry
test. All participants were fitted with two identical hearing aids, (Oticon Opn S 17¥
mini-Receiver-in-the-ear), which had implemented noise reduction algorithms pro-
posed in [Alickovic et al., 2021; Andersen et al., 2021].

Along with the hearing aids, the participants were equipped with electrodes to
measure their EEG using a BioSemi Active Two recording system (Amsterdam,
Netherlands). The recording system had a sampling frequency of 1024 Hz, and a
total of 64 active electrodes were placed on the scalp according to the international
10-20 system. Two additional electrodes were included, namely an active electrode
for common mode sensing and a passive electrode for driven right leg, to function
as reference electrodes [Alickovic et al., 2021]. Additionally, two more electrodes
were placed over the mastoids. To ensure optimal measurement quality, the elec-
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Chapter 3. Data set

trodes were adjusted by adding more conductive gel until the absolute voltage of
the electrode was below 50 mV.

After the necessary preparations, the participants were seated in a chair
in the centre of a sound proof room with six loud speakers positioned at
4+30°,+112.5°,and 4= 157.5°. This setup can be seen in Figure 1.1. During the
test, news clips of neutral content read by a male and female talker were played
through two front-facing loudspeakers (T1 and T2), while four other loudspeakers
(B1-B4) positioned behind the participant played background babble noise from
16 talkers in order to increase task complexity. Long audio gaps were reduced to
200 ms, and recordings were normalized to the same root mean squared intensity.
Speech stimuli were played at 73 dB sound pressure level (SPL) and 4-talker bab-
bles were played at 64 dB SPL each, resulting in a total background noise level of
70 dB SPL.

A total of 84 trials were conducted, with 4 trials used to familiarize participants
with the task and the remaining 80 trials used for testing. At the end of each trial the
participant was asked a two-choice question related to the content of the attended
speech. The study involved 80 trials divided into four blocks lasting approximately
20 minutes each. The blocks were conducted under different listening conditions:
noise reduction algorithm 1 OFF, noise reduction algorithm 1 ON, noise reduction
algorithm 2 OFF, and noise reduction algorithm 2 ON. The trial design can be seen
in Figure 3.1.

News clip (Masker, T1)

News clip (Masker, T2) 2-choice question

N

'
1
)

]

|

'
4x4 talker babble (B1-B4) b
' ' V o
T T >

0 5 38 Time (s)

Trial Speech Speech Trial
end
onset onset end

Figure 3.1 Experiment procedure, based on [Alickovic et al., 2021] with a total of 84 trials
for each subject.

3.2 Data pre-processing

As EEG data being extracted measures all the brain activity, it is important to pre-
process the data to remove any unnecessary artifacts and noise.

The EEG signals were segmented from -15 to 58 seconds with respect to the on-
set of the target and masker talker. Additionally, ten seconds of EEG signals before
and after any stimuli were used as buffer zones to filter out edge artifacts. The aver-
age of the two reference mastoid channels was used to reference the EEG signals.
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3.2 Data pre-processing

A digital bandpass filter was applied between 0.5-70 Hz, and an additional filter be-
tween 49-51 Hz was applied to eliminate power line noise. The filters were applied
forward and backward using the filtfilt function in MATLAB to avoid phase shifts or
delays. The EEG signals were downsampled to 256 Hz to reduce processing time,
and visually corrupted channels (average of 2.2 channels removed, SD = 2.3) were
removed. The nearest neighbor method in the Fieldtrip toolbox was used to inter-
polate the data from the surrounding clean EEG channels to replace the removed
channels. Artifacts in the signals resulting from heartbeats, blinking, single-channel
noise, etc., were removed with a denoising and independent component analysis,
and components related to unwanted artifacts were manually removed. On average,
14.6 (SD = 4.6) components were removed, and one participant with excessively
noisy data was excluded from further study. One block for one participant was also
excluded due to technical problems [Alickovic et al., 2021].

In addition to the data preprocessing as mentioned earlier, we need to prepro-
cess the data in a format that is ideal for deep learning architectures. For this purpose
we sample the data into one second 256 samples time windows. The data available
to us essentially consists of three classes: (1) background babble noise, (2) attend
to the speaker on the right (3) attend to the speaker on the left. For the two lat-
ter cases (2 and 3) the 33 seconds of data as shown in Figure 3.1 is sampled into
non-overlapping one second windows. However, due to the limited amount of data
available for background babble noise, we use overlapping windows to extend the
samples available for this class. Overlapping is a method used for data augmenta-
tion, although many do not explicitly consider this data augmentation. The authors
in [O’Shea et al., 2017; Ullah et al., 2018] explicitly use overlapping windows as
a data augmentation technique, while [Kwak et al., 2017] compared different over-
lapping windows showing that using a greater overlap (or smaller shift) resulting in
more samples improved overall performance. The sampling methodology is shown
in Figure 3.2 for one channel including only the background babble and speech du-
ration. As shown, the data for background babble uses overlapping windows (with

Overlapping Non-Overlapping
windows windows
|l pp il rri
1l 11
{ I
1 [ |
1l LI |
- R —
0 5 38

Time (seconds)

Figure 3.2 Sampling of EEG data for deep learning model.
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Chapter 3. Data set

0.875 seconds overlap) while the data for speech (left or right) uses non-overlapping
windows.

Data normalization is important for deep learning as it improves neural network
performance and stability during training. Deep learning architectures tend to per-
form better when data is normalized within a certain range, usually (0 to 1) or (-1 to
1) values. Normalization is the process of transforming the input data so that it has
a standard scale and range. This process makes the data more uniform and easier
for the neural network to learn from. In other words, normalization ensures that the
features are on the same scale and have similar variances, which helps the model to
converge faster and to avoid getting stuck in local optima. Moreover, normalization
also prevents exploding or vanishing gradients, a common issue when training deep
neural networks. Unnormalized input features can cause some features to dominate,
leading to weight and bias instability, which may slow down or prevent the model
from converging. For EEG data the range (-1 to 1) is used for data normalization.
The following equation, gives a simple way to normalize a one second time window
of EEG sample within this range.

X — min(x)

max(x) —min(x) L S

Xnormalized =

where x refers to the one second time window extracted from the EEG signal, in-
cluding all channels. Hence each value in the sample is normalized using the maxi-
mum and minimum value across all channels within each sample.

__________ : o
i : N ©
! Left | . > Train
|:[ male .
L e |
: Left 5 0]
D E female ' (0]
— [ ] Right i O — | validation
. male :
' — : o
' ight 1
: i female ' o
D | | E d Test
| Cases for ;
Subjects each ; E

subject IR

Trials #
(1-20)

Figure 3.3 Data split for DCNN training incorporating all (four) cases across each subject,
with 20 trials across each case.
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3.2 Data pre-processing

Deep learning usually makes use of three training splits (i.e., training, validation
and test sets). In Figure 3.3, we illustrate how the data was split. Each subject within
our data consists of four cases: (1) left male speaker, (2) left female speaker, (3) right
male speaker and (4) right female speaker, with each case having 20 trials in total.
The trials from each case are divided into the three respective training-validation-
test splits, with trial # 1-12 used as training data, trial # 13-16 used as validation data
and trial # 17-20 used as testing data. After the data is partitioned, it is pre-processed
and then sampled into one second time windows.
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4

Deep convolution neural
network

The brain’s highly non-linear structure suggests that non-linear algorithms are nec-
essary to address problems pertaining to the brain. Therefore, utilizing deep convo-
lutional neural networks (DCNNs) seems like a reasonable approach to tackle these
problems. For this purpose, we propose the use of DCNN for identifying which
direction attended speech is coming from, and additionally identifying whether
the perceived sound is background noise or attended speech. EEGNet [Lawhern
et al., 2018] has proven to be an effective model for EEG related tasks. In this
thesis, a model inspired by EEGNet will be worked on, albeit with some modifica-
tions. Some previous work [Blinowska and Malinowski, 1991; Acharya et al., 2005;
Hernandez et al., 1995] has shown the effectiveness of non-linear models in EEG
related tasks, particularly in determining the locus of attention. In the forthcoming
chapter, the theoretical foundations of DCNNSs, the preferred loss function, and op-
timizer for this thesis will be outlined, followed by a discussion of the network’s
implementation.

4.1 Theory

DCNN s have gained significant attention and popularity in the field of computer vi-
sion due to their ability to extract useful features from raw image data [Krizhevsky
et al., 2017]. DCNNs are composed of multiple layers, each of which consists of
a set of learnable filters that perform convolutions on the input data. These filters
are designed to detect various visual features in the image, such as edges, corners,
and textures [LeCun et al., 2015]. The success of DCNNSs in computer vision tasks
can be attributed to their ability to learn complex features hierarchically, starting
from simple features at lower layers and gradually combining them into more ab-
stract representations at higher layers [Simonyan and Zisserman, 2014]. One of the
key challenges in training DCNNSs is the problem of vanishing gradients, which oc-
curs when the gradients become very small as they propagate backwards through
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4.1 Theory
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Figure 4.1 Deep convolution neural network

the network. This can be addressed using techniques such as weight initialization,
batch normalization, and skip connections [He et al., 2016]. DCNNs have achieved
state-of-the-art results in a wide range of computer vision tasks, including image
classification, object detection, and semantic segmentation [Long et al., 2015].

Figure 4.1 illustrates a common model architecture for DCNNs, which includes
an input layer followed by convolution layers designed to extract features from the
input data. The convolution layers may be accompanied by batch normalization,
dropout, pooling layers, and activation functions. After the feature extraction layers,
the model includes fully connected layers which can also be combined with the
aforementioned layers. The model concludes with an output layer that produces the
logits for various classes.

Convolution layers consist of kernels that perform convolution operation on the
input data with given kernel dimensions. The following equation outlines this func-
tion:

M N
Yi,j=0 (Z Z WmnXitm—1,j+n—1 +b> , 4.1)

m=1n=1

where y; ; is the output activation at position (i, j), o(-) is the activation function,
Wi 1s the weight at position (m,n) of the filter and (M, N) describe the number of
weights, Xi;m—1,j+n—1 is the input activation at position (i+m—1, j+n—1) where
(i, ) are the input position of the data, and b is the bias term.

Additionally, we have batch normalization layers typically following the convo-
lution layers. The basic idea of batch normalization is to normalize the inputs of a
layer in a way that produces data with zero mean and unit variance, which can help
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Chapter 4. Deep convolution neural network

to stabilize the training process and improve the overall performance of the model.
Specifically, batch normalization applies the following transformation to the input:

X—H
Volte
where x is the input, y is the mean of the batch, 67 is the variance of the batch, and

€ is a small constant added for numerical stability. The transformed input £ is then
scaled and shifted by learnable parameters y and 3, respectively:

=

4.2)

y=7vt+B, (4.3)

where y is the output of the batch normalization layer. By normalizing the activa-
tions of a layer, batch normalization can help to alleviate the problem of internal
covariate shift, which is the tendency of the distribution of activations to shift dur-
ing training as the parameters of the network are updated. This can help to speed up
the training process and improve the generalization performance of the model.

Dropout layers are also introduced into the training model, by randomly drop-
ping out some of the units in a layer. Dropout can help to prevent overfitting and
improve the generalization performance of the model. It can also help to encourage
the network to learn more robust and transferable features. Specifically, dropout
applies the following transformation to the input:

X=x-m, 4.4

where x is the input, and m is a binary mask with values drawn from a Bernoulli
distribution with probability p of being 1. For example during training, the value of
p can be set to 0.5, which means that each unit has a 50% chance of being dropped
out. The transformed input ¥ is then scaled by a factor of ﬁ during training, and
left unchanged during inference. This is done to ensure that the expected value of
the output is the same during training and inference.

Additionally, deep learning models contain pooling layers used to reduce the
spatial dimensionality of feature maps produced by convolutional layers, while re-
taining important information and preserving spatial invariance. The most common
types of pooling layers are max pooling and average pooling. Max pooling takes
the maximum value within a sliding window and uses it as the output value for that
region. Average pooling takes the average value within a sliding window and uses
it as the output value. The following equation shows how pooling works:

1
Wi jik) = 2 Y xlit s j+1.k), 4.5)
where s and t are the size of the sliding window. Following the pooling layers the
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4.1 Theory

models typically will have activation functions. Activation functions are a crucial
part of deep learning models as they introduce non-linearity into the network, al-
lowing it to model complex relationships between input and output data. There
are several commonly used activation functions, including ReLU (Rectified Lin-
ear Unit) and tanh (hyperbolic tangent). The ReLU activation function along with
its variant Leaky ReLU is used in the original paper for EEGNet [Lawhern et al.,
2018], however in this study a new activation function known as Mish [Misra, 2019]
was tested. The Mish activation function is a smooth and continuous function that
is mathematically defined as:

Mish(x) = x - tanh(softplus(x)), (4.6)

where softplus(x) = log(1 + €¥) is a smooth approximation of the rectified linear
unit (ReLU) function. The Mish function is differentiable and has a derivative given
by:

Mish’(x) = tanh(softplus(x)) + x - sech? (softplus(x)) - %, 4.7)
10 1
8-
6 -
4
2
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Figure 4.2 Mish activation function used in DCNN model architecture.
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Chapter 4. Deep convolution neural network

where sech(x) = — h( ) is the hyperbolic secant function. The Mish activation func-
tion is shown in Figure 4.2, as we can see the activation function allows gradients
to flow in the negative direction as well. This is in contrast to some other activation
functions such as ReLU, which can suffer from the "dying ReLU" problem, where
the gradient becomes zero for negative inputs, effectively killing the neuron and
preventing further learning.

Compared to other commonly used activation functions such as ReLU, sigmoid,
and tanh, Mish has been reported to offer several advantages. One major advantage
of Mish is its smoothness, which makes it easier to optimize using gradient-based
optimization algorithms. In addition, it has been shown to provide better perfor-
mance in image classification tasks and object detection tasks, as well as in language
modeling tasks.

Cross entropy loss

Cross entropy loss is a commonly used loss function in machine learning, particu-
larly in classification tasks. It measures the difference between the predicted prob-
ability distribution and the true probability distribution of the classes. The cross
entropy loss function is defined as:

1 N C
D =— Z X vijlog(pij). (4.8)

where N is the number of samples, C is the number of classes, y;; is the binary
indicator (0 or 1) for whether sample i belongs to class j, and p;; is the predicted
probability of sample i belonging to class j.

The loss is calculated by taking the negative logarithm of the predicted prob-
ability of the correct class for each sample, and then averaging over all samples.
The use of the logarithm function ensures that the loss penalizes predictions that are
both confident and wrong more heavily than those that are less confident.

In practice, the cross entropy loss function is commonly used in combination
with a softmax activation function on the final layer of a neural network, which
ensures that the predicted probabilities sum to one. The predicted probabilities are
then compared to the true labels using the cross entropy loss function. In case of
Pytorch this is done automatically by the loss function, as such the final layer of the
model does not use softmax activation function.

Adam optimizer

For this study we preferred the use of Adam optimizer with weight decay due to its
popularity and typically high performance. The Adam optimizer with weight decay
is a variant of the standard Adam optimizer that includes a weight decay term in the
update rule. Weight decay is a regularization technique that penalizes large weights
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4.2  Implementation

in the model, which can help prevent overfitting. The update rule for Adam with
weight decay is given by:

041 =06;— 1w — An6;, 4.9

n
Vo +e
where A4 is the weight decay coefficient, which controls the strength of the regular-
ization.

The weight decay term penalizes large weights by adding a small proportional
negative value to the update for each weight. This encourages the weights to stay
small and close to zero, which can help prevent overfitting and improve generaliza-
tion.

To implement Adam with weight decay in practice, we simply add the weight
decay term to the standard Adam update rule. The hyperparameter A can be chosen
by cross-validation or by using a rule of thumb such as weight decay coefficients in
the range of 0.0001 to 0.1. The following algorithm displays how Adam optimizer
is implemented with weight decay:

Algorithm 1 Adam Optimization Algorithm with Weight Decay

1: Initialize parameters 6

2: Initialize first and second moment variables, mg and vg

Initialize hyperparameters: 1 (learning rate), 1, B2, €, A (weight decay coeffi-
cient)

w2

4: fort=1,2,....T do

5: Get mini-batch of data samples and corresponding labels: (X ),y )
6: Compute gradient: g; + V.Z(X") Y®) 9)

7 Update biased first moment estimate: m, < Bim,_1 + (1 — PBi1)g

8: Update biased second moment estimate: v, < v, + (1 — B2) gt2

9: Compute bias-corrected first moment estimate: 7, <— 1%{
10: Compute bias-corrected second moment estimate: ¥, <— lf—’ﬁé

iy

11 Update parameters with weight decay: 6 <— (1—A1n)0 —n N
t

12: end for

13: return 0

4.2 Implementation

The primary objective of this thesis is to identify the direction of speech based on
two options, namely left or right, as well as to distinguish between noise and speech-
in-noise from the brain activity recorded with EEG. This section introduces the
model architecture, which takes inspiration from EEGNet [Lawhern et al., 2018].
The proposed method involves developing a neural network for a classification task
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Chapter 4. Deep convolution neural network

that identifies whether the sound being attended to originates from the left or the
right side, and the system can be expanded to cover additional directions. This tech-
nique is known as locus of attention (LoA) classification and has been previously
investigated with promising results in [Geirnaert et al., 2021; Su et al., 2022; Van-
decappelle et al., 2021]. Instead of classifying which reconstructed sound stream
resembles the original sound stream the most, the method focuses on classifying
the direction the attended sound.

Figure 4.3 displays the model architecture used for a classification task, which
involves extracting features from 1 second time samples obtained from EEG sig-
nals. The first step of the model is to extract temporal features from each channel
individually by applying a 1D convolution kernel. This allows the model to capture
channel-specific features, which are then normalized using batch normalization to
prevent overfitting. The first layer of the model does not include any activation func-
tion, following the EEGNet architecture described in [Lawhern et al., 2018].

The next step of the model is to extract spatial features across all channels, with
a fixed kernel size of 1 along the temporal dimension. This allows the model to
extract features across all channels by analyzing the signals. Batch normalization
and average pooling are applied to downscale the data by a factor of 4.

The model then proceeds to extract features from the single-dimensional data,
followed by batch normalization and average pooling to further downscale the data.
Both the former and current layers use the Mish activation function on their outputs.

Finally, the data is flattened and passed through fully connected layers, which
returns the output logits for the two classes of interest.

s Temporal Spatial 7/
I Convolution Convolution
Y . Filters: 16 > Filters: 32
AR Kernel size: (1, 64) Kernel size: (66, 1)
[—— Padding: Same Padding: Same
(16x66x256) (32x1x64)
Batch Normalization Batch Normalization
Dropout: 10% Mish Activation
Average Pooling: (1, 4)
Dropout: 30%

Convolution /
Filters: 64
Kernel size: (1, 16) > Flatten > o
Padding: Same | o
128 Output
(64x1x8) - e

Batch Normalization
Mish Activation
Average Pooling: (1, 8)
Dropout: 50%

512

Figure 4.3 Deep learning architecture for the classification tasks. The colored boxes repre-
sent the outputs of convolutional layers, with additional operations specified below each box.
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The thesis focuses on two task classification i.e., distinguishing between noise

vs. speech-in-noise, and distinguishing between Left vs. Right attended speech. As
such two models are trained separately for each task, resulting ultimately in a three
class classification system. The two models are trained using the same architecture
and hyper parameters. The subsequent algorithm outlines the primary steps involved
in the training and evaluation of the DCNN model, providing a more detailed ac-
count of the training methodology. It is worth noting that since pytorch is used as a
training environment, the algorithm is presented in a corresponding format.

Algorithm 2 DCNN model training training and validation algorithm

Initialize optimizer: Adam (optimizer)

1:
2: Initialize DCNN model: Model
3. Initialize loss function: Cross entropy loss (criterion)
4: Initialize parameters: 1 : 0.0005, batch size : 64, E pochs : 50
5: Initiate Model training:
6: for epoch =1,2,...,Epochs do
7: fort =1,2,..., Tiaining do
8: Get mini-batch of data samples and corresponding labels: (X ),y (1))
9: Get model output: output = Model(X )y
10: Calculate loss using output and labels: loss = criterion(output, ¥ *))
11: Back propagate through model using loss: loss.backward()
12: Perform parameter update based on current gradient: criterion.step()
13: end for
14: Initiate Model Validation:
15: forr=1,2,..., T,uidation dO
16: Get mini-batch of data samples and corresponding labels: (X @yt >)
17: Get model output: output = Model(X )
18: Calculate loss using output and labels: loss = criterion(output, Y ®)
19: Store validation loss for saving model: [0ss,4jidation = 10ss.item()
20: end for
21: Saving model based on current validation loss:
22: if 10SSyatidation <= L0SSpest:
23: Save model
24: Update best 1oss: [0SSpess = L0SSyatidation
25: end for
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Conditional variational
autoencoder and Data
augmentation

Medical practices involving EEG data often have a limited amount of data avail-
able, as is the case with the current study. In such situations, it can be challenging
to collect additional data due to practical constraints. To address this issue, it is cru-
cial to use a generative network that can create artificial data that closely resemble
the original data. By doing so, we can increase the size of the data set and poten-
tially improve the performance of the analysis. To prevent the deep learning model
from being too closely fit to the training data and unable to generalize to new data
from different subjects or trials, it is important to acquire more data. In order to ad-
dress this problem, the thesis proposes using a Conditional Variational AutoEncoder
(CVAE) [Mu and Chen, 2022; Liu et al., 2022] to augment the existing training data
by generating synthetic data that has a distribution similar to that of the original
training data.

5.1 Theory

Variational Autoencoders (VAEs) are a type of data generative neural network that
learn a low-dimensional representation of high-dimensional data by leveraging the
probabilistic nature of latent variables. CVAEs are a type of VAE that allows for the
conditional generation of data based on some input information [Sohn et al., 2015].
The CVAE framework extends the traditional VAE architecture by conditioning the
input data with some auxiliary information. In the CVAE framework, both the in-
put data and the auxiliary information (e.g., class labels or attributes) are used to
generate new data samples that are similar to the input data and conditioned on the
auxiliary information.
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5.1 Theory

The training process of CVAEs involves maximizing the evidence lower bound
(ELBO) objective, which is defined as:

ELBO = E[log p(x|z,y)] — KL[q(z|x,y)|[p(z]y)], (5.1)

where the variable x represents the input data, y represents auxiliary information
(in this case, labels), z denotes the latent variable. The conditional likelihood of
the data given the latent variable and auxiliary information is denoted by p(x|z,y),
while the approximate posterior distribution of the latent variable given the input
data and auxiliary information is denoted by ¢(z|x,y). The prior distribution of the
latent variable is represented by p(z|y).

The first term of the ELBO objective, E[log p(x|z,y)], encourages the generated
samples to be similar to the input data and conditioned on the auxiliary information.
The second term, KL[g(z|x,y)||p(z|y)], penalizes the approximate posterior distri-
bution of the latent variable from deviating too much from the prior distribution.
This ensures that the latent variables are well-structured and informative.

The encoder network, g(z|x,y), maps the input data and the auxiliary informa-
tion to a distribution over the latent variable. This is typically parameterized as a
Gaussian distribution, with mean and variance vectors that depend on both the in-
put data and the auxiliary information. The decoder network, p(x|z,y), maps the
latent variable and the auxiliary information to a distribution over the data space.
This is also typically parameterized as a Gaussian distribution, with mean and vari-
ance vectors that depend on both the latent variable and the auxiliary information.

During training, the CVAE samples a latent variable from the approximate pos-
terior distribution, z ~ ¢(z|x,y), and then generates a new data sample by sampling
from the decoder distribution, x ~ p(x|z,y). The ELBO objective is then optimized
using gradients to update the parameters of the encoder and decoder networks. As
such the model learns from the available training data how to reconstruct data sam-
ples using the latent representation.

CVAEs have been successfully applied in various domains, including image
generation, text generation, and speech synthesis [Kingma and Welling, 2013;
Mirza and Osindero, 2014; Bowman et al., 2015; Hsu et al., 2017]. For example,
CVAEs have been used for image generation tasks such as generating new images
based on class labels or attributes, as well as for text generation tasks such as gen-
erating new sentences based on a given prompt or topic. CVAEs have also been
used for speech synthesis tasks, where they can generate realistic speech samples
by conditioning on speaker identities or emotions.

As mentioned earlier the CVAE is composed of two main components: the
encoder and the decoder networks. The encoder maps the input data to a lower-
dimensional latent space, while the decoder takes this latent space representation to
reconstruct the original data. To enable the generation of label-specific data, CVAEs
additionally use labels to guide the model’s training. The general framework of the
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Label
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Input Recognition Latent variable Reconstruction Reconstructed data
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N

Construction New data
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(b)

Figure 5.1 Displaying: (a) Conditional variational autoencoder training (b) Data generation
using random noise.

CVAE is illustrated in Figure 5.1 (a), where the input data comprises both the train-
ing images and their corresponding labels. The encoder network uses this data to
output the latent variables of a specific dimension. These latent variables are then
fed into the decoder network, together with the training labels, to reconstruct the
original images. The loss is computed based on the reconstructed images and their
comparison with the original data. Figure 5.1 (b) shows the process of generating
new data using a trained decoder network. The model takes as input a random noise
distribution of the same dimension as the latent space, along with the labels for the
specific class, resulting in an output image that is generated based on the specified
labels.

5.2 Implementation

The secondary objective of this thesis was to generate artificial data to further en-
hance the total data available for our binary classification models. As deep learning
models are highly dependent on the amount and uniqueness of the data set available,
generating additional data is imperative. This is done to help the model generalize
better and avoid overfitting on a smaller data set. The proposed architecture in this
thesis for CVAE is shown in Figure 5.2. The following two sub-sections will explain
the encoder and decoder part of the CVAE.
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Figure 5.2 (a) Encoder network for CVAE model. (b) Decoder network for CVAE model.

Encoder

The encoder model starts off by creating an embedding for incoming labels, this is
done so that we can associate each training sample with its respective label. The
training samples are then concatenated with their respective label embedding and
passed through the first layer of the encoder network. The model mimics the DCNN
model used earlier for classification, as in both cases we are trying to extract features
to represent the data.

It is worth noting that the encoder network does not involve the use of batch
normalization layers. Batch normalization (BN) is used to standardize the inputs of
each layer. It helps to reduce the internal covariate shift, which is the phenomenon
of the distribution of the layer inputs changing as the network trains.

The reason why CVAE does not use batch normalization is that it can inter-
fere with the probabilistic nature of the model. The standardization of the inputs
introduced by batch normalization can constrain the learned distribution of latent
variables, which can lead to a loss of information in the encoding process.
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The final fully connected layer of the encoder consists of two outputs, the mean
and variance of the encoded latent variables: The encoder network takes an input
data point and produces two vectors that represent the mean and variance of the
probability distribution over the latent variables. However these values in of them-
selves are not directly used in the decoder network, rather we sample a latent vari-
able from the mean and variance variables. This is done by using a method known
as the reparameterization trick.

The re-parameterization trick involves sampling a value € from a standard nor-
mal distribution N(0,1), and then transforming it into a sample from the learned
probability distribution over the latent variables. This transformation is done using
the following equation:

z=U+EOC. 5.2)

In this equation:

* 1 is the mean of the learned probability distribution over the latent variables,
output by the encoder network.

* 0 is the standard deviation (square root of the variance) of the learned prob-
ability distribution over the latent variables, output by the encoder network.

e gis arandom sample drawn from a standard normal distribution with mean 0
and variance 1.

By using this reparameterization trick, we can ensure that the back propagation
algorithm can compute gradients for the encoder network, since the random vari-
able epsilon is independent of the parameters of the encoder network. The resulting
latent variable Z (shown in Figure 5.2) can then be fed into the decoder network to
generate a reconstructed data point.

Decoder

The decoder starts off by having incoming information from the encoder (i.e., the
latent variable Z) with auxiliary information (i.e., the associated labels) for each
batch of data. The labels are converted into a vector embedding representative of
each label, and concatenated with the latent variable. The decoder model then passes
this concatenated vector through a fully connected layer which is an inverted form
of the output fully connected layer from the encoder, essentially the decoder will
mimic the encoder model, in the opposite direction.

The output of the fully connected layer is reshaped into a 2D structure, followed
by a spatial transposed convolution which is used to append all the channels into
the 2D structure. This is followed by a series of upsampling and convolution layers.
The upsampling layers are introduced to increase the dimensionality in the temporal
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Figure 5.3 Comparison between traditional KL constant schedule and cyclical annealing
schedule.

dimension of each channel in the 2D structure, with convolution layers added to ex-
tract features in an attempt to restructure the upsampled information into the proper
EEG information. Upsampling is preferred over transposed convolution [Pons et al.,
2021] as the former is known to add tonal artifacts which can show up as a noisy
appearance within the reconstructed image.

By using the latent variables with the auxiliary information the decoder is ca-
pable of regenerating the original data. It is trained to minimize the reconstruction
error and the KL divergence, and it is used to generate new samples by sampling
from the learned latent distribution and varying the conditional variables.

Training strategy

During the training of a Conditional Variational Autoencoder (CVAE), the
Kullback-Leibler (KL) divergence term in the loss function is utilized to regu-
late the latent space to match a prior distribution. However, sometimes, this term
can dominate the loss function excessively, leading to the model ignoring the condi-
tional information. To resolve this issue, a cyclical KL divergence can be employed
in the loss function.

In Figure 5.3, we can compare the traditional monotonic schedule with the pro-
posed cyclical annealing schedule. The traditional method involves gradually in-
creasing the weight of the KL divergence term up to a specified number of training
iterations or epochs, after which the weight remains constant for the rest of the
training process. The cyclical schedule can be defined in several ways, with a recent
study [Fu et al., 2019] suggesting the usage of a cyclical annealing schedule. The
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proposed cyclical annealing schedule gradually increases the weight of the KL di-
vergence term up to one and then keeps it constant for a certain number of epochs
before decreasing it back down to zero and repeating the cycle. This approach al-
lows the model to focus on the reconstruction loss initially and then gradually regu-
larize the latent space, which balances the reconstruction loss and the KL divergence
loss and prevents the problem of KL vanishing.

The model training algorithm is shown in Algorithm 3. As we can see, we train
the model for a total of 500 epochs. This applies to both generating data for (left
vs. right) speech for attention decoding and (noise vs. speech-in-noise) for differ-
entiating between noise and speech. For generating new data the decoder network
from the final trained model is used, with input: normal random Gaussian noise and
corresponding labels as auxiliary information for generating images for the specific
labels.

Algorithm 3 Conditional Variational Autoencoder training algorithm

1: Initialize: Training data X, conditional labels Y
2: Initialize: Encoder network gg (1, 0x,y), Decoder network py (x|z,y)
3: Initialize: Adam optimizer with learning rate ¢ : 0.0005, number of epochs
T :500
4: fort=1to T do
5: for each (x,y) in X,Y do
6: Compute the mean p and standard deviation ¢ of the input data using
the encoder network: U, o = gg(x,y)
Sample a latent variable z from N (u, 1)
Decode the latent variable z and conditional label y using the decoder
network: £ = py(z,y)

9: Compute the reconstruction 1oss: Ly = %|x — %2

10: Compute the KL-divergence loss: Lg; = f%):jz-zl (1+ log(O'JZ) — /.LJ2 —
o)

11: Compute the total loss: L = Lyec + LkL

12: Compute the gradients of the total loss with respect to the parameters 0
and ¢: Vg »L

13: Update the parameters using the Adam optimizer: 6,¢ =
Adam(Vg 4L,0,¢)

14: end for

15: end for
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Results

This chapter presents the results from the implementation of DCNN and CVAE. The
first section will give a short introduction into the methods for evaluating the final
trained model performance(s), the second section will display the training graphs
for the models and discuss the given graphs, the third section will display results
achieved by the trained models using the evaluation criteria and finally the last sec-
tion will display the CVAE’s ability to generate data.

6.1 Evaluation criteria

To evaluate the performances of the models, four evaluation criteria are considered:
accuracy (ACC), area under curve (AUC) score, sensitivity, and specificity. These
metrics are commonly used to assess the effectiveness of classification models. Ac-
curacy is determined by the ratio of correctly predicted samples to the total number
of samples, which can be expressed as follows:

TP+TN

ACC = .
TP+TN+FP+FN

6.1)

Here, TP represents the number of true positives, TN represents the number of true
negatives, FP represents the number of false positives, and FN represents the num-
ber of false negatives. AUC score is calculated as the area under the Receiver Oper-
ating Characteristic (ROC) curve, which is a plot of true positive rate (TPR) against
the false positive rate (FPR) at various threshold values:

1
AUC = / TPR(FPR™')dFPR. (6.2)
0

Sensitivity is a measure of the proportion of true positives predicted by the
model over the total number of actual positive samples and is calculated as:

TP

TPLFN 6.3)

Sensitivity =
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Similarly, specificity is a measure of the proportion of true negatives predicted
by the model over the total number of actual negative samples and is expressed as:

TN

(6.4)

6.2 Model training graphs

Both DCNN models, designed for noise vs. speech-in-noise and attended left vs.
attended right speech, are subjected to uniform training for a period of 50 epochs.
The model training parameters and hyperparameters remain consistent between the
two models, indicating that the divergence between them arises solely from the data
utilized and its potential influence on the model training. For the first model (noise
vs. speech-in-noise) the training graph, explaining both accuracy and loss, are seen
in Figure 6.1. The x-axes of the graphs store results equally spaced 6 times per
epoch, as such resulting in a total of 300 steps. As we can see the model starts to
overfit somewhere around 100 steps, and after that the model validation loss slowly
increases. The final models saved during training were the models that performed
the best on the validation data, i.e., the model that gave the lowest validation loss
and highest validation accuracy on the validation data.

For the second model (Attended Left vs. Attended Right Speech) the training
graph for both accuracy and loss can be seen in Figure 6.2. From the graph it is ev-
ident that the model so far did not begin to overfit on the training data, however the
model performance on the validation data does slow down considerably and comes
to somewhat of a halt at a relatively higher validation loss compared to the training
loss. Despite the noticeable increase in validation accuracy, the rise in loss implies a
lack of confidence in the model’s ability to predict accurately on the validation data.
Once again, the best model, i.e., the one with the lowest validation loss and highest
validation accuracy, was saved and later used for evaluation.
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Figure 6.1 Noise vs. Speech-in-noise: Training/Validation graphs for Accuracy and Loss.
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Figure 6.2 Left vs. Right attended speech: Training/Validation graphs for Accuracy and
Loss.

Based on the graphs, it is evident that the two models exhibit varying perfor-
mance despite sharing identical model structure and hyperparameters, which can
be attributed to their respective tasks and available data set. The difference in their
ability to generalize, specifically in the tasks of Noise versus Speech and Left versus
Right Speech, is likely the root cause.

Figure 6.3 presents the training graphs for the two cases: Noise vs. Speech-in-
noise (left graph) and Attended Left vs. Attended Right Speech (right graph) for
CVAE training. The graphs display the reconstruction loss (or error) in conjunction
with the KL term from the ELBO equation for both cases.

It is evident that the reconstruction error for both cases initially starts at rela-
tively high loss values, but eventually converges to a minimum and oscillates around
that minimum. On the other hand, the KL term increases from a low value and then
continues to oscillate around that maximum.
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Figure 6.3 ELBO and loss terms for both data: (a) Noise vs. Speech-in-noise (b) Left vs.
Right attended speech.
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This behavior of the loss terms can be attributed primarily to the change in the
KL constant applied to the KL term in the ELBO loss equation. As the constant
increases, the contribution of the KL term also increases, resulting in an overall
increase in the ELBO loss, as well as the reconstruction error. This trend is also
reflected in the ELBO loss shown for both cases, where it starts at a relatively high
value and eventually stabilizes at a minimum, oscillating around that value.

6.3 Performance measures

Figure 6.4 presents the performance of individual subjects in both original and aug-
mented versions of the models for the classification tasks. It is important to note
that the test data constitutes 20% of the total data, maintaining the 60-20-20(%)
ratio commonly used in deep learning applications for train-validation-test. Mean
accuracy for each task, across each model, is shown as dashed lines. The average
results for both the original and augmented versions of the Left vs. Right attended
speech model demonstrate superior performance compared to the Noise vs. Speech-
in-noise model. Notably, the augmented versions of both models exhibit better per-
formance, with a more significant improvement observed in the Left vs. Right at-
tended speech model. Furthermore, some subjects show substantial improvements,
such as subjects #19 and #26 in the Left vs. Right attended speech model, with en-
hancements ranging from 20-35% while other subjects show minor improvements.

The average performance of the two models on their respective test data are pre-
sented in Table 6.1. The Noise vs. Speech-in-noise model demonstrates an accuracy
of approximately 70%, while the Left vs. Right attended speech model achieves
an accuracy of around 85%. Both models perform relatively well with the latter
achieving 90%+ AUC score. It is noteworthy that for the former, specificity indi-
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Figure 6.4 Subject wise classification results across models for both (a) Original models
(b) Augmented models. Dashed lines represent the average accuracies for both models.
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Model name ACC (%) AUC (%) Sensitivity (%) Specificity (%)
Noise vs. Speech-in-noise 70.0 77.5 65.5 74.4
Left vs. Right attended speech 84.9 92.4 80.2 89.4

Table 6.1 Model performance for both models on available test data.

Model name ACC (%) AUC (%) Sensitivity (%) Specificity (%)
Noise vs. Speech-in-noise 70.5 78.3 68.2 72.8
Left vs. Right attended speech 86.6 93.7 80.5 92.5

Table 6.2 Model performance for both augmented models on available test data.

cates how accurately the model predicts the speech-in-noise samples, while for the
latter, specificity represents the model’s ability to predict the right side speech sam-
ples.

Furthermore, Table 6.2 presents the outcomes of both models after training on
additional augmented data. The results indicate that both models have better perfor-
mance across all evaluation criteria when trained on augmented data for the given
test data set. The Noise vs. Speech-in-noise model showed a slight improvement
from 70.0% to 70.5%, while the Left vs. Right attended speech model demonstrated
a more significant increase in performance from 84.9% to 86.6%. The reason for the
lack of substantial performance improvement in the former model is not due to the
lack of data, but because the model has already learned enough to generalize well
on unseen test data. In contrast, the latter model’s slightly better performance shows
that the scarcity of data is one of the factors limiting the model’s maximum potential
performance.

Figure 6.5 displays the ROC curves, which provide insights into the perfor-
mance of a binary classification model. The ROC curves show the trade-off between
the true positive rate (TPR) and the false positive rate (FPR) at different classifica-
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Figure 6.5 ROC curve for both models with augmented data: (a) Noise vs. Speech-in-noise
(b) Left vs. Right attended speech.
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Chapter 6. Results

tion thresholds. The dotted lines in the plot represent the worst possible results (i.e.,
random guessing). From Figure 6.5.(a), it can be observed that the model performs
similarly with and without augmented data, with the augmented version slightly out-
performing the original model. However, in Figure 6.5.(b), the augmented version
of the model exhibits noticeable improvement over the original model.

6.4 CVAE reconstructed data

The Conditional Variational Autoencoder (CVAE) was trained with two objectives:
(a) generating data for Noise vs. Speech-in-noise, and (b) generating speech for
a specific direction. The performance of both models in generating multi-channel
EEG data was found to be similar, as shown in Figure 6.3 which displays the train-
ing graphs and results. To visually test the CVAE, the test data set used previously
was normalized and divided into one-second time windows, which were then passed
through the CVAE model for the specific task. The reconstructed data was consid-
ered as the output of the CVAE and compared with the original data that the model
aims to reconstruct. Figure 6.6 presents the results for the Noise vs. Speech-in-noise
CVAE model.

—— Original — Reconstructed

Channel # 43 Channel # 30 Channel # 57

Channel # 47 Channel # 16 Channel # 38

Channel # 13 Channel # 29 Channel # 35

Figure 6.6 Comparison of Original vs. Reconstructed EEG signals using CVAE model
across randomly extracted channels for an entire trial duration (38 seconds).
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6.4 CVAE reconstructed data

—— Original —— Reconstructed
Channel # 58 Channel # 40 Channel # 38
Channel # 46 Channel # 17 Channel # 43
Channel # 45 Channel # 42 Channel # 36

Figure 6.7 Comparison of Original vs. Reconstructed EEG signals using CVAE model
across randomly extracted channels for one second samples of EEG signals.

Figure 6.6 shows the reconstructed data for randomly selected channels across
the 66 available channels, overlapped with the original channels, to demonstrate the
similarity between the original and reconstructed data. As observed from the fig-
ure, the reconstructed data aligns well with the original data, indicating a noticeable
similarity. To further analyze the results, the 38 seconds of data was sampled into
randomly distributed one-second time windows across all channels, as shown in
Figure 6.7. The figure displays the reconstructed samples for one-second windows
overlapped with the original one-second samples, with the respective channels la-
beled. From the figure, it can be deduced that most of the channels are reconstructed
well with noticeable similarity to the original data, although some channels show
slight deviations especially concerning the high-frequency details in the signals.
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7

Discussion

In this chapter, the findings from Chapter 6 are analyzed and discussed. The possible
reasons behind the specific results obtained by the DCNN models on their respective
data sets are explored, including the ability of CVAE models to generate novel and
distinct data for further training of the DCNN models. Additionally, a comparison
of the current results with existing literature is provided.

7.1 Deep convolution neural network

Despite the small time windows (one second) used in this study, both DCNN models
perform relatively well, yielding decent results. However, the accuracy for distin-
guishing between Noise and Speech-in-noise remains around 70%, despite higher
training accuracies observed in the training graphs. This suggests that the models
may be overfitting and failing to generalize from the available training data. Al-
though augmented data from CVAE models was utilized to compensate for this,
the performance did not show significant improvement, indicating that data scarcity
may not be the primary reason for the lack of generalization beyond 70%. It is
likely that the current model’s inability to learn better features for distinguishing be-
tween Noise and Speech-in-noise is the underlying issue. Future research could ex-
plore better pre-processing methodologies to enhance feature extraction by the deep
learning models. Additionally, investigating different types of deep learning mod-
els, such as adjusting model architecture parameters or incorporating more complex
structures, may be beneficial in extracting better features for this task.

The results for distinguishing between Left and Right Speech demonstrate sig-
nificantly better accuracy of approximately 85%, indicating potential for real-world
production use. To explore the impact of increased data on model performance,
data augmentation was performed using CVAE, resulting in an accuracy of approx-
imately 87%. This suggests that data scarcity may be one of the reasons why the
models fail to learn beyond this point. However, it is important to consider other fac-
tors such as hyperparameters, loss function, and model architecture that could also
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7.1 Deep convolution neural network

Study Classification EEG Group Method Time window (s) Accuracy
Mirkovic et al. [Mirkovic et al., 2015] SR 2-8Hz NHS LR 60 88.0%
Das et al. [Das et al., 2016] SR 1-9 Hz NHS LR 30 76.0%, 87.2 %
Mirkovic et al. [Mirkovic et al., 2016] SR 2-8 Hz NHS LR 60 69.3%, 84.8%
Fuglsang et al. [Fuglsang et al., 2017] SR 1-8 Hz NHS LR 40-50 80.0-90.0%
Ciccarelli et al. [Ciccarelli et al., 2019] SR 2-32Hz NHS LR & DNN 10 87.0%
Taillez et al. [Taillez et al., 2020] SR 1-32 Hz NHS DNN 2 67.8%
Vandecappelle et al. [Vandecappelle et al., 2021] LoA 1-32 Hz NHS CNN 1-2 81.0%
Su et al. [Su et al., 2022] LoA 1-32 Hz NHS CNN 1 71.9%, 90.1%
Current work LoA 0.5-70 Hz  HIS DCNN 1 86.6%

Table 7.1 Comparison of EEG-based auditory attention decoding performance between our
study and previous literature, including stimulus reconstruction (SR) and locus of attention
(LoA) models for normal (NHS) and hearing-impaired (HIS) subjects using linear regression
(LR), deep neural network (DNN) and (deep) convolutional neural networks ((D)CNN).

contribute to the final results. The use of one-second time windows in the model
suggests its potential for real-time information processing and production use.

The utilization of small time windows and testing on unseen trial subjects is
a noteworthy aspect of this study. The fact that the model performs well despite
having no prior information on the given trials highlights its capacity to adapt to
new data. Even when unseen portions of the same trials are used for validation
and testing, some level of information sharing among training and testing sets may
still occur. However, the current study focuses primarily on unseen trials for both
validation and test sets, providing confidence in the model’s performance on real-
world unseen data.

The comparison of the proposed methodology’s performance with that of pre-
vious studies is presented in Table 7.1. The results presented in [Mirkovic et al.,
2015] indicate that the proposed method achieved an accuracy of 88.02%, which
is promising. However, it should be noted that this result was obtained using a 60-
second time window, which may not be practical in real-time scenarios. Similarly,
[Fuglsang et al., 2017] reported high accuracies ranging from 80-90% on 40-50
second time windows, which may also not be practical in real-world applications.

In contrast, the study conducted by [Das et al., 2016] reported a decoding accu-
racy of 76.0% for non-subject-specific decoders and 87.2% for subject-specific de-
coders. It is important to note that while subject-specific decoders achieved higher
accuracy, they may not be practical in real-world applications as subject specific
decoders would be a hindrance to product scalability. Additionally, [Mirkovic et
al., 2016] proposed two methods of decoding EEG (cap-EEG and ear-EEG) with
electrode placement around the cap or ear of the subject, respectively. The study
reported an average accuracy of 84.8% for cap-EEG and 69.3% for ear-EEG, with
the latter suggesting that unobtrusive miniaturized electrodes placed around the ear
are sufficient for successful decoding of the attended speaker in two-speaker scenar-
ios. However, the proposed methodology outperforms [Mirkovic et al., 2016] with
higher accuracies and smaller time windows.

According to the studies conducted by [Taillez et al., 2020; Vandecappelle et
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Chapter 7. Discussion

al., 2021], deep learning architectures were utilized for attention decoding, and
achieved accuracies of 67.8% and 81.0%, respectively, using 2-second time win-
dows. The latter study also experimented with a range of 1-2 second time windows.
However, in comparison, the proposed study achieved higher accuracy (86.6%) by
utilizing a deep learning approach with a 1-second time window for attention decod-
ing. The proposed method by [Su et al., 2022] employed two publicly available data
sets [Fuglsang et al., 2018; Das et al., 2019], which resulted in average accuracies
of 71.9% and 90.1%, respectively. Although the study showed promising results,
particularly on the latter data set, it struggled to achieve strong accuracy results on
the former data set.

7.2 Conditional variational autoencoder

The CVAE models have demonstrated the ability to produce highly similar images
when tested on previously unseen data. This suggests that CVAE models have po-
tential as a tool for generating new data to enhance multi-channel EEG tasks. Both
the original and augmented models have exhibited significant improvements in per-
formance in situations where limited or unique data has hindered model perfor-
mance. However, while the CVAE models capture the general characteristics of
EEG channels, they struggle to reproduce the minute details of EEG signals, as ev-
idenced by the generated channels having a smoother appearance than the original
ones. Nevertheless, the model’s performance has improved despite this limitation,
highlighting the generalizing capabilities of DCNN models. Further research can be
conducted to address this shortcoming of the CVAE models and generate data that
accounts for the subtle changes within EEG samples.
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3

Conclusion

The objective of this chapter is to present conclusions, analyze the findings, and dis-
cuss the final results achieved in this thesis. The conclusions drawn in this chapter
are derived from the findings presented in Chapter 6, which focus on the utilization
of DCNN and CVAE. In brief, the results indicate that CVAE is capable of gen-
erating multi-channel EEG data that is relatively realistic, while the DCNN yields
favorable outcomes when applied to 1-second time windows. Furthermore, incor-
porating generated data into the training process enhances the performance of the
DCNN models.

8.1 Deep convolution neural network classification

The results obtained from the two DCNN networks demonstrate promising out-
comes, particularly with the latter model (Left vs. Right attended speech) achieving
significant accuracy (84.9% ACC and 92.4% AUC). Moreover, the utilization of
1-second time windows during training indicates potential for real-time implemen-
tation. However, the former model (Noise vs. Speech-in-noise) tends to exhibit over-
fitting on the training data, struggling to generalize effectively to unseen trial data.
This limitation may stem from the model’s difficulty in identifying effective features
that can distinguish between the two states, as evidenced by the relatively similar
results even with data augmentation. Nevertheless, the augmented data appears to
significantly improve the performance of the latter model (Left vs. Right attended
speech), with accuracy and AUC increasing to 86.6% and 93.7%, respectively, un-
derscoring the effectiveness of training with augmented data. In conclusion, DCNN
models prove to be valuable tools in decoding attention-related features in multi-
channel EEG data.

8.2 Conditional variational autoencoder augmentation

The CVAE model is trained using a latent space that represents the original train-
ing data, incorporating auxiliary information in the form of labels to generate data
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Chapter 8. Conclusion

specific to each label (e.g., Left vs. Right attended speech or Noise vs. Speech-
in-noise). The generated data on unseen test trials, as demonstrated in Chapter 6,
clearly illustrates the model’s capability in generating samples that closely resemble
the given input image. Notably, the augmented data used in training is constructed
from unique examples generated by using Gaussian normal noise, ensuring that
each generated sample is distinct. Subsequently, the trained DCNN models exhibit
improvement after data augmentation, indicating the effectiveness of augmented
data in enhancing model learning and generalization. In conclusion, CVAE models
serve as a valuable tool for data augmentation in the context of multi-channel EEG
data.
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