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Abstract

Protein stability is a property of high importance and is of interest in a variety of
fields. It determines if a protein has its native fold and can be of influence in certain
diseases such as Parkinson’s and Alzheimer’s disease [1]. It can also be of interest in
an industrial setting to optimise the stability of enzymes in certain physicochemical
environments. Recent developments in machine learning have yielded novel methods
able to predict protein characteristics with surprising accuracy solely from sequence
information. However, few such models have been proposed for predicting protein sta-
bility. The aim of this project was to create a model able to predict protein stability
from sequence information, by utilising a multiple sequence alignment based protein
language model. Different models were developed to predict two quantities relating
to protein stability, Gibbs free energy of unfolding and the heat denaturation temper-
ature. Due to limited training data the performance of the models predicting Gibbs
free energy was poor. One of the models predicting heat denaturation temperature,
proved more promising, with higher performance than a previously published model
trained on similar data. However its ability to predict conventionally obtained heat
denaturation temperatures was poor.
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1 Introduction

The introduction of modern sequencing techniques has for the last decades led to
a rapid increase in the number of known proteins. However, protein characterising
techniques that obtain information on protein properties such as structure, function
and stability have not improved as significantly, leading to a large divide in knowledge
between experimentally characterised and uncharacterised proteins.

To bridge the gap between sequence information and protein properties, computa-
tional models based on the artificial intelligence technique deep learning have been
developed. The perhaps most famous example is AlphaFold, that can predict pro-
tein structures with impressive results. However, computational models for estimating
protein stability, has not yet had a breakthrough.

For most proteins to function, the proteins have to be folded into a three-dimensional
structure. The stability of this structure depends on the protein’s amino acid sequence
as well as the chemical and physical environment surrounding the protein. Knowledge
of a proteins’ stability is of importance in a wide array of settings. During develop-
ment of new thermostable enzymes in industrial settings more thermostable enzymes
are sought after since they can be used at higher temperatures, which increases the
catalytic activity. It can also be useful while designing therapeutic antibodies to make
them more stable and therefore suitable for treatment, as well as study evolutionary
lineages of proteins [2]. However, conducting stability experiments can be a costly and
time consuming endeavour, especially if a large number of proteins require character-
isation.

There is therefore an interest in estimating the stability with in silico methods, which
can be faster, cheaper and can be automated. The commonly used stability prediction
models to date are molecular dynamics simulations, which require a three-dimensional
structure of the protein and can be time consuming [2]. There has also been devel-
opment of models based on sequence information, however the vast majority predict
changes in stability upon point mutation, therefore requiring a value of the original
protein’s stability.

The growth of large-scale sequence datasets as well as the recent development of nat-
ural language models have enabled the creation of protein language models, able to
represent proteins in a novel manner. One such protein language model is the mul-
tiple sequence alignment, MSA transformer that by learning how to predict multiple
sequence alignments could make predictions about protein structure [3]. The models
represent the amino acids and their dependencies to each other in a complex manner,
which can be utilised by other models for extracting features [4].

The aim of this project was to create a model able to predict the stability of a protein
from a multiple sequence alignment. The model was developed utilising machine
learning and transfer learning of the MSA transformer published by Rao et al. [3].
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2 Background

2.1 Proteins

A protein is a chain of amino acids in a specific order, or differently phrased, an amino
acid sequence. Directly after being synthesised by the ribosome the protein has no
function and in order to gain its function it has to be folded into a three-dimensional
structure. The protein’s function arises from the amino acids being arranged in a
manner that creates a local physicochemical environment that allows the function to
be carried out. As an example, for enzymes to catalyse a reaction, the active site must
be formed to allow interactions with substrate that stabilise the reaction’s intermediate
states.

Most proteins fold spontaneously by random motion of the unordered chain, with non-
covalent interactions between amino acids and between amino acids and the surround-
ing environment guiding the chain into a functional native fold. The main interactions
are van der Waals interaction, hydrogen bonds as well as the hydrophobic effect.

2.2 Thermodynamics of Proteins

The change of state between the folded, native state and the unfolded denatured state
is commonly approximated as a reversible two-state system, see Equation 2.1 . In
the two-state system a protein is considered to either have the native fold, N, or
an unfolded denatured structure, U. The approximation only allows for one native
state and populations of intermediates are neglected. Therefore, proteins that do
not have the native fold are considered unfolded, U. However, worth noting is that
both states are so called macrostates, meaning that they are sets containing numerous
configurations of protein. There is therefore not merely one configuration that is
categorised as native, rather all configurations that can carry out the protein function
are considered native.

N ⇀↽ U (2.1)

The physical quantity determining the populations of the native or unfolded states at
equilibrium is the difference in Gibbs free energy, ∆G ≡ GU − GN . It can be related
to the equilibrium constant, K, through Equation 2.2, where R is the gas constant
and T is the temperature.

∆G = −RT lnK (2.2)

The equilibrium constant, K, in turn describes the relative population of the two
states at equilibrium through Equation 2.3. Where XN , and XU are the fractions of
native and unfolded proteins respectively, at temperature T . The previous restriction
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of proteins exclusively being in the native or unfolded states, gives XN +XU = 1.

K =
[U ]

[N ]
=

XU

XN

=
1−XN

XN

(2.3)

Equal populations of the N and U give XN = 0.50, which corresponds to ∆G = 0.
A majority of native proteins, XN > 0.50, corresponds ∆G > 0, while a majority of
unfolded proteins XN < 0.50 correspond to ∆G < 0. This enables utilising ∆G as a
metric for the stability of a protein’s native fold.

How ∆G depends on temperature is described by Equation 2.4, which further relates
∆G to the difference in enthalpy of the two states ∆H and the difference in entropy
of the states ∆S. Enthalpy, ∆H, can be understood as the difference in energy of
non-covalent interactions, while ∆S is a measurement of the difference in how ordered
the system is.

∆G = ∆H − T∆S (2.4)

The main contribution to ∆G is the hydrophobic effect, which is caused by the repul-
sion of water molecules on hydrophobic amino acids due to not being able to integrate
into the water’s hydrogen bond network. The lack of interaction causes hydrophobic
residues to have an apparent attraction to each other, thus stabilising the folding [5].

The effect of hydrogen bonds on folding is more complicated. A typical protein can
form hundreds of hydrogen bonds due to containing hydrogen bond donors and accept-
ors, both in the backbone as well in the hydrophilic side chains. In an unfolded state
the hydrogen bonds are intermolecular, interacting with surrounding water molecules
or other solutes, however in a folded state a considerable proportion of the hydrogen
bonds are intramolecular, with interactions within the protein. Due to hydrogen bonds
being formed regardless of folding, its effect on ∆H is comparatively small [5].

Repulsion of amino acids can be caused by over-packing, leading to a repulsive van
der Waals interaction, as well as charge-charge interactions of amino acids of the same
charge. However, the main destabilising effect arises from the change in conformational
entropy, ∆Sconf . The difference in entropy is due to the fact that from a statistical
perspective, the folded state is highly unlikely to form if each possible conformation
of a protein is considered [5].

Integrating thermodynamic identities enables relating the enthalpy and entropy at a
given temperature, ∆H(T ) and ∆S(T ), to the enthalpy and entropy of a reference tem-
perature, ∆H(T0) and ∆S(T0), by utilizing the heat capacity ∆Cp, which is generally
weakly dependent on temperature [2]. See Equations 2.5 and 2.6.

∆H(T ) = ∆H(T0) +

∫ T

T0

dT ′∆Cp = ∆H(T0) + ∆Cp(T − T0) (2.5)

∆S(T ) = ∆S(T0) +

∫ T

T0

dT ′∆Cp

T ′ = ∆S(T0) + ∆Cp ln (T/T0) (2.6)

Choosing the heat denaturation temperature, Tm, as reference temperature enables the
utilization of the following relation ∆S(Tm) = ∆H(Tm)/Tm, derived from Equation
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2.4. This is due to Tm being the temperature where half of the protein population is
denatured or ∆G(Tm) = 0.

Combining Equations 2.5 and 2.6 with Equation 2.4 and Tm as the reference temper-
ature, gives rise to Equation 2.7, which describes how the stability, ∆G, depends on
temperature, T, based on the parameters ∆Hm, Tm and ∆Cp.

∆G(T ) = ∆Hm

[
Tm − T

Tm

]
−∆Cp

[
Tm − T

(
1− ln

[
T

Tm

])]
(2.7)

Figure 2.1 shows how ∆G depends on T , according to Equation 2.7 and how alterations
of thermodynamic properties affects the stability. Alterations of ∆Hm or ∆Cp change
the maximal value of the ∆G- curve as well as at which T the maxima is located,
while alterations of Tm slides the ∆G-curve along the axis of the temperature.

Figure 2.1: The thick black line is plotted based on the thermodynamic values
∆Hm = 40kcalmol−1, Tm = 55K and ∆Cp = 0.9kcalmol−1K−1. The other
lines are variations of the thick black line where a single parameter has been
altered. The blue line has ∆Hm altered to 80kcalmol−1, while the olive line
has Tm set to 90◦C and the green line has ∆Cp set to 0.4kcalmol−1K−1.

Protein stability is commonly quantified with either ∆G approximated at 25 ◦C, or
the Tm value. Which of the two quantities is used depends on convention as well as
the experimental method used. However as seen in Figure 2.1 do the two quantities
correspond to different properties that both can be argued quantify protein stability,
but different aspects of it.

Rees and Robertson [6] summarised different empirical findings on how ∆Hm and
∆Cp could be approximated by the peptide length N , and constructed an expression
for how ∆G(T ) could be approximated from Tm and the protein sequence length, N ,
alone.

∆G(T ) = (2.92N + 0.058N(Tm − 333))

[
Tm − T

Tm

]
− 0.058N

[
Tm − T

(
1− ln

[
T

Tm

])]
kJmol−1 (2.8)
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2.3 Multiple Sequence Alignments

Due to genetic information, in the form of DNA/RNA, being passed on from one
generation to the next imperfectly, divergence from a common ancestor can arise.
The types of mutations occurring during reproduction are point mutations, insertions,
deletions and translocations. If the mutation severely impacts the organism’s fitness,
by for example destabilising a vital protein, it is unlikely for the organism to reproduce
due to the disadvantage it poses. However, mutations that do not negatively impact
the fitness can be passed on to coming generations.

By aligning biological sequences, namely DNA, RNA, and protein, similarities and
differences of sequences can be identified, which enables detection of homology. Higher
order information such as structure, function or phylogeny can also be inferred by
aligning a sequence to databases of already studied sequences. Sequence alignment is
done by finding similarities between the sequences and introducing gaps to increase
the degree of alignment between the sequences. In evolutionary terms a gap can be
thought of as an insertion or deletion mutation, and a mismatch of a nucleotide or
residue as point mutations. An example of a pairwise alignment can be seen in Figure
2.2.

Figure 2.2: An example of pairwise alignment of two DNA sequences. The alignment
algorithm tries to maximize the number of paired nucleotides by introducing
gaps, which are shown as dashes(-). ([7], Creative Commons Attribution
License)

Aligning multiple sequences through a multiple sequences alignment, MSA, enables
extraction of more information than a pairwise alignment, by comparing sequences
from multiple families. If a residue or region is well aligned among a wide array of
proteins, it is considered conserved, due to not being replaced during the protein’s
evolution, and is therefore most likely to be of high importance for the proteins’ func-
tion, structure or stability[8]. This can be rephrased as MSAs containing information
of properties such as stability. An example of how this can be used is that over 20
examples in literature, reported by Sternke et al. [9], had engineered de novo proteins
with stability higher than any of the in-going sequences in an MSA by simply utilising
the MSAs consensus sequence. The consensus sequence of an MSA is constructed by
choosing most common amino acid in each position of the sequence.

Viewing mutations on a protein level, contrary to nucleotide level, requires taking
the properties of the amino acids into consideration. This is done through a scoring
system where alignment of amino acids with similar physicochemical properties give a
positive score, whereas alignment of dissimilar properties gives a negative score. Two
popular scoring systems, or as more commonly called substitution matrices, are Blocks
Substitution Matrix, BLOSUM, and Point Accepted Mutation, PAM matrix.
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UniProtKB is a curated protein sequence database containing 249 million entries as of
writing [10]. It is a good candidate for aligning unknown sequences to find homolog-
ous sequences, however the large size poses problems. In order create a representative
of UniProtKB with reduced size Uniclust was created. It clusters sequences of Uni-
ProtKB with sequence similarities above a certain threshold and chooses a represent-
ative sequence for the cluster [11]. Utilising Uniclust for constructing MSAs therefore
enables alignment of a wide representation of sequences.

2.4 Machine learning

Machine learning, ML, is a field that utilises computer programs to process data,
extract information from it and make predictions about some unknown property. The
program is developed through a generic model being trained on data, or phrased
differently, the program learns from exposure to data [12].

Deep learning is a sub-field of ML focusing on the use of so called deep Neural Net-
works, NNs. Deep NNs are considered a state-of-the-art method in ML and can
successfully model complex relationships between variables. Deep NNs can for in-
stance be used for determining what object is present on an image, a so-called image
classification problem [12].

To successfully grasp how an NN is built, it is helpful to understand the concept of
linear regression. Linear regression utilises a parametric model in order to find a linear
function, f , that from the input variables, x, is able to predict an output, f(x), that is
close to the real value, y. In linear regression the output, f(x), is a continuous variable,
and the aim of the regression is to minimize the error, ϵ, which is the difference between
the predicted value of input, f(x), and the real value y, see Equation 2.9.

y = f(x) + ϵ (2.9)

The linear function, f , consists of the parameters w and b, the slope and intercept,
see Equation 2.10. The learning of the model is performed by altering the model
parameters, w and b, to minimise the error, ϵ, until an optimal linear function, f ,
is found. This model is then able to perform predictions on new input data, x, by
utilising the at this stage already learned model parameters, w and b.

f(x) = w1x1 + w2x2 + ...+ wmxm + b = wTx+ b (2.10)

If multiple outputs of the model, f , are needed, logistic regression can be carried out
in parallel through matrices, see Equation 2.11.

f(x) =

f1(x)
f2(x)
...

fn(x)

=

w1,1x1 + w1,2x2 + ...+ w1,mxm + b1
w2,1x1 + w2,2x2 + ...+ w2,mxm + b2

...
wn,1x1 + wn,2x2 + ...+ wn,mxm + bn

= WTx+ b (2.11)

As previously is the learning of the model performed by optimisation of the model
parameters, W and b, to reliably describe how x relates to y.
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The term neural network stems from the fact that NNs were first developed to imitate
how brains process information through biological neurons. A simple description of
how a neuron processes information is as follows: the neuron obtains stimuli from
multiple sources and internally processes the stimuli. If the stimuli is strong enough
the neuron reacts with an output. Designing a mathematical model with similar
properties, the artificial neuron, and constructing a network of such artificial neurons
by aligning them in parallel and in sequence, yielded a general model suitable for ML
[13].

The building block of an NN, the artificial neuron can be seen as a modification of
linear regression. It consists of a linear function, z = wTx + b , that imitates the
reception and internal processing of stimuli, as well as an activation function g(z),
that imitates the evaluation of the combined signals and the output of the neuron. In
deep learning there is furthermore a change in terminology, instead of describing w
and b as slope and intercept, they are described as weights and bias. This is due to wi

determining the weight of influence xi has on the artificial neuron, and b determining
how strong bias the neuron has for activation.

There are many possible activation functions, g. Two common ones are the sigmoid
function (Equation 2.12) and the Rectified Linear Unit, ReLU (Equation 2.13), which
are plotted in Figure 2.3. What all activation functions have in common is non-
linearity. If an activation function was linear, the artificial neuron would comprise of
two linear functions following each-other, which can always be condensed into a single
linear function.

gsigmoid(z) =
1

1 + e−z
(2.12)

gReLU(z) = max(0, z) (2.13)

Figure 2.3: Two common activation functions. The vertical axis shows the output of the
activation function g(z), while the horizontal axis shows the result of the
linear function, z.

An arbitrary NN can be broken down into so called layers. All NNs consist of an input
layer, one or more hidden layers and an output layer. A common representation of a
simple NN, with the different layers is shown in Figure 2.4. The x values represent
input values to the network, the black circles artificial neurons or also called nodes,
the arrows how inputs and outputs are connected to the artificial neurons. The output
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of the NN is the predicted value ŷ. Each layer consists of a user-chosen number of
artificial neurons in parallel.

Figure 2.4: A basic fully connected feed forward artificial neural network, commonly
called a multilevel perceptron, MLP.

The first layer in Figure 2.4 consists of four nodes, which all receive the three input
values. The four nodes have their own weights and biases, similar to the multiple linear
regression (Equation 2.11), resulting in four calculated values. The results from the
linear functions are passed through the activation functions to yield the first layer’s
output values. The four output values of the first layer are then passed on to the
second layer as input values. The second layer consists of two nodes, meaning that
the linear function has four input variables and two output variables. The results
of the linear function are once again passed through an activation function and the
outputs are fed to the next layer. The output layer in this example consists of a node,
that yields the output value of the whole NN. While performing regression the output
node’s activation function can be omitted, to not restrict which values the model can
output.

The type of network with fully connected layers just described is commonly used in
deep learning and is called a feed forward layer or a multilevel perceptron, MLP. The
sizes of the layers vary depending on the number of input variables, output variables
and the wanted complexity of the model. However it is common to use two or three
layers [14].

Similar to linear regression, the mechanism of learning in deep learning is performed
by gradually altering the model parameter values until a useful model is reached. This
poses two requirements, firstly a way to evaluate how well a model is performing, and
secondly how to alter the parameters based on the model performance.

The model evaluation is quantified through a loss function, L, that relates the predicted
value of the model, ŷ, to the actual value, y. A good prediction leads to a low loss,
while a bad prediction leads to a high loss. By utilising an optimisation algorithm,
a minima of the loss function can be found, which if implemented correctly should
correlate to a model predicting ŷ closer to y.

A suitable optimisation algorithm is gradient descent, which is visualised in Figure 2.5.
The gradient descent can be described by starting with a randomly initialised model,
calculating the loss and the gradient at the initial state with respect to the model
parameters. The parameters are then altered in the direction against the gradient.
The loss and the gradient are calculated once again, and the processes is repeated
until a sufficiently low loss is reached.
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Figure 2.5: The checkered surface represents a loss landscape of an arbitrary
two-dimensional model, meaning that the height of the surface corresponds to
the loss at the given parameters. The orange crosses represent states of the
model, while the orange arrows are steps against the gradient at a cross.

To efficiently calculate the output value of an NN as well as the gradients a method
called backpropagation was developed. It calculates the result of the NN in what
is called forward propagation. The gradients are calculated by utilising the chain
rule of calculus and is calculated from the last layer backward and is therefore called
backward propagation. An interested reader can read more about it in the book
Machine Learning: A first course for engineers and scientists by Lindholm et al. [12].

A somewhat more mathematical description of the gradient descent is the cycle of the
following four steps:

1. Compute the loss L(ŷ, y).

2. Compute the partial derivative of the loss function for each weight, ∂L
∂wj

, and bias
∂L
∂b
.

3. Compute the gradient step, ∆w and ∆b, by multiplying the partial derivat-
ives with a user-defined learning rate, α: ∆w = −α∇wL(w, b) and ∆b =
−α∇bL(w, b).

4. Update the weights and biases: w := w+∆w and b := b+∆b.

The learning rate, α, is a parameter set by the user which alters how much the para-
meters are changed during each iteration. If α is too low will the optimisation take
an unnecessarily long time, but is it too large is there a risk that the optimisation will
overshoot a loss minima and not be able to find useful parameter values.

So far the following parameters have been introduced: layer size, w, b and α. The
parameters w and b are directly related to the model, since these are altered to train
the model, while layer size and α remain constant during training or directly affect
the training process. Parameters that are not an intrinsic part of the model, such as
layer size and α are called hyperparameters.
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In order to draw useful conclusions from a model developed by ML techniques, it is
important to handle the available data wisely. The common practice is to separate
the model development and the available data into three stages with accompanying
datasets, namely training, validation and testing. The training set is the largest and
is used to train the model through updating the model parameters. To ensure that
the final model yields valuable results once deployed, the training data should, to the
largest extent possible, represent the end user’s data. The training and validation
sets are used to develop the model, however the validation set is not used to optimise
the model parameters, but rather to compare models during development and to tune
hyperparameters. The test set ensures that the model has not overfitted to the training
and validation sets and should therefore only be used once the model is ready to be
deployed [14].

To determine if a model is overfitting, one compares the loss value from predictions
of different datasets. During model development this is commonly done with respect
to the duration of the training, which is quantified by epochs, the amount of times
the training dataset has been used on the model. An epoch is therefore an iteration
through the entire training set. The expected behaviour of a DL model is that at the
beginning of training both the training and validation loss decrease, however if the
training is allowed to carry on for long enough, the model becomes overly specialised
on the training data and the loss value between the two sets will start diverging. An
illustration of this behaviour can be seen in Figure 2.6.

Figure 2.6: A schematic of overfitting. In the beginning of the training both training and
validation loss decrease, which is associated with enhanced prediction
performance. After a certain point the model reaches the best fit and more
training leads to the model being over-specialised on the training data, which
corresponds to an increased loss on the validation dataset.

Depending on the amount of available data the separation of data into training, val-
idation sets looks different. The preferred method of separation is what is known as
k -fold cross validation, which is illustrated in Figure 2.7. In k -fold cross validation
the data that is not designated to the test dataset is perceived as training data. The
training dataset is randomly partitioned into k number of folds. The model is trained
k times with each of the folds being excluded from the training in each iteration in
order to be used as validation. By averaging the performance of the folds an expected
performance of the model can be obtained. The standard is to set k to 10, since it is
deemed to offer reasonable trade off between bias and variation [14]. However, if the
amount of available data is so large that training the model repeatedly is unfeasible,
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can a single division into training and validation sets be necessary.

Figure 2.7: Illustration of how the training set is separated during k -fold cross validation.

Two commonly used concepts in ML are high variance and high bias. High variance
corresponds to overfitting to training data and can be caused by the model being too
complex. In order to decrease overfitting there are multiple options, namely obtain-
ing more training data, reducing the complexity of the model, or increasing regular-
isation. There are multiple ways to regularise a model, some common options are
L2-regularisation and dropout. L2-regularisation adds a term to the loss function pen-
alising large weight values while dropout ”shuts down” nodes with, the user-defined,
pdrop probability. When done properly both methods ensure that the model cannot
rely on specific nodes to make predictions and increases the model’s robustness and
generality. High bias corresponds to underfitting and is a symptom of a model too
simple to learn patterns in the training data. High bias can be tackled by increasing
the model size, increasing the number of input features or by decreasing regularisation
[14].

As previously mentioned is the basis of ML creating models that learn from data. The
learning described so far has been framed as using some features or input variables,
x, in order to predict a property or output y. In order to train a model for this
kind of prediction labeled data is needed, meaning that for each x there is a known
corresponding y. Training a model to predict a label, y, from the features x is called
supervised learning. However, availability of labeled data is often limited, compared
to the amount of unlabeled data, and obtaining more can be an expensive and time
consuming endeavour due to it often requiring manually labelling unlabeled data.
Which is the current state within the field. There are a vast number of known protein
sequences, with unknown properties such as stability.

This is where unsupervised learning is of interest, due to it enabling learning from
unlabeled data. In unsupervised learning, the model is instead tasked to predict the
input data. This is performed by giving the model incomplete inputs and letting the
model predict the missing values. As previously are unsuccessful predictions penalised
by parameter alteration, which forces the model to learn dependencies among the
input features. This leads to the model having the ability, to perform abstractions of
the input data, without a bias toward any label that supervised learning would restrict
it to. This makes it of interest to use unsupervised models trained on large datasets,
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such as the MSA transformer, for other task with much smaller amounts of available
labeled data.

2.5 Sequential models

A protein has sequential information in the sense that it consists of amino acids in a
specific order. It can be compared to sentences, where each amino acid can be thought
of as a word. As the order of the words impact the meaning of a sentence, the order
of amino acids impact the folding and properties of the protein.

So far the described architecture treats each data point as independent variables and
therefore cannot interpret the order of sequences. However, two popular architec-
tures able to interpret sequential information are recurrant neural network, RNN, and
transformers.

An RNN processes the input sequence step by step, or in this context amino acid
by amino acid. As it processes each step of the sequence it has two types of input
and two types of output, as seen in Figure 2.8. One of the inputs stems from the
sequence itself, while the other input is from the previous processing step in the same
layer that is interpreting the sequence. The input from the previous step is not seen
from the outside and is therefore called the hidden state. Similarly the outputs are
to the next layer and to the hidden state to the next step of the same layer. This
enables a transverse flow of information, which is impossible with a regular feedforward
architecture, where information only flows in and out of the layer, and not within the
layer.

Figure 2.8: The structure of a generic RNN. The input sequence x, consists of the steps
x1, x2, ...xn. The boxes denoted N are the recurring network that receive
inputs from the sequence step xi as well as the previous step’s hidden state,
hi−1. Each node in the figure outputs yi, as well as a hidden state hi.

The flow of information within the RNN layer enables learning sequential patterns,
however a more sophisticated architecture is needed to learn long-range interactions.
Two RNN architectures able to learn long-range interactions are long short-term
memory cell, LSTM, and gated recurrant unit, GRU. An LSTM consists of recur-
ring blocks that utilise two states passed between the steps, the hidden state and a
cell state. The hidden state functions similarly as described in the previous paragraph,
while the cell state is more complex. The cell state influences the hidden state and has
mechanisms that can alter the input information or suppress information from being
passed forward. GRU has mechanisms similar to LSTM, but utilises only one hidden
state, making it less computationally heavy.
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Figure 2.9: Visualisation of tensors with different dimensionalities and a description of
their shapes. Each box represents a numerical value. The left-most tensor can
also be called a row vector, and the second left-most tensor a matrix.

The transformer architecture was developed by Vaswani et al. [15]. Instead of inter-
preting the sequence step by step as RNN models do, it interprets the whole sequence
at the same time. The sequential understanding of the model stems from an attention
mechanism that quantifies how much attention each sequence step should pay to the
other steps. This approach has two main benefits over the RNN architecture, firstly
that even longer interactions can be learned, since the information does not need to
be passed down through a large number of hidden states during the processing of the
sequence. Secondly it can increase the speed of the model since it utilises vectorisa-
tion to a high degree. Shortly described vectorisation means that the model relies
on structuring information in so called tensors and utilising matrix operations rather
than breaking it up into repeating computations. A tensor is a multidimensional array,
and can be viewed as a matrix of higher dimensions or a generalisation of a matrix.
Matrices are two-dimensional in the sense that they are arranged by rows and columns,
while a tensor can structure its elements in an arbitrary number of directions. Tensors
therefore allow information to be ordered into dimensions higher than two. By util-
ising tensors and matrix operations the computer can save, load and compute more
efficiently, than if the information was separate. A visualisation of how tensors can be
seen in Figure 2.9.

2.6 MSA Transformer

The MSA Transformer is a protein language model developed by Rao et al. [3] utilizing
MSAs. It was trained through unsupervised learning to learn complex dependencies
and patterns in MSAs. The training was performed by masking residues in MSAs
and letting the model predict the masked residues. The model consists of 100 million
parameters and outperformed previous protein language models with 650 parameters.
It is trained on 26 million MSAs, with an average of 1192 sequences per MSA. Rao
et al. [3] showed that the model’s representations of MSAs could be used for structure
and contact prediction, even though it had only been trained on MSAs and had not
been exposed to any structural information. It outperformed the previous state-of-the-
art models with unsupervised training on sequence data. It had therefore learned to
extract structural information from MSAs in order to more accurately predict them.
Due to both structure and stability being of high importance for a protein to function,
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it is likely that the MSA transformer also has learned to interpret protein stability
from MSAs. The following section describes how the MSA transformer interprets and
processes MSAs.

An MSA can be described as a two-dimensional matrix of M number of sequences
of sequence length L. In order to make the MSA interpretable for a computer each
position is represented by an integer. The vocabulary the MSA transformer utilises
has 29 tokens, 20 of which are standard amino acids, five are non-standard amino
acids, the remaining four are an alignment character, a gap character, a start token
as well as a mask token.

Each position in the MSA was represented by an embedding vector of 768 elements.
This enables the model to internally represent each amino acid residue through 768
features. The features can be viewed as the model’s annotations of the residues. The
usage of feature vectors enables comparing residues to one another. Two residues with
similar properties should be close to each other in the vector space, while dissimilar
residues have a larger distance in the vector space.

Figure 2.10: A representation of embeddings. The box at the bottom is a protein
sequence, of length L, with each circle being a residue. The vertical objects
are embedding vectors, with F number of features, describing the residues.
The whole sequence is represented by a L by F two-dimensional matrix.

In the context of MSAs, attention can be interpreted as the importance amino acids
have on each other. It can be in the form of two amino acids together being of
importance for stability and therefore co-evolving. Due to MSAs’ two-dimensional
structure, the MSA transformer’s attention mechanism would relate each position in
the MSA to all other positions, meaning that the attention-maps would scale O(ML)2

unless restrictions were put in place. The MSA Transformer therefore utilises two types
of attention, tied row attention and column attention. This reduces the attention maps
to O(L2) and O(M2L) for tied row attention and untied column attention respectively.

Furthermore, since the order of the residues affect the properties of a protein, the posi-
tion has to be represented in the embedding. This is done through so called positional
encoding, the embedding is altered by addition of a vector uniquely describing the
residues position in the sequence. This enables the network to recognise the absolute
position of a residue in the protein, but also the distance between two residues [14].
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2.7 Experimental Characterisation of Proteins

The conventional methods for obtaining thermodynamic values of proteins are differen-
tial scanning calorimetry, DSC, and cosolvent denaturation experiments. To conduct
conventional stability experiments the protein of interest must be isolated and the
solution it is suspended in, must be well characterised.

DSC experiments measure the partial molar heat capacity, Cp, and its dependency
on temperature. The definition of Cp is the amount of heat needed to increase the
temperature of a mole of the protein with 1◦C , in a diluted solution at constant
pressure. The experiment is conducted by heating the protein solution as well as a
reference solution and comparing the difference in Cp between the two solutions. In
the temperature range of a protein’s unfolding there is a dramatic increase of Cp due to
the amino acids absorbing more heat to shift into higher energy conformations. This
excess Cp is directly associated to the unfolding of the protein and is used to estimate
∆H and Tm [5].

Cosolvents are polar molecules present in such high concentrations that they are con-
sidered a solvent, rather than a solute. A denaturant is a cosolvent that interacts more
favourably with the protein backbone compared to the backbone’s interaction with wa-
ter, leading to a stabilisation of the unfolded state or a decrease of ∆G. Due to the
cosolvent interacting weakly with the protein, the change in free energy is proportional
to the denaturant concentration, C, leading to the Equation 2.14.

∆G(C) = ∆G0 +mC (2.14)

Where ∆G0 is the free energy of unfolding with none of the cosolvent species present
and m is a constant describing the cosolvent species’ effect on stability. The relation
enables estimation of ∆G0 by measuring ∆G at different C and performing a simple
linear regression. This method of determining ∆G(T ) is commonly called the linear
extrapolation method. ∆G(C) can be determined by methods such as fluorescence
spectroscopy or circular dichroism, spectroscopy. Fluorescence spectroscopy methods
determiningXU utilise the fact that residues of unfolded proteins are exposed to a polar
physicochemical environment, thereby broadening and shifting the emission spectra.
Circular dichroism spectroscopy can be used to estimate concentration of secondary
structures as well as the mobility of aromatic side-chains, both of which are related to
the amount of unfolding. Even if the linear extrapolation method differs from DSC,
the ∆G0 values usually agree well with the ∆G values from the DSC experiments [5].

A high-throughput method for estimating Tm was developed by Leuenberger et al. [16].
The method obtains apparent Tm values on a proteome level by examining whole cell
samples in shotgun mass spectrometry, MS. Shotgun MS methods are able to compare
concentrations of proteins and peptide fragments between samples [17]. This is done
by high precision determination of the molecular mass of protein fragments. The
fragments are created by treating the protein samples with high specificity proteases,
meaning that the protein chain is cut at sites with amino acid in a specific order.
For known protein sequences these protein fragments and their molecular mass can
easily be determined, due to the high specificity of the used proteases. A shotgun
MS experiment therefore use sequence databases in order to map which proteins the
fragments stem from.
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The novelty of the method by Leuenberger et al. [16] is that it initially uses a ther-
mostable broad-specificity protease with an increased activity for locally unfolded seg-
ments. By using the protease at different temperatures, it is argued that, it can be used
to monitor local unfolding. The partially digested samples from the different temperat-
ures are then run through the shotgun MS protocol, which involves the high specificity
protease trypsin, to compare how the initial broad specificity protease altered the pep-
tide fragments and their concentrations. The method therefore yields curves of how
the relative intensity of peptide fragments changes at different digestion temperat-
ures. The reported apparent Tm value is the temperature at which the concentration
of protein unaffected by the broad-specificity protease was halved, compared to the
concentration at the lowest temperature. For larger proteins consisting of multiple
domains or folding units are apparent Tms for each domain expected. The reported
apparent Tm for each protein, is the lowest apparent Tm of the protein domains.

An alternative high-throughput method similar to the previously described one was
performed by Jarzab et al. [18]. The method, thermal proteome profiling, TPP, is
somewhat simpler due to it not using the broad-specificity protease and instead meas-
uring the amount of protein precipitation as a function of temperature. This was
performed by heating the sample and then centrifuging it to remove the precipit-
ate. The soluble fraction was trypsinated and labeled and shotgun MS was used to
determine the relative concentrations of each soluble protein species at the different
temperatures. The temperature at which half of the protein concentration has been
lost due to precipitation is therefore determined as the apparent Tm. The authors note
that the apparent Tm obtained cannot be directly compared to the thermodynamically
defined Tm, due to this method depending on unfolding and precipitation.

The high-throughput methods state apparent Tm values, rather than regular Tm, since
the methods cannot assure reversibility between the native and unfolded states due to
the digestion and precipitation.

2.8 Datasets

ProThermDB is a database published in November 2020 containing thermodynamic
information on proteins. It currently holds about 31 500 entries with information about
thermal heat denaturation temperature, Tm, free energy of unfolding from thermal and
denaturant denaturing, ∆G, change of thermal heat denaturation temperature upon
mutation, ∆Tm, change of free energy upon mutation, ∆∆G, enthalpy of unfolding,
∆H, as well as change of heat capacity of unfolding ∆Cp. The data is collected from
studies using conventional methods to study stability such as DSC, circular dichroism
and fluorescence spectroscopy [19]. However, redundancy occurs, most entries are of
mutants and not all entries contain ∆G or Tm values.

As previously mentioned did Leuenberger et al. [16] develope a method to estimate Tm

on a proteome scale. The method was used on cell samples from four different species,
namely E. coli, S. cerevisiae, T. hermophilus and human. Their values were published
for public use.
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The meltome atlas was published in April 2020 and contains values of 48 000 proteins
from 13 species, obtained through TPP as described in the previous section. The
samples were either whole cells or lysate.

2.9 Previous Studies

ProTstab was published in in 2019 by Yang et al. [20]. It utilises the ML method
gradient boosting regression trees and is trained on data presented by Leuenberger
et al. [16]. In 2022 the authors published ProTstab2, which utilises data also from
the meltome atlas. Including the meltome atlas resulted in the amount of usable
entries growing from 3 500 to roughly 35 000. Furthermore ProTstab2 utilises another
method, light gradient boosting machine, which performed better during development.
The models utilise features generated by protr, RECON, ProtDCal, ProtParam as well
as amino acid group counts and frequencies [21].

A model successfully utilising the MSA Transformer for transfer learning is S-Pred
by Hong et al. [22]. The model predicts secondary state structures, accessible surface
areas and intrinsically disordered regions from embeddings and row attentions from
the MSA Transformer. S-pred first processes the embeddings and row attentions as
described in the Method Subheading 3.2.4. It is then passed through two bi-directional
LSTM-layers. The last layers depend on which features to predict and if it was a
classification or regression problem. See Figure 2.11 for a visualisation of the model
architecture.
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Figure 2.11: The architecture of the S-pred model. (Hong et al. [22], Creative Commons
Attribution 4.0 International License. )
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3 Method

3.1 Data and Model Handling and Availability

The models were implemented using PyTorch version 2.1.0.dev20230419

py3.9 cuda11.8 cudnn8.7.0 0. The embeddings and attention maps were obtained
by running the MSA transformer version esm_msa1b_t12_100M_UR50S. The developed
models utilising the embeddings and attention maps were based on the code published
by Hong et al. [22]. The developed models were trained on a NVIDIA GeForce RTX
4090 (24 GB) GPU card.

In order to enable replication of experiments the environment, data preprocessing
scripts, models as well as training and testing sets was made available on GitHub on
https://github.com/luciduci2/stability_predict_masters_23.

3.2 Data processing

3.2.1 ProThermDB

The ∆G values from thermal and chemical denaturation experiments were pooled to-
gether to obtain enough data. Some of the proteins in the database had multiple entries
of stability measurements, due to conducting experiments at different conditions. Of
the entries concerning the same protein but conducted at different conditions, only
the mean of the entries from experiments conducted closest to pH 7 and temperature
of 25 ◦C were used. The relative stability, ∆∆G and ∆Tm, of the mutants was further
related to the absolute stability, ∆G and Tm, of the wild-type in order to estimate the
absolute stability of the mutants.

3.2.2 Leuenberger’s Data

No specific preprocessing was carried out on the dataset.

3.2.3 Meltome Atlas

For species with both whole cell and lysate data, the apparent Tm values of the lysate
was used, since it can be argued that the chemical environment of the lysate is more
similar to the chemical environment of conventional protein stability experiments,
thus having higher resemblance to ProThermDB. However, if a species’ entries only
consisted of whole cell data, then it was also included to increase the amount of data.
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3.2.4 All Datasets

The sequence information of the proteins was downloaded through UniProt’s REST
API [23] using the proteins’ accession codes. The mutants’ FASTA were then altered
to match the described mutations. The length of the proteins were restricted to only
allow amino acid chains longer than 40 residues, in order to mainly include proteins
but also allow some polypeptides. Due to computational limitations only sequences
shorter than 512 residues were included.

The imposed restrictions result in 4 666 number of entries from ProThermDB and
16 719 number of entries from the meltome atlas. See Table 3.1 for division between
wild-type and mutant entries of ProThermDB and the meltome atlas. The data by
Leuenberger et al. [16] resulted in 4 242 entries, however it was omitted during training
and a subset of it was used during testing. ProThermDB and the meltome atlas were

Table 3.1: Number of stability measurements from the datasets after preprocessing, by
the type of stability measurement and if the measurements are of a wildtype of
mutant. The number of entries with both measurements, or the overlap
between the two groups, in ProThermDB is included in the columns ”Have
both ∆G and Tm.”

ProThermDB Meltome Atlas
Have ∆G Have Tm Have both ∆G and Tm Have Tm

Wild-type 296 519 177 16 719
Mutants 2 319 2 348 639 -
Total 2 615 2 867 816 16 719

separated into training, validation and testing data differently. In order to easily
compare to ProTstab2 the test set of the meltome atlas was based on the test set
constructed by Yang et al. [21] in the paper describing ProTstab2. This was also the
approach for the data published by Leuenberger et al. [16]. It is worth noting that the
test sets are not identical due to the size limitation imposed in this project. While the
data by Leuenberger et al. was not used for training or validation, the meltome atlas
was. Due to the size of the meltome atlas the remaining entries were split once into a
training and validation set, rather than utilising k-fold cross validation. It was further
motivated by a trial run utilising 5-fold cross validation, where each of the folds were
nearly inseparable. The sorting of the meltome atlas into training and validation sets
was randomised, with 10% of the non-test entries into the validation set and the other
90% into the training set.

ProThermDB was initially not separated into training, validation and testing, rather
every entry was used during 10-fold cross validation. The dataset was divided first prior
to running the tests run in Section 4.3 Models Trained on Meltome Atlas Predicting
Conventional Tm. Before separating ProThermDB into training, validation and testing
sets, the entries were clustered together based on sequence identity, through CDHit.
The clustering was performed at default settings and clustered together protein with
over 80% sequence identity, see Appendix A.3 for specifics. After clustering one tenth
of the clusters containing wildtype entries with Tm values were labeled test clusters,
and were not used in this project. The rest were labeled as training clusters and used
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as validation.

3.2.5 Feature processing

By utilising the retrieved and altered sequences MSAs were constructed through the
software HHblits[24] with uniclust30 2018 08[11] as reference database. The search
was over three iterations. Otherwise MSA generation was run at default settings, see
Appendix A.3 for specifics.

In order to limit computational cost the MSAs were set to have a depth, M , of max-
imally 128 sequences. To reduce the MSA depth the sequences were sampled through
a method that maximizes the differences of the sequences in the reduced MSA. The
method therefore maximises the so-called Hamming distance. Due to the MSA trans-
former utilising an embedding size of 768, the embedded output of the MSA trans-
former describing a protein has the shape [M,L, 768]. Since the first sequence in the
MSA is the query sequence, the subset of the tensor corresponding to the first line of
the MSA, should hold the most relevant information of the query protein. In order
to reduce computational cost only the embedding of the query sequence was used,
therefore reducing the tensors size to [1, L, 768], which is inspired by Hong et al. [22].

Furthermore the MSA transformer consists of 12 layers, each consisting of 12 attention
heads. The model outputs all attention maps from these layers. The row attentions
are tied and have the shape [12, 12, L, L]. Since it is tied, all sequences in the MSA
have the same identical row attention map. It relates the amount of attention payed
to the other residues of the same sequence, for each attention head of the 12 layers.
Like the embedding, the row attention was also manipulated to reduce the size of the
tensors.

The two dimensions reflecting the 12 attention heads and 12 layers were flattened into
one dimension by collating the 144 attention maps. Each attention map was averaged
both column- and row-wise, resulting in a [144, 1, L] sized tensor as well as a [144, L, 1]
sized tensor. The latter was reshaped and concatenated with the first to yield a tensor
of size [288, 1, L].

3.3 Models

Two types of network architectures both with similarities to S-pred were tested, one
based on an RNN-layer and the other on a transformer-layer. Two types of models
from each architecture type were tested, leading to in total four different models. All
models use the preprocessed embeddings and attentions as described in the previous
section. In order to condense the embeddings further to 192 features, an MLP of three
fully connected layers were used, see Table 3.2 for specifics. The output of the MLP
were then concatenated with the reshaped row attention tensor to create a tensor of
shape [1, L, 480]. See Figure 3.1 for an illustration of the feature preprocessing and
the initiating layers of the models.
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Figure 3.1: Visualisation of the initial part of all models. The upper blue box represents
embeddings and illustrates how it is processed through selection of the query
sequence’s embeddings and further processing by the MLP. The orange box
represents the tied row attention maps and how it was reduced by average
pooling and later concatenated with the embedding information. (A cropped
version of a figure by Hong et al. [22], Creative Commons Attribution 4.0
International License.)

Table 3.2: The MLP processing the embedding features. The layers were applied in
descending order.

Layer Description
Dropout pdrop,1
Linear Input features: 768, Output features: 384

Instance Normalisation
LeakyReLU Slope = 0.01
Dropout pdrop,2
Linear Input features: 384, Output features: 192

Instance Normalisation
LeakyReLU Slope = 0.01
Dropout pdrop,2
Linear Input features: 192, Output features: 192

The RNN models did not utilise dropout and therefore pdrop,1 = pdrop,2 = 0. Due to
RNN layers being recurrent, the number of parameters of the RNN layer is independent
of the input sequences’ lengths. The number of parameters are instead affected by what
kind of RNN is used, which was GRU, the number of hidden nodes, number of layers
as well as if it is bidirectional, meaning that the sequence is also read backwards.
Since the residues of a protein interact with residues both forwards and backwards in
the sequence a bidirectional RNN layer was chosen. The two RNN models differed in
model complexity with one model consisting of 3 million trainable parameters, while
the other model consisted of 13 million trainable parameters. See Table 3.3 for details

30



regarding the differences in the RNN GRU layer for the two models.

Table 3.3: The differences of the RNN GRU layer for the two RNN models.

Hyperparameter RNN 3 million parameters RNN 13 million parameters
Number of input features 480 480
Number of hidden nodes 256 512

Number of layers 2 3
Bidirectional Yes Yes

Since the model’s interpretation of the entire sequence was of interest and not specific
parts, the output of interest from the RNN GRU layer was the hidden state of last
processing step, in the forward direction, as well as the hidden state of the last pro-
cessing step in the backward direction. The hidden states were concatenated and fed
to a second MLP that reduced the number of elements down to a single value, which
was the output. Figure 3.2 illustrates the flow of information in the latter part of the
RNN models. The two RNN models differed in number of parameters in the last MLP,
see Table 3.4 for details.

Figure 3.2: Illustration of the later part of the RNN models. At the top of the figure are
the concatenated embedding and attention features of the shape [1, L, 480],
which correspond to the last part of Figure 3.1. The features are processed by
the GRU based RNN. The most relevant hidden states’ output by the GRU
layers were concatenated into a tensor of shape [1, 1,#hidden nodes in GRU
∗2] and fed to an MLP. The output of the MLP was the final prediction of
the model. (An alteration of an image published by [22], Creative Commons
Attribution 4.0 International License.)

The two transformer based models utilise the preprocessed features as described pre-
viously and illustrated by Figure 3.1 and Table 3.2. However, due to the transformer
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Table 3.4: The MLP processing the output of the RNN layer. The layers were applied in
descending order.

Layer RNN 3 million parameters RNN 13 million
parameters

Linear Input features: 512,
Output features: 128

Input features: 1024,
Output features: 512

LeakyReLU Slope = 0.01 Slope = 0.01
Linear Input features: 128,

Output features: 64
Input features: 512,
Output features: 256

LeakyReLU Slope = 0.01 Slope = 0.01
Linear Input features: 64,

Output features: 1
Input features: 256,
Output features: 1

not being recurrent, all of the sequences must be of the same length. In order to fulfil
the requirement, the tensors were padded along the length dimension. The padding
was performed by extending the tensor after the sequence with zeros up until the
length dimension had 511 elements, before being fed to the MLP and being concat-
enated. The outputs of the MLP were still concatenated with the preprocessed row
attentions yielding a feature tensor of size [1, L, 480], with a constant L of 511. The
reason why the sequence length was 511, rather than the intended 512 was due to a
misunderstanding of the sequence length criteria while generating the embeddings and
attentions of the MSA transformer.

The difference between the two transformer models are the dropout rates, pdrop, see
Table 3.5. The dropout rates of the transformer model without regularisation are
default values of the layers, while the dropout rates for the transformer model with
regularisation where chosen by manually testing different values.

The concatenated tensor from the initial part of the model was fed into a transformer
encoder, which output a tensor of the same size as the input, see Figure 3.3. The
transformer encoder consisted of three encoder layers each consisting of 8 heads. The
encoder performs dropout from a given dropout rate, pdrop,transformer, see Table 3.5,
for which dropout rate was used during training of the two models. The output tensor
is further processed by an MLP to reduce the number of features to 8 resulting in a
tensor of size [1, L, 8].

Table 3.5: The differences in dropout rates for two Transformer models.

Dropout rate Transformer without regularisation Transformer with regularisation
pdrop,1 0 0.1
pdrop,2 0 0.2

pdrop,transformer 0.1 0.3

The tensor was then reshaped to [1, 8, L] to perform a one-dimensional convolution
with a kernel-size of 25, and an output of 10 channels, which changes the tensor shape
to [1, 10, 487]. The features were then flattened to a vector of shape [1, 4870]. Lastly
a second MLP processed the features to yield the output of the model.
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Figure 3.3: The later part of the transformer models. The top left tensor is the same
tensor as the last one in Figure 3.1. The right column is the continuation of
the processing of the left column. (An alteration of an image published by
[22], Creative Commons Attribution 4.0 International License.)

Table 3.6: The MLP processing the output of the transformer models. The layers were
applied in descending order.

Layer Description
Linear Input features: 4870, Output features: 4870

LeakyReLU Slope = 0.01
Dropout pdrop,2
Linear Input features: 4870, Output features: 512

LeakyReLU Slope = 0.01
Linear Input features: 512, Output features: 1

3.4 Model development

The tested models were trained for 20 epochs and utilised the loss function mean square
error, MSE. To update the model parameters the optimiser torch.optim.AdamW was
used. It utilises stochastic gradient descent, based on gradient descent as previously
described, and decoupled weight decay regularisation, which has a similar effect to
L2-regularisation. The optimiser requires defining the hyperparameters learning rate
and weight decay, of which multiple values were tested. By manually testing different
values while training the transformer model to predict values on ProThermDB it was
found that learning rate 1 × 10−4 and the weight decay 0.01 yielded the most stable
model with lowest validation loss. However when applied on data from the Meltome
atlas other values were found to yield better results. The learning rate and weight
decay used for the final transformer and RNN models are shown in Table 3.7.
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Table 3.7: The learning rate and weight decay used during training of the RNN and
transformer based models.

Learning rate Weight decay
RNN models 5× 10−4 1× 10−4

Transformer models 1.05× 10−4 3× 10−4
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4 Results

4.1 Models Trained on ProThermDB

The performance of the models during training were tracked by plotting the root mean
square error, RMSE, of training and validation as a function of the number of epochs.
See Appendix A.2 for definition of RMSE as well as other metrics.

Initially the transformer model was trained on all ∆G values from ProThermDB.
Utilising all entries in 10-fold cross-validation for 15 epochs of training, resulted in the
performance seen in Figure 4.1. With each epoch of training the model’s predictions
on the training set improve, which is seen as the constant decrease of RMSE on the
training dataset. The predictions of the validation set also continuously improve,
however after the 6th epoch the improvements are marginal.

Figure 4.1: Progression of RMSE during training and validation with 10-fold cross
validation to predict ∆G.

The model performs better than the baseline, which is defined as the RMSE value
equivalent to a model constantly guessing the mean stability value of the dataset.
However, it was not considered that proteins with high degree of similarity, for example
a wildtype protein and its mutants, could be in both the training set and the validation
set.

In order to study how this aspect affects the performance, entries were clustered to-
gether based on 80 % sequence similarity. The clusters were then the basis for the
10-fold cross validation. The clustering did not affect the training performance, as
seen in Figure 4.2, however the average validation RMSE was above the baseline. The
model therefore suffers from high variance.

Training the model to instead predict Tm values from ProThermDB, returned similar
results. The baseline RMSE differs from the baseline when predicting ∆G, due to being
a different unit, but is defined in the same manner. During clustered 10-fold cross-
validation the training RMSE was below the baseline value, however, the validation
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Figure 4.2: Progression of RMSE during training and validation with 10-fold cross
validation to predict ∆G, with clustering. Note that the y-axis has shifted
compared to Figure 4.1.

RMSE converged with it, as can be seen in Figure 4.3. Therefore also this model
suffers from high variance.

Figure 4.3: Performing 10-fold cross validation to predict Tm from ProThermDB. The
baseline performance, guessing mean value, in the right sub-figure heavily
overlaps with the other lines.

4.2 Models Trained on Meltome Atlas

In order to train a model on more data the meltome atlas was used. At first 5-fold
cross validation was used. However due to all folds performing similarly, and in order
to save time, it was decided to create a fixed validation set. See Figure A.1 for the
behaviour of 5-fold cross validation.

Training a model with the transformer architecture on the meltome atlas for 20 epochs
led to the progression of RMSE seen in Figure 4.4. The RMSE during training de-
creased rapidly while the validation RMSE remained constant. A new baseline was
introduced, which was the RMSE value obtained by a model constantly guessing the
mean stability value of the proteins belonging to the same species. The validation
RMSE was below the first baseline, corresponding to guessing the whole sets mean
stability, but higher than the new baseline. In order to decrease the the variance of
the model it was tested to increase the regularisation by increasing the dropout rate
as well as the weight decay parameter. The change of hyperparameters delayed the
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Figure 4.4: Progression of RMSE during training of the transformer without
regularisation. The dotted line corresponds to the loss value obtained by
solely guessing the mean stability of the dataset, the dashed line corresponds
to the loss of guessing the mean stability of the entries’ species.

Figure 4.5: Progression of RMSE during training of the transformer model with
regularisation. The dotted line corresponds to the loss value obtained by
solely guessing the mean stability of the dataset, the dashed line corresponds
to the loss of guessing the mean stability of the entries’ species.

overfitting in the sense that it took more epochs for the training RMSE to reach the
minimum value, see Figure 4.5. However, the validation performance remained largely
unchanged.

In order to see how the complexity of the the model impacted the performance, a
simpler architecture was utilised based on RNN. The two simpler models consisted of
3 and 13 million parameters and during training for 20 epochs without regularisation
they performed as seen in Figure 4.6 and 4.7.

To more easily compare the four models’ performance see Figure A.2. The validation
performance after 20 epochs of training is shown in Table 4.1. As previously mentioned
do the two RNN models differ by the amount of parameters, while the two transformer
models differ in the degree of regularisation during training. The two RNN models
perform better than the transformer models on the validation set, with lower MSE,
RMSE and MAE, and higher PCC and R2 scores. The two RNN models score similarly
with slightly higher performance for the model with 13 million parameters.

In order to inspect if the models exhibits overfitting to the validation data the, the test
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Figure 4.6: Progression of RMSE for a RNN model with 3 million parameters.The dotted
line corresponds to the loss value obtained by solely guessing the mean
stability of the dataset, the dashed line corresponds to the loss of guessing the
mean stability of the entries’ species.

Figure 4.7: Progression of RMSE for a RNN model with 13.5 million parameters.The
dotted line corresponds to the loss value obtained by solely guessing the mean
stability of the dataset, the dashed line corresponds to the loss of guessing the
mean stability of the entries’ species.
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Table 4.1: The performance of the models during validation. The best performance of a
metric is shown in bold.

RNN Transformer
Metric 3 mill 13 mill With regularisation Without regularisation
PCC 0.84 0.85 0.78 0.80
MSE 37.0 36.0 52.2 48.3

RMSE (K) 6.1 6.0 7.2 7.0
MAE (K) 4.7 4.6 5.4 5.4

R2 0.70 0.71 0.58 0.61

dataset of the meltome atlas as well as the test dataset of Leuenberger’s data. During
testing the RNN models again perform better than the transformer based models, as
well as ProTstab2, as can be seen by the lower MSE, RMSE and MAE, as well as the
higher PCC and R2 in Table 4.2. How the models performed on entries of the test
set belonging to the meltome atlas as well as the test set from Leuenberger’s data,
respectively, see Tables A.1 and A.2.

Table 4.2: The performance of the models while predicting the test dataset. It is a subset
of the test dataset presented by Yang et al. [21] . The best performance of a
metric is shown in bold.

RNN Transformer
Metric 3 mill 13 mill With regularisation Without regularisation ProTstab2
PCC 0.86 0.86 0.77 0.78 0.78
MSE 43.3 43.6 63.8 61.5 49.4

RMSE (K) 6.6 6.6 8.0 7.8 7.0
MAE (K) 4.9 4.9 5.7 5.7 5.3

R2 0.73 0.72 0.59 0.61 0.61

4.3 Models Trained on Meltome Atlas Predicting

Conventional Tm

In order to see how the four models trained on the meltome atlas performed while
predicting conventional Tm values, the training dataset of ProThermDB was used as a
sort of validation set. The performance of the models for predicting the conventional
Tm is shown in Table 4.3. Guessing the mean Tm value of the training set results
in a baseline RMSE of 17.3 K, which is reflected in the R2 value being close to 0 or
negative.
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Table 4.3: Performance of models trained on TPP data to predict conventional Tm. The
best performance of a metric is shown in bold.

RNN Transformer
Metric 3 mill 13 mill With regularisation Without regularisation ProTstab2
PCC 0.51 0.46 0.52 0.49 0.48
MSE 277 303 280 308 315

RMSE (K) 16.6 17.4 16.7 17.6 17.7
MAE (K) 12.3 12.7 12.4 13.0 12.5

R2 0.07 -0.02 0.06 -0.04 -0.27
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5 Discussion

The RNN based models performed better than ProTstab2 on the test set constructed
from the meltome atlas and the data published by Leuenberger et al. [16], as seen by
the lower MSE, RMSE and MAE and higher PCC and R2 in Table 4.2. The RNN
model with 3 million parameters scored the best, with an RMSE of 6.6 K and an R2

of 0.73. Furthermore, the RNN models performed surprisingly well on the test set
from the data published by Leuenberger et al., see Table A.2, considering that the
models had not been trained on data from that dataset, nor on data gathered from
the same experimental method. This in an indication that the Tm values published by
Leuenberger et al. and the meltome atlas correlate relatively well and that the models
could be of use for predicting the apparent Tm values obtained from high throughput
methods.

Interestingly, the models trained on the meltome atlas performed poorly while predict-
ing Tm values from ProThermDB, as seen by the R2 values in Table 4.3 that are all
close to 0. Regardless of the models’ performances on validation and test sets of high
throughput data. The R2 of the best performing model, RNN with 3 million paramet-
ers, drops from 0.73 on the meltome atlas test set, down to 0.07 on the ProThermDB
test set. The R2 close to 0 reflects next to none predictive ability of the ProThermDB
test set. The model is slightly more accurate than guessing the mean stability value
for each prediction. This confirms that the apparent Tm used for training, poorly
represents Tm. The two distributions are too dissimilar for the model to be of any use
for predicting Tm values.

All of the validation performances, except the one utilising unclustered k-fold cross
validation while predicting ∆G, Figure 4.1, converge with a value after very few epochs,
and neither increase nor decrease a considerable amount as training continues. As
described in the background and shown in Figure 2.6 is the expected behaviour of the
validation loss an initial decrease, and then an increase as the model starts overfitting
to the training set. The flatlining of the validation performance is not well described
in literature but is deemed to be due to overfitting. If a model is too complex it can
quickly learn to predict an average value for previously unseen proteins and develop
detection of specific features for some of the proteins in the training dataset. These
specific features make the proteins recognisable, but might not reflect protein stability
in a broader sense, which would correspond to the stagnant validation performance.

This indicates that more actions could have been made to make a more generic model
by utilising more training data, increasing regularisation, or decreasing model com-
plexity. At the beginning of the project, only ProThermDB was used and utilising the
meltome atlas was an attempt at the first approach, to use more training data.

Using the meltome atlas as training data did indeed improve the validation perform-
ance in the sense that the validation RMSE was lower than the baseline RMSE, of
guessing the dataset’s mean Tm. However, the RMSE was still higher than the baseline
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corresponding to guessing the protein’s species of origin’s average protein stability.
This indicates that the model could be of use to predict the apparent Tm of proteins
with unknown species of origin or designed proteins. However, if the species of ori-
gin and the species’ average apparent Tm is known, then a smaller error is expected
by guessing the species’ average apparent Tm, rather than the models’ output. Fur-
thermore the models were still overfitting, which was seen by the training loss being
considerably smaller than the validation loss.

To decrease overfitting by increasing regularisation, different dropout rates and weight
decay values were tested. As seen in Figure A.2 did the training loss of the regularised
transformer model decrease slower than for the non-regularised model. However, the
validation performance was only marginally improved by increasing regularisation or
altering the other hyperparameters, as seen in Figure A.2 and Table 4.1. During
development higher dropout rates were tested, however none of the tested combinations
of dropout values affected the validation performance much.

By lastly using less complex models, with fewer trainable parameters, namely the
RNN models, there was an improvement of validation performance, as seen by the
lower MSE, RMSE and MAE and higher PCC and R2 in Table 4.1. The difference
in performance between the RNN models and the transformer based models was also
seen during testing, see Table 4.2. This indicates that the RNN models indeed were
more general and overfitted less. However, the models were still heavily overfitting.
It would therefore be interesting to try even smaller models or more regularised RNN
models to see how it impacts the performance.

When developing a model it is good to have a clear objective of what one wants the
model to actually predict. If a protein’s precipitation’s dependency on temperature is
wanted then the suitable way forward is to continue trying new methods to minimise
the losses of the meltome validation set. However, if one requires a model with ther-
modynamically relevant predictions, one should try to look less at the performance of
predicting data from high-throughput methods.

To investigate how well the RNN models capture knowledge of thermodynamic stabil-
ity, one should train the network on the ∆G and Tm entries from ProThermDB. This
wasn’t done due lack of time. An even more interesting investigation would have been
to use the RNN models trained on the meltome atlas and re-train them on data from
ProThermDB. This would investigate if the pre-training on the meltome atlas gave
the network some understanding of stability that could be transferred to predicting
non-apparent Tm values. This was also not performed due to lack of time.

Obtaining more values of ∆G proved hard and is why models predicting ∆G were not
investigated to the same degree as the Tm predicting models. The majority of published
stability values in databases are changes of stability upon mutation, ∆∆G and ∆Tm,
which require the wild-type’s ∆G or Tm value in order to be used. Furthermore, a
mutant’s stability is generally marginally different to that of a wild-type, meaning
that a database mainly containing stability values of mutants, with a small amount of
wild-type proteins, will not cover enough of the sequential landscape to be useful for
data-driven learning for predicting absolute stability.
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An aspect that would have been beneficial to consider would have been the impact
of multi-domain proteins on training and prediction. A protein domain is a unit of
the protein chain that self-assembles independently from other domains and is self-
stabilising. Most domains are 50 to 150 residues long, meaning that proteins over 200
residues long are likely to be multi-domain [25]. Due to this project including protein
chains between 40 to 512 residues long, the models tried to learn to predict the stability
of both single- and multi-domain proteins. In order to make the problem simpler, it
would have been wise to train the model to predict the stability of single domain
proteins. It is also worth noting that the apparent Tm published by Leuenberger et
al. is the lowest apparent Tm of the protein domains. This means that if the dataset
would have been included in training the model, there would have been entries where
the apparent Tm only was directly connected to a certain part of the sequence. The
other parts of the sequence would therefore not have contributed to the stability value
in the database.

When it comes to ML is there always a need for more high quality data, and this project
is not an exception. The high throughput methods contribute with large amounts of
data, however, as shown is their relevance for predicting thermodynamic properties
questionable. To develop a useful model from the chosen features with the help of
ML, more thermodynamic data is needed, or another type of model that incorporates
more empirical or physical knowledge into the prediction.

In this project has mainly the outputs or labels of the models been considered, but
it is also important to assess the input features. All models developed in this project
used the same input features, the query sequence embedding and a pooling of the row
attentions related to the query sequence. Since no other input features were tested
can no comparisons be made. To more properly investigate the MSA transformer’s
abilities, other feature preprocessing methods would have been interesting to test.

Furthermore, it is worth reconsidering the usefulness of MSAs for discovering the
relationship between amino acid sequence and protein stability. MSAs do capture
the mutations that have been able to withstand evolutionary selection, and most
proteins must be stable in order to function. However, protein stability is not the only
evolutionary pressure, and there is seldom an advantage for a protein to have excess
stability. This means that an MSA based language model, like the MSA transformer,
will have to learn about protein stability in order successfully predict MSAs, however
fully describing protein stability may not be congruent with the protein language
model’s learning objective.
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6 Summary

During the project, multiple models were developed to predict the quantities, ∆G and
Tm, that are associated to protein stability. Due to the performance of the models
being hindered by the limited amount of published thermodynamic data, data from
high-throughput methods were also considered. A model trained on high-throughput
data was more successful than a published equivalent at predicting high-throughput
Tm values. However, due to the disconnect between Tm values obtained from high-
throughput methods and the thermodynamic definition of Tm, the relevance of the
model is questionable. However, the success at predicting the apparent Tm of the
high-throughput methods indicates that if the model can be trained on larger datasets
containing relevant data, it might be successful at predicting protein stability.
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A Appendix

A.1 Notations and Symbols

Notation Unit Description
α - Learning Rate
b - Bias
∆G [kcal/mol] Gibbs free energy of unfolding
∆∆G [kcal/mol] Change in Gibbs free energy from mutation
∆H [kcal/mol] Enthalpy of unfolding
∆Hm [kcal/mol] Enthalpy of unfolding at the heat denaturation temperature Tm

∆S [kcal/mol/K] Entropy of unfolding
∆Cp [kcal/mol/K] Change in specific heat capacity of unfolding
DL - Deep Learning: an ML techniques that utilise deep neural networks
DSC - Differential Scanning Calorimetry: an experimental method
GRU - Gated Recurrent Network, a type of RNN.
LSTM - Long Short-Term Memory, a type of RNN
ML - Machine Learning
MLP - Multilayer Perceptron: a fully connected feedforward neural network
MS - Mass Spectrometry
MSA - ∆∆G
NN - Neural Network
ReLU - Rectified Linear Unit: a non-linear activation function
RNN - Recurrent Neural Network
Tm [K] or [◦C] The heat denaturation temperature
w - Weights

A.2 Metrics

In order to compare models more easily different metrics are useful. The metrics reflect
how well a model’s predicted values Ŷ correlates to the real values Y in different ways.
The Pearson correlation coefficient (PCC) measures the linear dependency between
two variables. For N number of samples it is calculated in the following manner:

PCC =
cov(Y, Ŷ )

σY σŶ

=

∑N
i=1[(ŷi − µŷ)(yi − µy)]√∑N

i=1(ŷi − µŷ)2
√∑N

i=1(yi − µy)2

Where cov(Y, Ŷ ) is the covariance between the real and predicted values, σ the stand-
ard deviation of the defined variable and µ the mean value of the defined variable.
PCC can vary between -1 and 1, where 1 corresponds to a perfectly linear positive
correlation, 0 corresponds to no correlation and -1 to a negative perfect correlation.

51



In order to quantify the size of the errors in a more interpretable manner, mean square
error (MSE), root mean square error (RMSE) and mean absolute error (MAE) can be
used. The metrics are calculated by the following equations:

MSE =

∑N
i=1(yi − ŷi)

2

N

RMSE =

√∑N
i=1(yi − ŷi)2

N

MAE =

∑N
i=1 |yi − ŷi|

N

MSE and RMSE both square the errors, which accentuates larger errors’ contribution
to the metrics. MAE on the other hand uses the absolute of the error, meaning that all
errors’ contribution to the metric is proportional to the size of the error. The metrics
RMSE and MAE have the same unit as y and ŷ, while MSE has the squared unit,
making the result of RMSE and MAE often more intuitive.

R2, also known as coefficient of determination, is commonly used to quantify the
goodness-of-fit of a model. It this context it describes how well the predicted value
describes the real value, with an R2 of 1 corresponding to a perfect fit, with no predic-
tion errors. An R2 of 0 corresponds to the prediction errors being so large that using
the mean of the real values, µy, as a predictor would be equally successful. R2 can be
calculated by the following expression:

R2 = 1−
∑N

i=1(yi − ŷi)
2∑N

i=1(yi − µy)2

A.3 Commands

CDHit version 4.8.1 was used to cluster proteins based on sequence identity through
the line below, which was run in the terminal. The options can be described as the
following: -i all_seqs.FASTA defines the FASTA file of the sequences to be aligned,
-o all_seqs80, the name of the output file, -c 0.8, the sequence identity threshold,
-n 5, the word length, -M 1600, the allowed max memory in Mb and lastly -T 8, the
number of threads or CPUs.

cdhit -i all_seqs.FASTA -o all_seqs80 -c 0.8 -n 5 -d 0 -M 1600 -T 8

HH-blits version 3.3.0 was used to generate MSAs, with the command below used for
each MSA. The options meant the following: -i seq.FASTA, the file containing the
query sequence, -oa3m seq.a3m, the name of the output MSA file in a3m format. Both
seq.FASTA and seq.a3m were different for each protein, these are just example names.
The option -n 3 meant that the MSA was created through 3 iterations, -d dirLib

was used to specify the path of the uniclust30 database and lastly -cpu 4 specified
that 4 CPUs could be used for the MSA generation.
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hhblits -i seq.FASTA -oa3m seq.a3m -n 3 -d dirLib -cpu 4

A.4 Figures and tables

Figure A.1: The performance during 5-fold cross validation on the Meltome atlas for the
transformer model without regularisation.

Figure A.2: The progression of RMSE during training of the four models trained on data
from the meltome atlas. In the figure regularisation is shortened to reg.

Table A.1: The performance of the models while predicting the test set of the meltome
atlas . It is a subset of the test dataset presented by Yang et al. [21] . The
best performance of a metric is shown in bold.

RNN Transformer
Metric 3 mill 13 mill With regularisation Without regularisation ProTstab2
PCC 0.86 0.86 0.77 0.78 0.79
MSE 36.6 36.0 54.2 53.6 52.0

RMSE (K) 6.0 6.0 7.3 7.3 7.2
MAE (K) 4.6 4.5 5.4 5.4 5.5

R2 0.73 0.72 0.58 0.59 0.60
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Table A.2: The performance of the models while predicting a subset of the test set of
ProTstab (not ProTstab2). It is a subset of the test dataset presented by
Yang et al. [21] . The best performance of a metric is shown in bold.

RNN Transformer
Metric 3 mill 13 mill With regularisation Without regularisation ProTstab2
PCC 0.80 0.82 0.71 0.74 0.79
MSE 97.1 96.6 131.3 117.1 91.4

RMSE (K) 9.9 9.8 11.5 10.8 9.6
MAE (K) 7.2 7.3 8.4 7.6 7.3

R2 0.53 0.53 0.36 0.43 0.56
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