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Abstract -EN 
 
Climate change is expected to result in longer fire seasons and increased fire risk. In Sweden, 
where homogenous production forest makes up the majority of the landscape, there is a need 
for better understanding of forest fire susceptibility in order to mitigate risk. In the context of 
this thesis forest fire susceptibility is the likelihood of forest burning after ignition and initial 
fire propagation has taken place. Forest fire susceptibility contributes directly to the risk posed 
to the environment, society and economy by fire.It is well established that the main factors 
governing fire risk are climate  and available fuel, of these, only fuel can be feasibly manipulated 
and managed. It is therefore important to investigate forest fire susceptibility within the context 
of forest parameters. 
 
This study assessed the impact of several forest parameters on forest fire susceptibility, using 
hypothesis testing and Generalised Linear Models (logistic regression models).  Data consisted 
of delineated fires from 2018, 2019 and 2020 and the SLU Forest Map rasters.  
 
Hypothesis testing identified significant differences between the burned and unburned classes 
of tree age (yrs), tree height (m) and standing biomass volume of scots pine (m³sk ha¯¹), birch 
(Betula spp.) (m³sk ha¯¹) and total deciduous (m³sk ha¯¹). After correction for multiple testing 
only tree age and standing biomass volume of scots pine retained significance, with birch and 
total deciduous showing marginal significance.  
 
 
Two logistic regression models were trained with 5-fold cross validation, while also holding 
back 20% of the dataset for accuracy testing. Model 1 was trained with age, and standing 
biomass volume of total deciduous, pine and spruce. Model 2 was trained with and standing 
biomass volume of pine and spruce. Accuracies for both models were low, with AUC values of 
0.556 for model 1 and 0.551 for model 2. In model 1 total deciduous standing biomass volume 
and age had no significant contribution to forest fire susceptibility, standing biomass volume of 
pine and spruce had at best a marginal contribution to forest fire susceptibility (p values of 
0.078 and 0.060 respectively), where pine increased and spruce decreased forest fire 
susceptibility. After adjusting p values for multiple testing neither pine nor spruce contributed 
significantly (adjusted p values of 0.312 and 0.240 respectively). In model 2 spruce standing 
biomass volume was found to marginally decrease forest fire susceptibility (p value of 0.034 
and adjusted p value of 0.067) and pine standing biomass volume had no significance (adjusted 
p value of 0.121) on forest fire susceptibility.  
 
Hypothesis testing highlighted different variables of importance than those of the logistic 
regression models. Spruce standing biomass volume was the only variable with any significant 
contribution to forest fire susceptibility after adjusting p-values for multiple testing (model 2), 
which had no significant difference between burned and unburned classes in hypothesis testing. 
 
More research is needed with a larger dataset and improved sampling methods to fully 
understand the relationships between forest parameters and forest fire susceptibility in 
Sweden.   
 
 
Keywords: Geography, GIS, Fire, Forest Fire Susceptibility, Sweden, logistic regression 
modelling  
 
Advisors: Igor Drobyshev & Veiko Lehsten 
Master degree project, 30 credits Geographical Information Sciences, 2023 
Department of Physical Geography and Ecosystem Science, Lund University 
Thesis nr 166 
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Abstract -SV 
 
Klimatförändringar förväntas leda till längre brandperioder och ökad brandrisk. I Sverige, där 
homogen produktionsskog utgör största delen av landskapet, finns ett behov av bättre 
förståelse för skogens mottaglighet för bränder för att kunna mildra risker. I denna avhandling 
avser skogsbrandmottaglighet sannolikheten för att skogen brinner efter att antändning har ägt 
rum och inledande brandspridning har skett. Skogsbrandmottaglighet bidrar direkt till den risk 
som bränder utgör för miljö, samhälle och ekonomi. Det är väl fastställt att de huvudsakliga 
faktorerna som styr brandrisk är klimat och tillgängligt bränsle; av dessa kan endast bränsle 
manipuleras och hanteras. Det är därför viktigt att undersöka skogsbrandmottaglighet i 
sammanhanget av skogsparametrar. 
 
I denna studie utvärderades effekten av flera skogsparametrar på skogsbrandmottaglighet med 
hjälp av hypotesprövning och generaliserade linjära modeller (logistiska regressionsmodeller). 
Data bestod av avgränsade bränder från 2018, 2019 och 2020 samt SLU Skogskartans raster. 
 
Utförd hypotesprövning identifierade signifikanta skillnader mellan brända och obrända klasser 
av trädålder (år), trädhöjd (m) och stående biomassa av tall (m³sk ha¯¹), björk (Betula spp.) 
(m³sk ha¯¹) och total lövskog (m³sk ha¯¹). Efter korrigering för multipel testning behöll endast 
trädålder och stående biomassa av tall signifikans, medan björk och total lövskog visade 
marginell signifikans. 
 
Två logistiska regressionsmodeller tränades med 5-faldig korsvalidering, med 20% av 
datamängden undanhållen för noggrannhetstestning. Modell 1 tränades med ålder samt stående 
biomassa av total lövskog, tall och gran. Modell 2 tränades med stående biomassa av tall och 
gran. Noggrannheten för båda modellerna var låg, med AUC-värden på 0,556 för modell 1 och 
0,551 för modell 2. I modell 1 hade total lövskogs stående biomassa och ålder inget signifikant 
bidrag till skogsbrandmottaglighet, stående biomassa av tall och gran hade vid bästa marginal 
en bidragande betydelse till skogsbrandmottaglighet (p-värden på 0,078 respektive 0,060), där 
tall ökade och gran minskade skogsbrandmottagligheten. Efter justering av p-värden för 
multipel testning bidrog varken tall eller gran signifikant (justerade p-värden på 0,312 
respektive 0,240). I modell 2 visade sig stående biomassa av gran marginellt minska 
skogsbrandomottagligheten (p-värde på 0,034 och justerat p-värde på 0,067), och stående 
biomassa av tall hade ingen signifikans (justerat p-värde på 0,121) för skogsbrandmottaglighet. 
 
Hypotesprövning framhöll olika variabler av betydelse jämfört med de som framkom i de 
logistiska regressionsmodellerna. Stående biomassa av gran var den enda variabeln med något 
signifikant bidrag till skogsbrandomottaglighet efter justering av p-värden för multipel testning 
(modell 2), vilken inte hade någon signifikant skillnad mellan brända och obrända klasser i 
hypotesprövning. 
 
Mer forskning krävs med en större datamängd och förbättrade urvalsmetoder för att 
fullständigt förstå sambanden mellan skogsparametrar och skogsbrandmottaglighet i Sverige. 
 
Nyckelord: Geografi, GIS, Brand, Skogsbrandomottaglighet, Sverige, logistisk 
regressionsmodellering 
 
 
Handledare: Igor Drobyshev & Veiko Lehsten 
Examensarbete för magisterexamen 30 hp i geografisk informationsvetenskap, 2022 
Institutionen för naturgeografi och ekosystemvetenskap, Lunds universitet Examensarbete nr 
166 
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1. Introduction 
 
The importance of Fire 
Prior to the Anthropocene, wildfire activity was controlled by climate and modulated by 
topography, fuels, and ignition patterns (Pinto et al. 2020a). Today wildfire activity is 
heavily influenced by human activity, via fire suppression and anthropogenic climate 
change (Drobyshev et al. 2012; Molinari et al. 2020; Pinto et al. 2020b). In Sweden fire  
plays an important role in forest ecosystems (Johnson et al. 2003; Hörnberg et al. 2004), 
driven by climate variability and over the last 400 years – by both climate and humans 
(Niklasson and Granström 2000). Fire activity has declined since the 1800’s due to the 
rise in timber production and subsequent introduction of fire suppression (Johnson et 
al. 2003; Hörnberg et al. 2004). Currently, an average of 3600 ha is burnt annually in 
Sweden, in around 5000 fires (Sjöström and Granström 2020). 
 
The fire season is the period when fires occur. It commonly starts when the daily 
temperature reaches 9⁰C for 3 consecutive days and ends when the temperature drops 
below 2⁰C (Flannigan et al. 2013). In Sweden the fire season typically starts in April and 
ends in October (Pinto et al. 2020b). 
 
Climate change is likely to result in longer fire seasons and subsequent increases in fire 
risks to various forest ecosystem functions (Pinto et al. 2020a). As a result, forest fires 
pose an increasing economic risk to the forest industry.  
 
Forest Fire in Sweden  
Forestry is an important part of Sweden’s economy, with production forest covering 
58% of the surface area of the country (Nilsson et al. 2021) the importance of 
understanding forest fire susceptibility in Sweden is clear.  Conifers make up 82% of the  
production forest area, Scots pine Pinus sylvestris (39.8%) and Norway spruce Picea 
abies (27.7%) are the predominant forestry species (Nilsson et al. 2021). Non-
production forests make up just under 1% of the surface (Roberge et al. 2020). 
 
Forest flammability is driven by many factors, such as vegetative moisture content, fuel 
load, fuel type, fuel moisture content, surface area to volume ratio of fuels, groundcover, 
understory and canopy level species, crown height and planting density (Van 
Wagtendonk et al. 1996; Päätalo 1998; Hély et al. 2001; Scott and Burgan 2005; Hély et 
al. 2010; Xanthopoulos et al. 2012; Chuvieco et al. 2014). Ignition is needed to start a 
fire, and propagation will occur only if there is a suitable fuel source. 
 
Conifer forests are more fire-prone than deciduous forests, and monodominant 
coniferous stands, which are predominant in Sweden, are more fire-prone that mixed 
stands (Päätalo 1998; Terrier et al. 2013; Pinto et al. 2020b). Variations in leaf moisture 
content are primarily the reason for differences in tree flammability, the water content 
of broadleaves is 150% of their dry weight, in comparison to only 100% of conifer 
needle foliage (Päätalo 1998). Conifer forests also have slower leaf litter decomposition, 
resulting in a build-up of surface fuel, and the understory is typically characterized by 
flammable lichens and mosses (Päätalo 1998). Stand age plays a role in flammability, 
with young trees of all species being more flammable than mature trees due to 
increased stand density and proximity of the canopy to the surface fuels (Päätalo 1998). 
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Over-mature stands, where natural tree death occurs more frequently, are also more 
susceptible to fire (Päätalo 1998). 
 
The differences in flammability are strongly controlled by average fuel moisture content 
and are particularly pronounced under the conditions of moderate drought. It is 
thought that extreme drought homogenizes fuel conditions across stand types, making 
both deciduous and coniferous stands conducive to burning (personal communication 
with I. Drobyshev, 2021).   
 
Norway spruce are both flammable and highly susceptible to damage during a fire, the 
species is well adapted to moist sites and lower light conditions, as its crown extends 
down low enough to provide fuel connectivity to fuels on the forest floor. This increases 
the risk of surface fires spreading into the crowns of trees (Päätalo 1998).  
 
Scots pine are resilient to fire damage, with a high survivability (Päätalo 1998). They 
are less prone to canopy fires due to a high shallow crown, self-pruning reducing ladder 
fuels, thick bark and heat insulating properties reducing likelihood of surface fire 
spreading to the canopy (Päätalo 1998). Scots pine are planted on xeric sites, where 
they are well adapted, these drier sites have an increased likelihood of surface fires and 
Scots pine burns readily under dry conditions (Päätalo 1998). 
 
Coniferous forests feature the highest rate of spread, fire intensity and burned area, as 
compared to mixed and deciduous forests in North America (Hély et al. 2000; Terrier et 
al. 2013). In Sweden this comparison has not yet been as thoroughly investigated. 
 
In Sweden the highest fire spread rates are seen in mixed species conifer stands of Scots 
pine and Norway spruce, whereas deciduous and mixed stands have lower 
susceptibility to fires and lower fire spread rates (Päätalo 1998). The more deciduous 
trees a stand contains, the lower the rate of fire spread (Päätalo 1998). Mitigation of fire 
risk could be achieved by planting deciduous trees in traditionally conifer dominated 
forest production (Terrier et al. 2013). The susceptibility of forest type to fire has not 
yet been quantified.  
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1.1. Research Objective  
 
With climate change and an increase in extreme weather events, fires are becoming 
more frequent and extensive in Sweden. In Sweden, the majority of forest fires occur in 
production forests. This poses a risk to the forestry industry, which relies heavily on 
monoculture stands of Scots Pine and Norway spruce for timber production, two conifer 
species believed to be high risk to forest fires.  
 
 
 
1.2. Research Objectives & Questions and Hypotheses 
 
The project aims to investigate the relationship between forest fire spread susceptibility 
and tree species as well as other forest parameters, in Swedish fires above 10ha with 
data collected from burned areas and unburned fire edges. This was carried out using 
paired hypothesis tests to establish whether each parameter varies significantly 
between burned and unburned classes, and logistic regression modelling was used to 
identify which parameters contribute or reduce burn likelihood. The research questions 
were defined as follows: 
 
Q1. Is there a significant difference between forest parameters in burned and unburned 
areas? 
 
I hypothesise that there is a significant difference between the values of the parameters 
in burned and unburned areas for all parameters. 
 
Q2.1. Which forest parameters significantly contribute to burn likelihood in the logistic 
regression model? 
 
I hypothesise that increases in pine volume, spruce volume, above-ground biomass and 
total tree volume will significantly increase burn likelihood. 
 
Q2.2. Which forest parameters significantly reduce burn likelihood in the logistic 
regression model?  
 
I hypothesise that increases in oak, beech, birch, other deciduous and total deciduous 
volume will significantly decrease burn likelihood. 
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2. Methods 
 

2.1 Study Area  
 
Sweden is a Northern European country located between the latitudes of 55⁰ and 70⁰N, 
with a land area of 40.7 million ha. The South experiences a milder oceanic climate due 
to the warm North Atlantic Current  (Roberge et al. 2020) and the North Atlantic 
westerlies (Wastenson et al. 1995), whereas the North has a continental climate. While 
summer temperatures of the North and South do not vary much, winter temperatures in 
the North are much colder, with a mean January temperature of -14⁰C in comparison to 
0⁰C in the South (Wastenson et al. 1995). There is a strong East-west precipitation 
gradient, the east receives an annual precipitation of 500-6000mm, and the West 
around 1100mm westerlies (Wastenson et al. 1995). 
 
Sweden’s natural vegetation spans six biogeographical zones from alpine to nemoral 
(Ahti et al. 1968; Wastenson et al. 1995).  Around 69% of Sweden is forested (27.9 
million ha), of which the majority is production forest, accounting for around 58% of 
Sweden’s surface area (23.5 million ha), (Roberge et al. 2020). Non-production forests 
make up just under 1% of the surface (Roberge et al. 2020).Conifers make up 82% of 
the production forest area, Scots pine Pinus sylvestris (39.8%) and Norway spruce Picea 
abies (27.7%) are the predominant forestry species (Nilsson et al. 2021).  
 
 
2.2. Software 
 
ESRI ArcGIS Desktop version 10.5.1 was used to manage geospatial data (ESRI 2017) 
and R version 3.6.3 (The R Foundation for Statistical computing 2020) was used to 
carry out the analyses and modelling. 
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Figure 1: Vegetation zones in Sweden   (Hagen et al. 2013). 
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2.3. GIS Data Processing   
 
The table below is a summary of the data, their sources, resolution and the file types.  
 
The fire datasets were each individually unsuitable for use in this analysis due to 
various limitations. To address this, information from MSB fire statistics and EFFIS burn 
area maps were used to augment Skogsstyrelsen Burn Area Maps.  
 
 
 

Table 1: The data and sources to be used in the analyses. 

  
Data File type Sources Scale/Resolution 

 Fire statistics .csv MSB Points (coordinates) 

 Skogsstyrelsen Burn area Map Shapefile Skogsstyrelsen Fires >0.5ha mapped 

 EFFIS Burn area Map Shapefile EFFIS- Copernicus Accurate >30ha 

 SLU Forest Maps Raster-GeoTIFF SLU 25m * 25m  

 Clearcut Map Shapefile Skogsstyrelsen - 

 Road Map Shapefile Trafikverket - 

 Rail Map Shapefile Lantmäteriet GSD - 

 Water Map Shapefile Lantmäteriet GSD - 
          

 

 
 
2.3.1. Fire- Data Processing and Map Generation 
 
The Skogsstyrelsen burn area maps have the finest resolution of any fire product 
covering the whole of Sweden (Skogsstyrelsen 2020). The delineated burn areas were 
produced by applying the Burn Area Index BAI2 to Sentinel-2 images from before and 
after each fire. The data covers fires from the 2018 to 2020. The dates that fires occured 
are missing for most fires. 
 
The EFFIS burn area map is of coarse spatial resolution and lower accuracy than 
Skogsstyrelsen’s, but includes fire occurrence dates (2009-2020), spatial resolution and 
accuracy improves in later years (2019 and 2020) (European Forest Fire Information 
System 2020). 
 
MSB’s (Myndigheten för samhällsskydd och Beredskap 2020) fire statistics data 
consists of the location, date, land use and area of fire events in Sweden from 1998-
2020. The original dataset includes all fire events . 
 
Skogsstyrelsen and EFFIS burn area maps were inspected and processed, cleaned to 
delete errors or duplicate features and obvious errors in internal shapefile vertices. 
Errors were detected manually through comparison of the three datasets, fires that 
were only supported by one dataset were excluded. 
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The dates of the fire events were obtained by cross referencing across all three fire 
datasets to produce a new dataset consisting of burn area maps for each year, with both 
high spatial and temporal resolution. Fires below 10ha were excluded, to limit the 
inclusion of fires which were heavily supressed. The workflow can be seen in Figure 3, 
where the burn area maps are called Burn Map 2018, 2019 and 2020 respectively. This 
dataset will be made availble for use by MSB, Skogsstyrelsen and SLU. 

Figure 2: Map of fires >10ha in Sweden from 2018-2020. 
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2.3.2. Firebreak- Data Processing and Map Generation  
 
Roads, railways and waterbodies form pre-existing firebreaks. A firebreak map was 
created to exclude these firebreaks from sampling areas and limit their influence as 
firebreaks as much as possible. Firebreaks set up by firefighters are not recorded in any 
dataset, therefore could not be included. 
 
Road shapefiles from Trafikverket (Trafikverket) and water and rail shapefiles from 
Lantmäteriet overview maps (Swedish National Land Survey 2021) were buffered by 
10m either side, appended and exported as Firebreak map (see workflow diagram in 
Figure 3 below, and section “Preparing sampling areas” Figure 5). 

 
Figure 3: Workflow showing the processing of GIS data and defining sample areas 
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2.3.3. Forest -Data Processing and Map Generation  
 
Maps of forest tree species present prior to fire events were taken from the SLU Forest 
Map 2010 (SLU Skogskartan, previous known as k-NN Sweden) (SLU 2010), from the 
Department of Forest Resource Management, Swedish University of Agricultural 
Sciences. SLU Forest Map 2010 used SPOT 4 and SPOT 5 imagery and National Forest 
Inventory field data, extrapolating estimates of forest parameter values using the k-
nearest neighbour algorithm.  
 
The Forest Map dataset used consisted of 10 individual GeoTIFFs covering the whole of 
Sweden, with a pixel size of 25x25m depicting the following variables: age of the stand, 
height, biomass (t ha¯¹) and standing biomass volume per unit area (m³sk ha¯¹) for each 
of the following: Beech, Birch, Oak, Other deciduous, Pine, Spruce and Total volume  
(SLU 2010; Department of Forest Resource Management; SLU 2015). Standing biomass 
volume per hectare has been referred to as “volume” throughout the text for ease of 
reading. 
 
Unfortunately, this method was discontinued after 2010, and subsequent years of SLU 
Skogskarta only map the Southern extent of Sweden, whereas most of the fires occur in 
the North.  
 
 
 

Table 2: Forest Map variables and their units. 

  
Variable group  Variable name Unit 

 Tree species Scots Pine m³sk ha¯¹ 

 Tree species Norway Spruce m³sk ha¯¹ 

 Tree species Oak m³sk ha¯¹ 

 Tree species Birch m³sk ha¯¹ 

 Tree species Beech m³sk ha¯¹ 

 Vegetation parameters Stand age Years 

 Vegetation parameters Height m  

 Vegetation parameters Biomass t ha¯¹ 

 Vegetation parameters Deciduous volume m³sk ha¯¹ 

 Vegetation parameters Total volume m³sk ha¯¹ 
        

 
 
 
Forest Maps were amended to account for clearcuts that occurred after 2010 and before 
the fires in 2018, 2019 and 2020, using the clearcut map from Skogsstyrelsen 
(Skogsstyrelsen 2021). The clearcut map (2003-2020) was derived from clearcuts 
registered with Skogsstyrelsen and before and after satellite images. 
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Figure 4: Workflow outlining the geoprocessing of SLU forest map rasters and sampling. 
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To do this, three forest map datasets were prepared, one for each fire year amended to 
account for clearcuts which occurred before the start of that year’s fire season. The 
forest map dataset for 2018 was updated with all clearcuts which occurred between 
2010 and March 31st 2018, the forest map dataset for 2019 included clearcuts from 
2010-March 31st 2019 and forest map dataset 2020 those from 2010- March 31st 2020. 
First, clearcuts that occurred between 2010-March 31st 2018, 2010- March 31st 2019 and 
2010-March 31st 2020 were exported to 3 new shapefiles and converted to raster. The 
DN values of clearcut cells were then reclassified to a value of 1. 
 
Raster masks for each time period were created using raster calculator, each clearcut 
raster was added to a raster of Sweden (DN=1), and cells with a DN value of 2 were 
reclassified to “no data”. 
 
Each raster mask was applied to each of the 10 forest map rasters using “extract by 
mask”.  This resulted in a set of 10 forest map rasters for each fire year (2018, 2019, 
2020) amended to exclude clearcuts which occurred before that year’s fire season. The 
workflow for this data processing is outlined in Figure 4. These rasters were used for 
the extraction of explanatory variables. 
 
 
2.4. Sampling and Data Extraction 
 
Sample design posed several challenges, specifically regarding how to sample fire 
absence while accounting for extreme stochasticity, maintaining spatial independence 
of presence and absence locations and without altering the original research question. 
Sampling absence of fires from a buffer directly around the edge of the fires was the 
best approximation of absence of fire. Possible, advantages and disadvantages of this 
sampling method will be addressed in the discussion. 
 
 

2.4.1. Sampling methods  
 
The response variable was binary burned (1)/ not burned (0) and explanatory variables 
were taken as the mean values over the whole of each sample area. Each fire event 
represented one observation of fire presence, and the mean values of each explanatory 
variable for the entire area burned made up one row of the analysis database. 
 
Observations of the absence of fire (not burned) were taken from a 25m buffer zone of 
unburned land around the perimeter of the fires. In this way each observation of 
presence was associated with an observation of absence, taken from the border where 
the fire stopped. The mean values of the explanatory variables for the entire area of an 
observed absence of fire also made up one row of the analysis database. This is 
illustrated in Figure 5 below. 
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2.4.2. Preparing Sampling Areas 
 
To prepare the “unburned” areas from which to sample absence of fires the Burn Maps 
(2018, 2019 and 2020) were buffered by 25m (named e.g., Unburned 25m 2018.shp). An 
attribute was added to each buffer shapefile indicating the value of response variable 
(0). The shapefiles of unburned areas for each year were then appended to their 
associated Burn Maps and exported to Sample Area maps (one for each year) and the 
empty attribute field for response variable was filled as 1 for burned areas. 
 

Figure 5: Diagram illustrating the application of the firebreak map to sampling areas. The fire scar is shown 
in grey, and represents one observation of the burned class. The dark green buffer zone around the fire is the 
unburned sample area, representing one observation of the unburned class. Explanatory variables were 
extracted from each sample area; the mean value of all pixels within the sample area, for each forest raster. 
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To limit the effects of firebreaks as much as possible (roads, railways and waterbodies) 
the Firebreak map was then erased from the Sample Area maps for each year, creating 
Final Sample Area maps for 2018, 2019 and 2020 (see workflow diagram in Figure 3 
and illustration in Figure 5).  
 
2.4.3. Sampling  
 
The Final Sample Area maps and the Forest map rasters were imported to R. The 
mean values of the forest maps were extracted over the final sample areas. For example, 
Final Sample Area 2018 contained polygons of burned areas (observations of 
presence) and polygons of unburned areas (observations of absence), for each of these 
polygons the mean of each forest variable was extracted from each of the 10 Forest 
Maps 2018, see Figure 5 above. This was then stored as a data frame, where each row 
represents an observation of either presence or absence, with one column for each 
forest variable. This was then carried out for 2019 and 2020. The three data frames 
were then merged. 
 
 
 
2.5 Analysis 
 
Descriptive statistics was used to explore the data and an additional variable created by 
pooling all deciduous species volumes into total deciduous volume (m³sk ha¯¹). See 
Table 3 on the following page for a description of each explanatory variable.  
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Table 3 : Explanatory variables reference guide  
Explanatory 
Variable 
Name 

Expanded name Unit Description 

Height Mean tree height m  Mean height of trees over entire sample area 
according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Age  Mean tree age Years 

Mean age of trees over entire sample area according 
to SLU skogskarta 2010 (excluding clearcuts since 
2010 and road verges) 

Biomass  
Mean biomass 
above ground t ha¯¹ 

Mean biomass above ground over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Total Tree 
Volume  

Mean total tree 
volume m³sk ha¯¹ 

Mean total volume of all trees over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Pine  
Mean pine 
volume m³sk ha¯¹ 

Mean volume of all pine trees over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Spruce  
Mean spruce 
volume m³sk ha¯¹ 

Mean volume of all spruce trees over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Total 
Deciduous  

Total of the mean 
deciduous tree 
volumes m³sk ha¯¹ 

Total of the mean volume of all deciduous tree 
variables (oak, beech, birch, other deciduous), over 
entire sample area according to SLU skogskarta 2010 
(excluding clearcuts since 2010 and road verges) 

Birch  
Mean birch 
volume m³sk ha¯¹ 

Mean volume of all birch trees over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Other 
Deciduous  

Mean volume of 
other deciduous 
trees m³sk ha¯¹ 

Mean volume of all other deciduous trees over 
entire sample area according to SLU skogskarta 2010 
(excluding clearcuts since 2010 and road verges) 

Beech  
Mean volume of 
beech m³sk ha¯¹ 

Mean volume of all beech trees over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

Oak  
Mean volume of 
oak m³sk ha¯¹ 

Mean volume of all oak trees over entire sample 
area according to SLU skogskarta 2010 (excluding 
clearcuts since 2010 and road verges) 

 
 
2.5.1. Comparing Classes- Hypothesis test for two populations 
 
Hypothesis testing was used to assess dependence between the burned and unburned 
classes and establish whether the two classes were significantly different enough to be 
considered to come from two different populations. 
 
Shapiro-Wilk normality test was used to test the assumption of normally distributed 
differences between the two classes (burned and unburned) for each variable.   
 
Due to non-normal distribution the non-parametric Wilcoxon matched-pairs signed 
rank test was used to test if the medians of the paired samples of the burned and 
unburned classes are significantly different enough to be considered two separate 
populations, using a significance level of alpha = 0.05. 
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2.5.2. Set-up for modelling 
 
Spatial collinearity was not assessed as the sampling strategy outlined above results in 
paired observations, where the burned class was sampled from the fire and the 
unburned class form the buffer zone of the fire. When these paired observations had the 
same locations, spatial collinearity was assumed to be high. The individual fires 
themselves were typically widely spatially dispersed. 
 
Explanatory variables were tested for pairwise collinearity and multicollinearity with 
variance inflation factors (Rodrigues and Riva 2014; Pourghasemi et al. 2020). Variables 
with strong linear correlations were excluded from model training in order of least 
important to most important, until the VIF value of each variable was within acceptable 
limits (under 10).  
 
The R package caret: Classification and Regression Training (Max et al. 2022) was used 
to partition the dataset into training (80%) and test (20%) datasets. The training 
method was defined as 5-fold cross validation. Although the general rule of thumb is to 
use 10-fold cross validation, I used 5-fold cross validation due to a relatively small 
sample size which has been used in similar studies such as by Kalantar et al., 2020. The 
caret package was also used to train the models  (Max et al. 2022). 
 
 

2.5.3. GLM- Logistic regression Models 
 
Generalized Linear Models define the relationship between the response and 
explanatory variables (González et al. 2006; Rodrigues and Riva 2014; Pourghasemi et 
al. 2020).  
 
GLM’s generalize a typical linear regression using a link function, allowing a regression 
to be performed on non-normally distributed variables (Pourghasemi et al. 2020). The 
response variable is binary (0 or 1) and has a binomial-Bernoulli distribution, therefore 
the type of GLM used in this thesis is a logistic regression which uses LOGIT link 
function.  
GLMs are  statistical models traditionally used when modelling the probability of fire 
occurrence, as seen in literature from González et al., 2006; Rodrigues and Riva, 2014; 
Pourghasemi et al., 2020 and Jain et al., 2020. Logistic regression was chosen due to its 
ease of use and interpretation (González et al. 2006), it’s suitability to the binary nature 
of the response variable, and it has precedent in the literature. Non-parametric 
Wilcoxon matched-pairs signed rank tests (see Section 2.5.1. Comparing Classes above) 
were carried out to investigate whether burned and unburned classes were significantly 
different enough to be considered independent (See results section). 
 
The multiple logistic regression equation predicts the transformed response variable, 
rather than the raw value as in a multiple linear regression (Hosmer et al. 2013; 
McDonald 2014), as such the equation is as follows:  
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ln ൤
P୶

1 − P୶
൨ = β଴ + βଵ  Xଵ + βଶ  Xଶ + βଷ  Xଷ … … . 

 
 
 
Where P୶ is the probability of success (response variable is 1), β଴ is the intercept, βଵ  Xଵ 
is the slope of the first explanatory variable, βଶ  Xଶ is the slope of the second explanatory 
variable. 
 
Alternatively the equation can be written as shown below (Hosmer et al. 2013; 
McDonald 2014) : 
 
 

Px =
eஒబାஒభ  ଡ଼భାஒమ  ଡ଼మାஒయ  ଡ଼య…

1 + eஒబାஒభ  ଡ଼భାஒమ  ଡ଼మାஒయ  ଡ଼య…
=

1

1 + eஒబାஒభ  ଡ଼భାஒమ  ଡ଼మାஒయ  ଡ଼య…
 

 
 
 
The logistic regression was carried out, with the training data and 5-fold cross 
validation. The P values of each variable were inspected for significance and model 
performance measured using the 5-fold cross validation accuracy, Cohen’s kappa and 
Akaike Information Criterion (Max et al. 2022). 
 
In logistic regression the response variable (y) has been transformed, which means 
interpretation of the model  estimate coefficients is different from a linear regression 
(Hosmer et al. 2013; McDonald 2014). In a linear regression the value of the estimate 
for explanatory variable X is the change in the response variable (Y) with a one unit 
increase in X, (all other explanatory variables are held constant), and this represents the 
slope (Hosmer et al. 2013; McDonald 2014). E.g., If explanatory variable was mean 
annual rainfall (m) and the response variable was fire size (ha), if rainfall has an 
estimate of -1.3 it would mean that for every increase in 1m mean annual rainfall would 
result in a decrease in fire size of 1.3ha. 
 
 
In logistic regression the unit of the response variable is the log of the odds ratio, and 
therefore, the coefficient estimate of each variable (slope) represents the change in the 
log odds of the response variable with one unit change in that variable (Hosmer et al. 
2013). Log of odds ratio ranges from + infinity to -infinity (Hosmer et al. 2013).  
The estimates of the coefficients were converted to odds ratios (OR) by taking the 
exponential of the regression coefficient, which is in log of the odds ratios. 
 
 

OR = eஒభ   
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Each model builds out the equation 
 
 

ln ൤
P୶

1 − P୶
൨ = β଴ + βଵ  Xଵ + βଶ  Xଶ + βଷ  Xଷ … …. 

 
 
or for Probability:  
 
 

Px =
eஒబାஒభ  ଡ଼భାஒమ  ଡ଼మାஒయ  ଡ଼య…

1 + eஒబାஒభ  ଡ଼భାஒమ  ଡ଼మାஒయ  ଡ଼య…
=

1

1 + eஒబାஒభ  ଡ଼భାஒమ  ଡ଼మାஒయ  ଡ଼య…
 

 
 
 
 
 
2.5.4. GLM- Predictions, Validations & Accuracy 
 
The accuracy of the models was then tested with the partitioned test data (20%). The 
models were applied to the test dataset and used to predict the response variable based 
on the values of the explanatory variables of each observation. Predicted values of 
burned/unburned were then compared with true values and assessed using accuracy 
scores, Cohen’s Kappa, confusion matrices and AUC ROC curves.  
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Figure 6: Workflow outlining the analysis including modelling and hypothesis testing 
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3. Results 
 
3.1 Data Exploration 
 
There was a total of 152 observations in the final dataset, 76 of which were burned 
observations and 76 were sampled unburned observations from the 25m buffer zone of 
the fire. Table 4 shows the mean value of explanatory variables over the entire burned 
area or fire-edge perimeter area. 
 
 

Table 4: Descriptive statistics of variables comparing burned and unburned observations 

Explanatory 
Variable 

Total Mean Min Max 

Burned  Unburned  Burned  Unburned  Burned Unburned Burned Unburned 
Height (m) 850.872 812.572 11.196 10.692 2.804 2.875 18.091 17.182 
Age (yrs) 5555.472 5141.417 73.098 67.650 18.795 22.860 161.046 158.147 
Biomass     
(t ha¯¹) 5910.802 5706.109 77.774 75.080 17.814 19.338 134.066 134.955 
Total Tree 
Volume 
(m³sk ha¯¹) 8743.790 8398.506 115.050 110.507 21.873 23.150 215.343 216.364 
Pine      
(m³sk ha¯¹) 5069.954 4374.403 66.710 57.558 10.382 10.000 158.794 117.796 
Spruce 
(m³sk ha¯¹) 2697.289 2950.002 35.491 38.816 1.983 2.017 117.439 118.265 
Total 
Deciduous 
(m³sk ha¯¹) 897.703 987.205 11.812 12.990 1.287 1.777 39.817 46.424 
Birch     
(m³sk ha¯¹) 784.678 861.752 10.325 11.339 1.182 1.587 25.082 31.297 
Other 
Deciduous 
(m³sk ha¯¹) 91.241 90.019 1.201 1.184 0.000 0.000 8.953 8.835 
Beech   
(m³sk ha¯¹) 7.088 10.822 0.093 0.142 0.000 0.000 6.948 10.506 
Oak      
(m³sk ha¯¹) 14.696 24.612 0.193 0.324 0.000 0.000 4.700 7.812 
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Figure 7: Percentage total volume burned (top left) and unburned (top right) for each tree species and the 
variable distribution comparing means of explanatory variables for the burned and unburned classes 
(bottom). 
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Tree height (m), age (years), biomass (t ha¯¹), total tree volume (m³sk ha¯¹), pine (m³sk 
ha¯¹)  and to a lesser extent other deciduous (m³sk ha¯¹), were all higher in the burned 
class (both the mean and total) (See Table 4 and Figure 7). 
 
Spruce (m³sk ha¯¹), total deciduous (m³sk ha¯¹), birch (m³sk ha¯¹), beech (m³sk ha¯¹)  
and oak (m³sk ha¯¹)  were all higher in the unburned class (both the mean and the total) 
(See Table 4 and Figure 7). 
 
Beech, oak and to a lesser extent other deciduous were all underrepresented in the 
dataset. 
 
Comparing the allocation of total volume in burned and unburned classes in Figure7 
further highlights the differences in species composition of the two classes. In both 
classes, the majority of the volume was made up by pine followed by spruce, birch, 
other deciduous, beech and oak. Pine made up 58.5% of the total volume in burned 
observations, and 52.6% in unburned. Spruce made up a higher proportion of the total 
in unburned observations, with 31.1% in burned and 35.5% in unburned. Birch made 
up  9.1% of the total volume in burned observations and 10.4% in unburned. 
 
The other deciduous tree species (beech, oak and other deciduous) were 
underrepresented in both classes and there was not much variation in their 
proportions, other than in oak which is 0.1% higher in unburned than burned. 
 
The differences in distribution of each variable between burned and unburned 
observations are shown in the boxplots in Figure 7. The boxplots show the median, 
bounded by the interquartile range. The whiskers mark the range outside of which 
values can be considered outliers (1.5 IQR above and below the 3rd and 1st quartile 
respectively). Underrepresentation of oak and beech is well illustrated. Other deciduous 
species were also underrepresented, but not to the same extent. 
 
The volume per hectare of birch, total deciduous and spruce was higher in the unburned 
class, whereas pine was higher in the burned class. Differences in distribution between 
classes looked to be inconclusive for other deciduous species, total volume. 
 
Oak, beech and other deciduous were underrepresented in the dataset and zero 
inflated. There were differences in the means of all variables between classes, but it was 
not established whether these were significant. 
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3.2. Collinearity and Variance Inflation Factors 
 
The pairwise collinearity is shown in Table 5 below using Pearson correlation coefficients. 
Values above 0.5 indicated collinearity and are highlighted. 
 
Biomass was highly correlated with total tree volume, pine, spruce and height, biomass was 
not correlated with age or any of the deciduous variables, probably due to the lower 
representation of deciduous variables in the dataset. Total tree volume was also strongly 
correlated with pine, spruce and height, but showed no correlation with any of the deciduous 
variables. Both pine and spruce showed pairwise correlation with height. Total deciduous 
was the summed volume of all deciduous variables, as such it showed correlation with birch, 
oak and other deciduous, but not beech due to low values of beech. 
 
The variable “other deciduous” (volume of other deciduous species) was correlated with 
birch and oak. Oak was correlated with beech. Age of tree showed no correlation with any 
other variable. 
 
Variance inflation factors measure the correlation of one variable with all other variables. 
Values should be below 10 for all variables used together to train a model. Table 6 below 
illustrates the iterative removal of the most correlated variables. 
 
 
 
Table 5. Pairwise collinearity table showing the correlation coefficients of pairwise explanatory variables, 
values above 0.5 highlighted 

 
 
 

Biomass Age Total Tree 
Volume

Pine Spruce Height Birch Other 
Deciduous

Oak Beech Total 
Deciduous

Biomass 1.000

Age 0.151 1.000

Total Tree 
Volume 0.990 0.051 1.000

Pine 0.750 0.175 0.776 1.000

Spruce 0.856 -0.063 0.858 0.370 1.000

Height 0.937 0.358 0.918 0.791 0.723 1.000

Birch 0.375 0.045 0.324 -0.112 0.420 0.285 1.000

Other 
Deciduous 0.354 -0.296 0.362 0.016 0.403 0.219 0.515 1.000

Oak 0.234 -0.151 0.226 0.010 0.245 0.197 0.250 0.572 1.000

Beech 0.106 -0.128 0.108 -0.141 0.206 0.075 0.177 0.480 0.668 1.000

Total 
Deciduous 0.408 -0.079 0.372 -0.095 0.468 0.300 0.915 0.768 0.557 0.479 1.000
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Pairwise correlation coefficients and variance inflation factors were used to identify groups 
of variables with low collinearity which could be used to train the models. The aim was to 
limit collinearity while still testing relationships between the variables most interesting for 
the study. The groups of variables tested can be seen in Table 9 summarizing model results. 
 
 
 

Table 6:  Variance Inflation Factors over several iterations of variable combinations. VIF should be 
below 10. 

Explanatory 
Variable 

VIF Value 
All Remove derived 

variables 
Remove biomass Remove Height 

Biomass 207.541 108.383 - - 
Age 5.734 4.030 2.849 1.263 
Total Tree Volume 777.482 - - - 
Pine 151.785 39.757 8.352 1.497 
Spruce 137.138 40.721 5.510 1.698 
Height 9.626 19.302 19.302 - 
Birch Infinite 4.979 2.174 1.818 
Other Deciduous Infinite 2.497 2.328 2.322 
Oak Infinite 2.423 2.265 2.151 
Beech Infinite 2.046 2.043 2.017 
Total Deciduous Infinite - - - 

 
 
 
3.3 Comparing Different Populations- Hypothesis test for two populations 
 
To establish whether differences between burned and unburned classes were 
significant, hypothesis testing was carried out. 
 
To decide if either a parametric or non-parametric hypothesis test for two populations 
would be suitable, the differences between two classes for each variable needed to be 
tested for normal distribution.  
 
The Shapiro-Wilk normality test was used to test the assumptions of normally 
distributed differences between the two classes.   
 
Null hypothesis:  H0: p > 0.05   the distribution was not significantly different from normal 
distribution (assume normal distribution) 
 
Alternative hypothesis: :  HA: p < 0.05 the distribution was significantly different from the 
normal distribution (assume non-normal distribution). 
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Table 7: Results of Shapiro Wilk Normality Test of the difference between classes. 

Variable  W value  P-value 

Normal 
distribution      
H0: p >0.05  

Non-Normal 
distribution        
HA: p <0.05  

Height 0.938 0.001113 Reject Accept 

Age 0.885 0.000005 Reject Accept 

Biomass 0.915 0.000080 Reject Accept 

Total Tree Volume 0.923 0.000190 Reject Accept 

Pine 0.936 0.000851 Reject Accept 

Spruce 0.907 0.000036 Reject Accept 

Total Deciduous Volume 0.883 0.000004 Reject Accept 

Birch 0.953 0.006393 Reject Accept 

Other Deciduous 0.670 0.000000 Reject Accept 

Beech 0.103 < 2.2e-16 Reject Accept 

Oak 0.289 < 2.2e-16 Reject Accept 
 
 
 
 
None of the differences between the burned and unburned class, for any variable, had a 
p value above 0.05 indicating that all distributions were significantly different from the 
normal distribution. The null hypotheses were rejected as there was no evidence of 
normality. 
 
Due to non-normal distribution the non-parametric Wilcoxon matched-pairs signed 
rank test was used to test if the medians of the paired samples of the burned and 
unburned classes are significantly different enough to be considered two separate 
populations, using a significance level of alpha = 0.05. 
 
Null hypothesis:  H0: p > 0.05 there was no significant difference between the medians of 
the two classes. 
 
Alternative hypothesis: :  HA: p < 0.05 there was a significant difference between the 
medians of the two classes. 
 
Height (p=0.0370), age (p=0.0008), pine (p<1.2 *10^-5), total deciduous volume 
(p=0.0085) and birch (p=0.0089) had p-values under 0.05, indicating that there was a 
significant difference between the medians of the burned and unburned classes. 
However, once corrected for multiple testing using Holm-Bonferroni adjusted p-values 
height was no longer significant (adjusted p= 0.256900), total deciduous volume and 
birch volume were only marginally significant (adjusted p values of 0.076239 for both); 
therefore, the null hypothesis was accepted, there was no significant difference between 
the medians of the burned and unburned classes for these variables.  
 
Age had an adjusted p value of 0.008013 and pine 0.000132, highlighting that there was 
a significant difference between the burned and unburned classes,  the null hypothesis 
was rejected and the alternative hypothesis was accepted (see Table 8 below).   
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Biomass, total tree volume, spruce, other deciduous, oak and birch all had p-values 
above the alpha significance level 0.05, therefore the null hypothesis was accepted that 
there was no significant difference between the medians of the burned and unburned 
classes for these variables (see Table 8 below).  
 

Table 8: Results of Wilcoxon matched-pairs signed rank test, testing whether samples are from different 
populations, with Holm-Bonferroni adjusted p-values accounting for multiple tests 

Variable P-value 
Adjusted P-value 
(Holm-Bonferroni) 

No significant 
difference- Same 
Population                      
H0: p >0.05   

Significant 
difference- Different 
populations             
HA: p<0.05  

Height 0.036700 0.256900 Accept Reject 

Age 0.000801 0.008013 Reject Accept 

Biomass 0.161400 0.718800 Accept Reject 

Total Tree Volume 0.123500 0.718800 Accept Reject 

Pine 0.000012 0.000132 Reject Accept 

Spruce 0.119800 0.718800 Accept Reject 
Total Deciduous 
Volume 

0.008471 
0.076239 

Accept Reject 

Birch 0.008867 0.076239 Accept Reject 

Other Deciduous 0.615500 0.919800 Accept Reject 

Oak 0.306600 0.919800 Accept Reject 

Beech 0.422700 0.919800 Accept Reject 

 
 
 
These significant differences between the paired classes are illustrated in the frequency 
distribution histograms of delta (burned – unburned) for each variable below, including 
those variables with only marginal significance after correction for multiple testing 
(Figures 8-11). Negative delta values are those pairs in which values were higher in the 
unburned class, and positive delta values are from those pairs in which values were 
higher in the burned class. 
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Figure 8: Pine frequency distribution histogram showing the distribution of the differences between paired 
burned and unburned observations. (Burned-unburned), negative values are paired samples where the 
volume in the unburned observation was larger than the burned observation, positive values are from paired 
samples where to volume in burned was larger than unburned. 75% of pairs had higher pine volume in the 
burned observation. 
 

 
 
Figure 9: Age frequency distribution histogram showing the distribution of the differences between paired 
burned and unburned observations. (Burned-unburned), negative values are paired samples where the 
volume in the unburned observation was larger than the burned observation, positive values are from paired 
samples where to volume in burned was larger than unburned. 65.79% of pairs had higher age in the burned 
observation. 
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Figure 10: Total deciduous frequency distribution histogram showing the distribution of the differences 
between paired burned and unburned observations. (Burned-unburned), negative values are paired samples 
where the volume in the unburned observation was larger than the burned observation, positive values are 
from paired samples where to volume in burned was larger than unburned. 61.84% of pairs had higher total 
deciduous volume in the unburned observation. 
 

 
 
Figure 11: Birch frequency distribution histogram showing the distribution of the differences between 
paired burned and unburned observations. (Burned-unburned), negative values are paired samples where 
the volume in the unburned observation was larger than the burned observation, positive values are from 
paired samples where to volume in burned was larger than unburned. 61.84% of pairs had higher total 
deciduous volume in the unburned observation. 
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3.4. GLM Logistic Regression model results  
 
 
Model Coefficients and Odds Plots 
 
 
The logistic regression model estimates of coefficients and results are shown in Table 9 
below. 
 
 

Table 9: Coefficients of logistic regression models trained, including the estimate in probability. 

Model 

Coefficients 

Z value P value 
Adjusted p-value 
(Holm-Bonferroni) Estimate Std. Error 

1. Intercept -0.698 0.761 -0.917 0.359 1.000 

 Total Deciduous 0.009 0.031 0.293 0.769 1.000 

 Pine 0.014 0.008 1.763 0.078 0.312 

 Spruce -0.017 0.009 -1.881 0.060 0.240 

  Age 0.005 0.008 0.636 0.524 1.000 

2. Intercept -0.286 0.474 -0.604 0.546 1.000 

 Pine 0.014 0.008 1.878 0.060 0.121 

  Spruce -0.016 0.008 -2.124 0.034 0.067 

 
 
 

Model 1. 
 
 
The multiple logistic regression model 1 was trained assessing relationships between 
the response variable burned/unburned and the explanatory variables a.) mean total 
deciduous tree volume per hectare, b.) mean pine volume per hectare, c.) mean spruce 
volume per hectare and d). mean age. 
 
The odds plot in Figure 12 below shows the estimates of the coefficients as odds ratios, 
indicated by the blue central point, the whisker bars on either side of each point 
indicate the upper and lower of the 95% confidence interval. An odds ratio of 1 
represents a probability of 0.5 and is indicated by the dotted vertical line known as the 
“line of null effect.” The smaller the confidence whiskers the lower the standard error. 
An odds ratio above 1 indicates a positive association between the explanatory variable 
and the response variable, and an odds ratio below 1 indicates a negative relationship. 
In this case a positive relationship would mean an increase in variable x results in an 
increase in relative probability of burning. If the confidence interval crosses the line of 
null effect then the standard error of the coefficient is too high for the variable to be 
considered significant. 
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ln ൤
P୶

1 − P୶
൨ = −0.698 + 0.009(tot. dec. ) + 0.014(pine) − 0.017(spruce) + 0.005(age) 

 
Figure 12: The odds plot, odds ratios and equation of logistic regression Model 1. 
 
In Model 1, mean total deciduous volume had an estimate of 0.009 log of the odds ratio, 
thus an increase in 1 m³sk ha¯¹ of total deciduous would result in an increase of 0.009 in 
the log of the odds ratio of the response variable being 1. Other than for identifying the 
direction of the relationship, interpretation of the raw log of odds ratios is not very 
intuitive, so instead I have used the odds ratios (as seen in Figure 12 above). 
 
Total deciduous volume had an odds ratio estimate of 1.009, 95% CI(0.932, 1.091) 
indicating that holding all other variables constant, the odds of burning increased by 
0.9% for each 1 m³sk ha¯¹ increase of total deciduous volume (total deciduous volume 
ranged from ~1-46 m³sk ha¯¹). The p value for total deciduous was 0.769 (adjusted p 
value was close to 1), which is much greater than the threshold of 0.05, thus the 
relationship was not significant. This is clearly indicated in the odds plot (Figure 12), 
where the confidence interval extends widely and includes an odds ratio of 1.  
 
Total deciduous p>0.05 the null hypothesis (b1=0)was accepted, there was no 
relationship between mean total deciduous volume and relative probability /likelihood 
of burning in Model 1. 
 
Mean pine volume had an odds ratio estimate of 1.014, 95% CI(0.999, 1.031); holding 
all other variables constant, an increase in 1 m³sk ha¯¹ of pine would result in an 
increased odds of burning of 1.4% (pine volume ranged from ~10-159 m³sk ha¯¹) . The 
confidence interval marginally extended past an odds ratio of 1, and the p value 0.078 
was low, but not below the threshold of 0.05, and once corrected for multiple testing the 
Holm-Bonferroni adjusted p value was 0.312, was well above the threshold.  
 
For pine p>0.05, and the null hypothesis (b1=0) was accepted. There was no 
relationship between mean pine volume and relative probability /likelihood of burning 
in Model 1. 
 
Mean spruce volume had an odds ratio of 0.983, 95% CI(0.965, 1.000), an increase in 1 

Model 1.

Variable Estimate

Odds Ratio Low er Upper

Tot. dec. 1.009 0.948 1.074

Pine 1.014 0.999 1.031

Spruce 0.983 0.965 1.000

Age 1.005 0.990 1.020

Confidence Interval 
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m³sk ha¯¹ of spruce would result in a decrease in odds of burning of 1.7% (spruce 
volume ranged from  ~2-118 m³sk ha¯¹). The confidence interval barely extended over 
the line of null effect and the p value of 0.06 reflected this almost significant relationship 
but it was not below the threshold of 0.05, once corrected for multiple testing the Holm-
Bonferroni adjusted p value was 0.24, well above the threshold.  
 
For spruce p>0.05, and the null hypothesis (b1=0) was accepted, as there was no 
detected relationship between mean spruce volume and relative probability /likelihood 
of burning in Model 1. 
 
Mean age had a positive relationship with burning and a high p value (0.524, adjusted p 
value of 1), thus the null hypothesis was accepted, with age p>0.05 indicating there was 
no relationship between mean age and relative probability /likelihood of burning. As 
seen in the odds plot for Model 1, the odds ratio was 1.005, and confidence interval 
extends over the line of null effect.  
 
In summary, pine had a positive relationship (1.4% increased risk), with a relatively low 
p value of 0.078, but high adjusted p value of 0.312 both above threshold of 0.05 to 
indicate significance. Spruce showed a negative relationship (1.7% decreased risk), with 
a relatively low p value of 0.06, but high adjusted p value of 0.24, neither were below 
the threshold of 0.05 needed for a significant relationship. Total deciduous volume had 
a positive relationship (0.9% increased risk) with a high p value of 0.769 (adjusted p 
value=1) with no significance. Age had a positive relationship (0.5% increased risk), 
with a high p value of 0.524 (adjusted p value=1) and therefore the relationship was not 
significant. 
 
 

Model 2. 
 
Multiple regression Model 2 was trained investigating the relationships between the 
response variable burned/unburned and the explanatory variables a.) mean pine 
volume per hectare and b.) mean spruce volume per hectare. 
 
 

 

ln ൤
P୶

1 − P୶
൨ = −0.286 + 0.014(pine) − 0.016(spruce) 

 
Figure 13: The odds plot, odds ratios and equation of logistic regression Model 2. 

Model 2.

Variable Estimate

Odds Ratio Low er Upper

Pine 1.014 1.000 1.030

Spruce 0.984 0.969 0.998

Confidence Interval 
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Mean pine volume had an odds ratio estimate of 1.014, 95% CI (1.000, 1.030) making 
the odds of burning 1.441% more likely with each 1 m³sk ha¯¹ increase in pine (pine 
volume ranged from ~10-159 m³sk ha¯¹). The p value of this relationship was 0.06, 
which was low, but not below the threshold of 0.05, and the adjusted p value was 0.121, 
indicating that this relationship was not significant. This is illustrated in the odds plot of 
Figure 13 above, where the confidence interval very marginally crosses the line of null 
effect. 
 
For pine p>0.05, thus the null hypothesis (b1=0) was accepted, as there was no 
detectable relationship between mean pine volume and relative probability /likelihood 
of burning in Model 2. 
 
Mean spruce volume had an odds ratio estimate of 0.984, 95% CI(0.969, 0.998), 
indicating that with each 1 m³sk ha¯¹ increase in spruce the risk of burning is reduced 
by 1.585%  (spruce volume ranged from  ~2-118 m³sk ha¯¹). The confidence interval did 
not cross the odds ratio threshold of 1 (line of null effect) as seen in the odds plot above, 
illustrating the significance of the relationship, which had a p value of 0.034 which was 
below the threshold of 0.05. Once corrected for multiple testing the Holm-Bonferroni 
adjusted p value was 0.067, indicating marginal significance, but above the threshold of 
0.05. 
 
For spruce p>0.05, thus the null hypothesis (b1=0) was accepted, as there was no 
relationship between mean pine volume and relative probability /likelihood of burning 
in Model 2. 
 
 
Model Accuracy 
 
Model accuracy ranged from 0 to 1 with 0.5% indicating a 50% agreement between 
predicted and actual class values. Cohen’s Kappa values define agreement as poor ( 
under 0), slight (0-0.2), fair (0.21-0.40), moderate (0.41-0.60), substantial (0.61-0.80) 
and almost perfect (0.81-1.00) (Landis and Koch 1977). 
 
The accuracy scores for both models were low to moderate during the cross validation, 
with Model 1 showing improved accuracy in final testing and Model 2 showing 
decreased accuracy in final testing.  
 
Model 1 final testing resulted in an accuracy of 0.6, a kappa of 0.2 (slight to fair), and 
balanced sensitivity and specificity of 0.6. 
 
In final testing, Model 2 showed a poor accuracy of 0.533, a kappa of 0.067 which could 
be considered as slight agreement between predicted and true observations. Sensitivity 
and specificity were unbalanced, where sensitivity was 0.6 and specificity 0.467 
indicating fewer false negative and more false positives. See Table 10. 
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Table 10: Accuracy statistics and significance of generalized linear models trained with different variable groups. Marginally 
significant P values highlighted in light green and significant in green. The blue cells  highlight the best accuracy statistics. 

Model 

Accuracy of 5-fold Cross Validation  Accuracy of final predictions 

Accuracy Kappa AIC Sig. Variables P 
value 
Pine Spruce Accuracy Kappa Sens. Spec. 

Model 1 

0.516 0.032 172.100 0.078 0.060 0.600 0.200 0.600 0.600   
Total Deciduous, Pine, 
Spruce, Age 

Model 2 

0.572 0.145 168.590 0.060 0.034 0.533 0.067 0.600 0.467   Pine, Spruce  

 
 
The receiver operating characteristic curves are shown in figure 14 below along with 
the area under curve (AUC) for each model. Probability thresholds were set to the 
standard 0.5, and not adjusted for either model as the number of observations of each 
response class (burned and unburned) were balanced. Model 1 had an AUC of 0.556 and 
Model 2 an AUC of 0.551, indicating a low ability to separate the burned class from the 
unburned class. 
 
 

 
Figure 14: AUC-ROC curves of Model 1 and Model 2. 
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Predicted Probability Maps 
 
Predicted maps of forest fire spread susceptibility using Model 1 are shown in Figures 
15, 16 and 17. 
 
 
 

 
 
Figure 15: Map of predicted forest fire spread susceptibility (Model 1)of an area over central Sweden, and 
fire occurrence 2018-2020, including fires in non-forested areas. 

Central Sweden
Forest Fire
Susceptibility 
Model 1

#

#

#

#

#

#
#

#

# #

#

#

#

#

##

#

#

17°0'0"E16°0'0"E15°0'0"E14°0'0"E13°0'0"E

63°0'0"N

62°0'0"N

Legend

Predicted Probability

High : 0.99

Low : 0

# Fire 

Non-forest

0 30 6015 Km

¯



36 
 

 
 
Figure 16: Mapped forest fire spread susceptibility of Sweden (Model 1) 
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Figure 17: Map of predicted forest fire spread susceptibility of 4 selected areas in which fire occurred, 3 of 
which are fires which were part of the dataset (upper left, upper right and bottom right), and the map on the 
bottom left shows a fire from 2021 which was not used to train the model. Roads and water can clearly be 
seen to define many fire edges. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Road: Trafikverket Trafiknätsdata
 för blåljusverksamheten
Fire map source: Skogsstyrelsen
Brandkartan
Water: Lantmäteriet GSD-
Översiktskartan
Coordindate System:
SWEREF99_TM
Projection:Transverse Mercator
Date: 15.02.2023

Metadata

Forest Fire
Probability 
Model 1

¯

0 1 2 Km0 1 2 Km

0 0,5 1 Km 0 0,5 1 Km

Legend

Predicted Probability

High : 0.99

Low : 0

Non-forest

Fire Perimeter

Water

Roads
2018 2018

2021 2018



38 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



39 
 

4. Discussion 
 
4.1 Limitations 
 
Stochasticity & sampling 
This thesis originally aimed to investigate the contribution of forest parameters to 
forest fire probability using large fires and existing forest parameter maps. However, 
fire occurrence is stochastic in nature, giving rise to some challenges, namely sampling 
fire absence while accounting for extreme stochasticity, while still addressing the 
original research question and maintaining spatial independence of presence and 
absence locations. 
 
When modelling fire probability, there are three levels at which fire risk can be 
described: First is P1, the probability of ignition occurring and a small fire catching, 
second, P2, is the conditional probability of an ignition resulting in a large fire (spread), 
and the third, P3, is a product of P1 and P2, the unconditional probability of an ignition, 
fire starting, spreading and resulting in a large fire (Preisler et al. 2004; Preisler and 
Westerling 2007). In the large fires being investigated, both ignition and fire spread had 
already occurred, so to sample absence from a location with comparable conditions I 
sampled the fire edge. The fire edge is only location which received all the necessary 
preconditions needed to burn, and where the chance of burning has been maximized, 
this is the closest option for sampling true absence of fire as possible. In the end it was 
impossible to sample true absence and maintain spatial independence of presence and 
absence locations, and I prioritized true absence in the hopes of maximizing the signal 
of any patterns in the data. 
 
 
Spatial Autocorrelation & paired samples 
Models with high predictive power often have a greater reliance on spatial 
autocorrelation than the explanatory variables used to train the models (Ploton et al. 
2020), but it is well known that fire propagates spatially. The most important factor in 
determining whether a location burns is whether it receives ignition. An existing fire 
provides ignition to all neighbouring areas, because fire is not static, but is both 
temporally and spatially dynamic. Fires move through both space and time. For this 
reason, I argue that, within the context of this study, trying to limit spatial 
autocorrelation would be an exercise in futility when modelling fire, as in the absence of 
spatial autocorrelation, fire would be static not spread. 
 
Subsequently I modified the aims of the thesis to investigate forest fire spread 
susceptibility, rather than relative probability, and introduced the Wilcoxon matched-
pairs signed rank test to test if the medians of the paired samples of the burned and 
unburned classes were significantly different enough to be considered two separate 
populations. This at least partially mitigates the worry that variables with significantly 
different classes violate the assumption of independent sampling for the generalized 
linear model. 
 
SLU forest map 2010 
The forest parameter data were from SLU forest maps from 2010, and the fires from 
2018, 2019 and 2020. Unfortunately, SLU forest maps from 2015 only mapped the 
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Southern extent of Sweden where very few fires occurred. Additionally, the forest maps 
are not a true representation of reality, but rather an approximation of each parameter 
developed using inventory field data, satellite imagery and extrapolation using the k-nn 
algorithm. Forest parameters should be viewed as a proxy of the variable they 
represent. Finally, SLU forest maps are known lower accuracy estimates of deciduous 
tree volume in comparison to coniferous (Holmström et al. 2017) this was further 
compounded by true scarcity of deciduous trees in the landscape.  

 

Burned Area Maps 
The original plan was to use MSB fire statistics data and coordinates to point sample fire 
occurrence, however it quickly became clear that the coordinates and information in 
this dataset are extremely unreliable. The decision was made to source other fire maps. 
The EFFIS burn area map was low resolution and incomplete and the Skogsstyrelsen 
burn area map lacked dates and other information. Combining these datasets required 
substantial pre-processing, which was very time consuming. 

 
 
 
4.2. Study Outcomes 
 
The Wilcoxon matched-pairs signed rank test (subsequently referred to as the 
hypothesis testing), was undertaken to identify which variables had significantly 
different populations between the burned and unburned classes. The logistic 
regressions were carried out to model the relationships between multiple carefully 
selected variables and forest fire spread susceptibility.  
 
Although height was initially found to be significantly different between burned and 
unburned classes, after correcting for multiple testing heights, this was not found to be 
significantly different between classes. This could be due to species specific height 
attributes, such as variations in ladder fuels associated with different species. Height 
was also highly correlated with other variables and therefore not included as a variable 
in logistic regression models. Birch volume and total deciduous volume were found to 
have only a marginal significant difference between the burned and unburned classes; 
only total deciduous volume was included in logistic regression modelling, due to 
pairwise collinearity between the two variables.  

 
Oak, beech and other deciduous species were underrepresented in the dataset and the 
vast majority of observations had a value of 0, therefore it is was unsurprising that the 
hypothesis testing found no significant differences between the two classes, but a lack 
of significance cannot be ruled out due to their underrepresentation in the dataset. 
 
Unexpectedly, the variables identified by hypothesis testing as having significantly 
different median values between the burned and unburned classes were not those 
which were found to contribute significantly to forest fire spread susceptibility in 
logistic regression models, with the possible exception of pine volume.  
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Although age was found to be significantly different in burned and unburned classes 
and total deciduous volume was found to be marginally significantly different after 
correcting for multiple testing. Unexpectedly, the logistic regression model showed that 
there were no significant relationships between either variable and forest fire spread 
susceptibility. Age was found to be higher in the burned class in 65.79% of paired 
observations, and had a positive contribution to forest fire spread susceptibility with no 
significance due to a large confidence interval. Total deciduous volume was higher in 
the unburned class in 61.84% of cases, but was found to have a positive contribution to 
forest fire spread susceptibility with no significance. When comparing the logistic 
regression models, Model 2 was trained without age and total deciduous volume had 
lower accuracy, kappa, and specificity than Model 1. This suggests that total deciduous 
volume or age are more important in predicting forest fire spread susceptibility than 
indicated by the Model 1, or they may be correlated with other environmental variables 
not included in this analysis which contribute to forest fire spread susceptibility. It is 
also interesting that Model 2, trained without age and total deciduous volume had lower 
specificity, which is an increase in Type I errors, an increase in false positives and over-
predicting the burned case. 
 
Conversely, spruce volume was the only variable which contributed with marginal 
significance (after correcting for multiple testing) to any logistic regression models, 
while hypothesis testing found no significant difference between the burned and 
unburned classes for spruce. Spruce volume was consistently associated with decreased 
forest fire spread susceptibility, despite the hypothesis that coniferous species would 
increase forest fire spread susceptibility. It is possible this is due to spruce prevalence 
in moist soils, both naturally and in managed forests. 
 
Pine volume was the only variable in which there was agreement in both methods. After 
correcting for multiple testing, a significant difference was found between the burned 
and unburned classes in hypothesis testing.  Pine volume contributed positively with 
marginal significance to forest fire spread susceptibility in logistic regression models, 
although this did not hold up after correcting for multiple testing as the adjusted p value 
was well above the alpha threshold for both models. One reason that pine volume 
impact on forest fire spread susceptibility was found to be only marginally significant, 
and then not significant after adjusting the p value, could be that the relationship is not 
linear. It could be that lower volume pine forest denotes a younger stand, in which trees 
are shorter with more ladder fuels and therefore easier to burn, in stands with very 
high volume of pine trees are likely to be older and taller, with a lack of ladder fuels, 
rendering them more resilient and less likely to burn. 
 
 
The differences between burned and unburned classes highlighted by hypothesis 
testing showed relative proportional difference for each fire event individually. 
Whereas the logistic regression models did not take paired observations of the burned 
and unburned class into account. This indicates that on an individual fire level the 
proportional differences between the fire and the unburned surroundings were 
important, whereas when the dataset was pooled, and modelled between fire events, 
fewer relationships were identified. I expect that as each observation pair were neither 
spatially nor temporally distinct and experienced the same weather conditions it may 
be more useful to examine fires individually, as well as train models which include 
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temperature and a drought index as explanatory variables.  
 
The low predictive power of both logistic regression models is likely to be due to 
multiple factors. Firstly, the dataset was small with only 152 observations, this was 
further complicated by 122 of these observations coming from one year, 2018, which 
was classed as a large fire year due to high temperatures, low rainfall and long fire 
season. It is thought that extreme drought homogenizes fuel conditions across stand 
types and differences in tree species flammability would become less prevalent under 
drought conditions (personal communication with I. Drobyshev, 2021).   
 
 
As mentioned previously the forest parameters are based on extrapolated estimates, in 
order to identify relationships between forest fire spread susceptibility and tree volume 
by species, higher accuracy and a true representation of reality would be needed. Forest 
parameter values were also from 2010, therefore were 8 to 10 years out of date.   
 
Firebreaks such as roads and waterbodies are known to play an important role in fire 
suppression (Araya et al. 2016; Pinto et al. 2020b). In this study a firebreak buffer was 
created and excluded from sample areas, this can clearly be seen in Figure 17 where 
roads and water are shown defining the fire edge. It would have been more useful to 
include them as variables in the modelling, but unfortunately this was outside the 
timeframe and scope of this MSc. Thesis.  
 
Finally, other environmental variables more traditionally associated with modelling 
forest fire spread susceptibility, such as slope, aspect, elevation, temperature, 
precipitation (Sachdeva et al. 2018; Pourghasemi et al. 2020; Piao et al. 2022) fire 
weather index , drought code (Terrier et al. 2013; Drobyshev et al. 2021), soil moisture 
content (Pourghasemi et al. 2020; Drobyshev et al. 2021), wind speed and direction 
(Ryan and Opperman 2013; Jain et al. 2020; Pourghasemi et al. 2020) etc. would 
probably have resulted in models with higher predictive power, and it is likely that 
some of these other variables with well documented contribution to forest fire spread 
susceptibility were at play within the models. 
 
 
4.3 Future studies  
 
 
There are several ways in which the current models should be improved. The first step 
would be to incorporate newly delineated fires over 10ha for the years 2016, 2017, 
2021 and 2022 to increase the size of the dataset. The soon to be released SLU forest 
map 2020 would provide more recent and accurate set of forest parameter maps for 
explanatory variables, especially in combination with the use of the Nationella 
Marktäckedata – a landcover class map. The inclusion of fire weather indices, such as 
drought code would provide useful insight into the strength of drought’s relationship 
with forest fire spread susceptibility, especially in the context of deciduous versus 
coniferous stands.  
 
It must be noted that relationships between forest fire spread susceptibility and a forest 
parameter may not be linear, and this cannot be accurately modelled by logistic 



43 
 

regression. It would be a useful exercise to carry out the same study using different 
models, for example machine learning models such as boosted regression trees and 
random forest modelling.  
 
An alternative follow-up study would be to remove fires from the large fire year 2018, 
and adjust the sampling strategy using multiple point sampling for each fire and 
pseudoabsence point sampling. This would be followed by testing for spatial 
autocorrelation and using a mixed-effects model to account for spatial autocorrelation. 
This would remove fires which occurred under extreme weather conditions, and still 
substantially increase the dataset.  
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5. Conclusions 
 
This study used hypothesis testing and logistic regression modelling to investigate the 
contribution of forest parameters, such as tree species, on forest fire spread 
susceptibility. 
 
In conclusion, the hypothesis testing showed that tree age and pine volume were 
significantly different between the burned and unburned classes and the delta of paired 
observations showed that both were higher in burned than unburned classes.  Birch and 
total deciduous volume were only marginally significantly different between the burned 
and unburned classes (after correcting p values for multiple testing), the delta of paired 
observations showed that that birch and deciduous volume were higher in the 
unburned class. 
 
Logistic regression models showed the only variable with a marginal significant 
contribution to forest fire spread susceptibility was spruce volume, with an increase in 
spruce volume resulting in a decreased forest fire spread susceptibility. Pine volume 
initially had a marginally significant contribution to increased forest fire spread 
susceptibility, however after adjusting p values for multiple testing the contribution 
proved not significant.  
 
Model 1, trained with age, deciduous volume, pine and spruce volume showed higher 
predictive power and balanced sensitivity and specificity than Model 2 which was 
trained with just pine and spruce volume. Model 2 also had unbalanced sensitivity and 
specificity, with lower specificity resulting in overpredicting the burned class.  
 
The disagreement in results between the two methods (hypothesis testing and logistic 
regression models) could be due to multiple factors, among them most importantly a 
small sample size.  
 
More research is needed with better data and sampling methods to fully investigate the 
contribution of tree species to forest fire spread susceptibility in Sweden.  
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Appendix 

 
Figure 18: Variable distribution comparing the Burned and Unburned Classes 
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Figure 19: Height frequency distribution histogram showing the distribution of the differences between 
paired burned and unburned observations. (Burned-unburned), negative values are paired samples where 
the volume in the unburned observation was larger than the burned observation, positive values are from 
paired samples where to volume in burned was larger than unburned. 60.53% of pairs had higher height in 
the burned observation. 
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