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Investigating the influence of the tidal regime on harbour porpoise
Phocoena phocoena distribution in Mount’s Bay, Cornwall

Abstract

Unintentional by-catch in fishing gear is a significant cause of mortality of 
harbour porpoises in UK waters. Understanding the spatial distribution of 
harbour porpoises at fine scales and how this changes over time is essential when
trying to understand where these lethal interactions might occur. 

Mount’s Bay in Cornwall, UK is an important area for harbour porpoises. However 
knowledge of how they use the Bay is limited. Effort and sightings data were 
collected over eight years between 2011 and 2018 from a wildlife watching vessel. 
The data shows a high sightings rate for the Bay and confirms the relative high 
density of porpoises when compared to areas of the UK traditionally considered as 
strongholds. 

Harbour porpoises are present in high numbers year round. However, a seasonal 
pattern in their occurrence was identified, with numbers peaking in September. Areas 
where porpoises consistently occur are considered to be important foraging habitat 
due to their high foraging nature.

To better understand the distribution of porpoises in the bay and how it changes with 
the tide cycle, Maximum Entropy Modelling (MaxEnt) with files correcting for 
survey biases was used. By analysing various environmental variables, the models 
identified the most important factors that influence the likelihood of porpoises being 
present. These include the longitudinal position within the bay, the depth of the water,
the type of substrate on the seafloor, the distance from the nearest significant seafloor 
slope, and the distance from the nearest tide front.

In addition, a General Additive Model for Location Scale and Shape (GAMLSS) was 
also used to model the likelihood of porpoise occurrence in relation to thermal front 
features remotely sensed by satellites.

Identifying Important Areas for Harbour Porpoises

The variables longitude, depth, distance from the nearest significant seabed slope, and
distance from the nearest tide front can be combined to describe the location of 
turbulent oceanographic processes. The models identify specific spatially focused 
areas that are important for porpoises and demonstrate that the position of these areas 
changes throughout the tide cycle. The results indicate that these changes are 
associated with tidal processes. Tidal processes have been found to concentrate 
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plankton and nekton, which would enhance the foraging success of harbour porpoises 
and likely explain this relationship.
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1 Introduction

The harbour porpoise is a species afforded a high level of protection in UK and 
European waters. Despite this, much of the knowledge of the ecology of the species is
still somewhat inferred and patchy. This is due to the secretive nature of the species, 
its small size and the difficulty and expense of conducting studies on the ocean (de 
Boer 2013; Virgili et al. 2018). In order to better protect the species it is necessary to 
identify key habitat areas both spatially and temporally. Due to the limited 
understanding of the species' behavioral ecology, areas with higher occurrence rates 
are identified as important foraging habitat (Johnston et al. 2005; van Beest et al. 
2017). All studies support the theory that porpoises must feed almost continuously on 
high energy food in order to maintain good body condition. Presumably this means 
they must consistently seek areas which provide adequate feeding opportunities. It is 
likely that their seasonal meso scale movements and their regular macro scale 
movements reflect this need to consistently stay around productive foraging areas 
(Johnston et al. 2005; Gilles et al. 2016; Nielsen et al. 2018). Therefore it can be 
assumed that areas with high densities of harbour porpoises represent key foraging 
habitat and that regular macro scale movements indicate that the location of these 
areas is dynamic. 

An anthropogenic threat to porpoises comes from bycatch, which is when a non target
species becomes entangled in fishing gear. Bycatch was the cause of death for 36% 
of, stranded small cetaceans, assessed by postmortem, in Cornwall, in 2021 (Hawtrey 
Collier et al. 2021). Bycatch is currently recognised as being poorly monitored and 
under recorded (Dolman et al. 2022). Harbour porpoises are particularly vulnerable to 
bycatch in gill nets (Dolman et al. 2022 ). The International Council for the 
Exploration of the Sea (ICES) areas 29E4 and  28E4 cover Mount’s Bay, Cornwall 
and 29E4 has the highest gill net fishing effort in the UK (Calderan and Leaper 2019).
In an area with high gill net fishing effort it is essential to understand how the fishing 
effort overlaps spatially and temporally with important harbour porpoise habitat in 
order to understand the bycatch risk.

At present, species distribution models for harbour porpoises in the UK are restricted 
either spatially such as Jones et al. (2014) and Waggitt et al. (2018) or temporally, or 
in some cases, both, hindering their ability to identify areas of high risk overlap. 
While spatial limitations are commonly addressed and acknowledged, temporal 
constraints are often overlooked (Jones et al. 2014; Waggitt et al. 2018). However, it 
should also be noted that spatial limitations may lead to distribution maps that are too 
coarse to be effective for the purpose of identifying high, bycatch risk areas. For 
example 25 km² resolution (Heinänen and Skov 2015). Recently Special Areas of 
Conservation (SAC) for harbour porpoises were designated around the UK (Heinänen
and Skov 2015). The spatial designations largely relied upon the surface density 
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models, for harbour porpoises, produced from the SCANs III survey, which is a large-
scale ship and aerial survey to study the distribution and abundance of cetaceans in 
European Atlantic waters. The SCANs surveys take place at the end of June and start 
of July and thus they are temporally limited and inappropriate for habitat modelling 
for a species such as the harbour porpoise, which shows seasonal meso scale 
movements (Hammond et al. 2021). Platform of opportunity data has the potential to 
provide better temporal coverage for use in distribution modelling. If a robust 
modelling approach suited to the species distribution data is adopted (de Boer 2013). 

Many studies produce a single distribution prediction. This prediction represents a 
mean or median predicted distribution of a species. The result is likely to be a 
generalisation, and therefore the predicted highest density areas may differ from 
predictions generated from temporally segregated data, especially when modelling at 
a fine scale. Fishing effort can be both spatially and temporally discrete, just as 
porpoise distribution is. Therefore, there is a need to understand the temporal as well 
as the spatial when modelling porpoise distribution in order to accurately identify 
bycatch risk areas. There are some studies that consider time within the modelling 
process but they are typically extremely spatially focused < 10 km² (Waggitt et al. 
2018; Jones et al. 2014). Johnston et al. (2005) demonstrated harbour porpoise 
distribution changed in relation to tidal features over a wider area > 100 km² 
(Johnston et al. 2005). Modelling distribution at fine resolutions over areas > 100 km² 
would be a valuable first step in identifying bycatch risk areas.

It is likely that porpoises use oceanographic features and the processes around them to
maximise their foraging success in Mount’s Bay, Cornwall. The currents and 
processes around these features may have the effect of aggregating fish by disrupting 
their swimming or focusing fish by concentrating their food. Many oceanographic 
processes focus particulates in the water column. The particulates are made up of 
nutrients, phytoplankton and zooplankton. The food availability at these sites attracts 
and aggregates fish (Thorpe 2005; Embling et al. 2012; Jones et al. 2014; Cox et al. 
2018; Gilles et al. 2016; Waggitt et al. 2018).

The objective of this study is to utilise data collected by a wildlife watching vessel, 
which serves as a platform of opportunity (POp), to develop a spatial model of the 
distribution of harbour porpoises in Mount's Bay, Cornwall at each hour of the tidal 
cycle. A further aim is to investigate whether this distribution is influenced by tidally 
driven processes.

Research questions:

1) Does harbour porpoise distribution change across the tide cycle in Mount’s Bay, 
Cornwall?

2



2) Are the changes in harbour porpoise distribution in Mount’s Bay linked to tidally 
driven features?

Hypothesis: The location of harbour porpoise sites of persistent presence change 
across the tide cycle and coincide with topographic features on the sea floor, tidal 
flow rate and direction
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2. Background

2.1 Biology and Ecology of the harbour porpoise

The harbour porpoise Phocoena phocoena (Figure 1) is a member of the phocoenidae 
family, which is a sub group of the odontocetes. The odontocetes include the toothed 
whales, dolphins and porpoises. 

Figure 1: A harbour porpoise (Knee, 2018)

The harbour porpoise largely occurs in the coastal waters of the Northern Hemisphere
and they are usually found in smaller groups when compared to other odontocetes. 
This is thought to be a predator avoidance measure (Keener et al. 2018). They can be 
targeted as prey by orcas, Orcinus orca, and are subject to harassment by other large 
marine mammals such as common bottlenose dolphins, Tursiops truncatus, often with
lethal outcomes (Simon et al. 2010) and grey seals, Halichoerus grypus. In response 
to these threats porpoises adopt the approach of stealthy small groups and high 
frequency echolocation, which is undetectable by the threat species (Verfuß et al. 
2009; Sørensen et al. 2018). The undetectability of these echolocations lead many to 
theorise that porpoises were silent at times other than when foraging (Kyhn et al. 
2013). However in a recent study porpoises were recorded constantly emitting click 
streams in order to communicate with others and co-ordinate interactions (Sørensen et
al. 2018).  

Population studies have recorded mean group sizes as being anywhere between one 
and five animals with maximum observed group sizes of greater than 100 (Berggren 
and Arrhenius 1995; Bjorge and Oien 1995; de Boer et al. 2018). Typically females 
are between 1.53 - 1.63 m and 55 - 65 kg, while males are typically 1.41 – 1.49 m and
46 – 51 kg (Lockyer 2003b). The relative small size of porpoises means that they are 
constantly burning energy through heat loss. In order to combat this they must 
maintain their blubber in good condition and constantly forage successfully 
(Wisniewska et al. 2016).   
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2.2 Foraging Ecology

Leopold (2015) found that targeted prey species vary depending on location. However
gadoids, clupeids, and sand eels both Ammodytes tobianus and Ammodytes marinus
are commonly found to be important (Yasui and Gaskin 1986; Pierce, Santos and 
Cerviño 2007; Wisniewska et al. 2016; Rojano-Donãte et al. 2018). Young porpoises 
consume large numbers of gobies, which are less nutritious than other species 
targeted, possibly because they are easy to catch (Leopold, 2015). 

A 2016 study used high-resolution movement and prey echo recording tags attached 
with suction cups in order to better understand porpoise foraging (Wisniewska et al. 
2016). This study drew slightly different conclusions than previous autopsy based 
studies as to how and what species porpoises targeted as their key prey. Wisniewska 
et al. (2016) found that harbour porpoises had an extremely high foraging rate 
targeting up to 550 small fish an hour with a capture rate greater than 90%. The fish 
targeted in this study were typically smaller, being between 3 cm and 10 cm 
compared to 5cm and 25cm (estimated from ottolith size) in previous studies 
(Leopold, 2015; Wisniewska et al. 2016). It is important to note that all other studies 
extrapolate fish sizes from the ottoliths found in the stomachs of stranded animals and
this process is far from exact (Pierce et al 2007). Previous to this study it has been 
impossible to understand the  frequency of feeding and presumably this might vary 
depending on size and nutrition value of the species being targeted (Leopold 2015). 

Hoekendijk et al. (2018) suggested that the Wisniewska et al. (2018) study had 
potential limitations because the porpoises had been caught and held in static fishing 
gear for up to 24 hours prior to being tagged and released. The data collected by the 
tags is from the following 15 to 24 hours of the porpoises’ life. It must be considered 
that these porpoises would have been stressed and starved for the previous 24 hours 
and that this must have influenced their behaviour. It is likely that their normal 
foraging rate is not as intensive as that shown in the Wisniewska et al. study 
(Hoekendijk et al. 2018). 

2.3 Mating

Although harbour porpoise mating attempts are recorded throughout the year they are 
considered to peak in the summer (Desportes et al. 2003; Keener et al. 2018). Male 
porpoise testicles increase in mass at this time in order to maximise their opportunity 
to pass on their genes (Desportes et al. 2003). This has been shown in both a captive 
environment and through the autopsies of stranded porpoises in Denmark (Desportes 
et al., 2003). In the wild porpoise mating attempts are often associated with breaching 
and in the majority of observed cases the male porpoise approaches from the left. 
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Approaches are initiated from below with enough speed to leap in to the air following 
their mating pass (Keener et al. 2018). The mating pass appears to follow an ambush 
approach. 

For example within Mount’s Bay, Cornwall, these mating passes are observed in 
August and September. This is a time of year when porpoise numbers are observed to 
peak in the Bay. It is unknown whether these peaks in numbers are linked to 
maximising mating opportunities or if the porpoises are present in large numbers due 
to food availability and that this coincides with their peak mating period.

2.4 Range Patterns

Harbour porpoises have been observed to show much individual variation in the 
distances they might range and over how much time. Knowledge of migratory 
behaviour is limited to a small number of studies during which harbour porpoises 
were satellite tagged (Lockyer 2003a). In all cases individual behaviours varied 
greatly. However studies suggest a porpoise may typically range over tens of 
kilometres a day. It was observed that the core foraging area for six harbour porpoises
tagged in the Bay of Fundy ranged between 122 km² and 415 km² for the months of 
August and September, with monthly ranges being between 2850 km and 22 103 km 
for individuals (Johnston et al. 2005). It is thought that movements are most likely to 
be linked to prey availability because an animal the size of a harbour porpoise cannot 
carry significant fat stores to support prolonged periods of fasting (Johnston et al. 
2005). Typically harbour porpoise habitat is considered to be the coastal shelf seas 
where the depth is less than 200 m. However  they have been recorded in much 
deeper water. This is believed to be a seasonal behaviour (International Whaling 
Commission, 1995; Nielsen et al. 2018). On one occasion a porpoise was seen in 
deeper water off the Norwegian coast and it was presumed to be migrating from the 
shelf seas of Norway to the Faroe Islands(Bjorge and Oien 1995). 

It was found that the West Greenland population migrates between shelf waters of 
less than 200 m in depth and deeper waters off the shelf edge. It has been theorised 
that this behaviour is adopted to avoid sea ice that forms in the more northern shelf 
waters of West Greenland (Nielsen et al. 2018). The groups of porpoises tagged in the
Nielson study were carrying tags in May, June, July and August of 2012, 2013 and 
2014. During this time they covered a combined area of 
4 144 749 km². This demonstrates the wide ranging nature of harbour porpoises and 
the propensity for seasonal migration in order exploit optimum foraging habitats. 
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2.5 Conservation Status and Threats to the Harbour Porpoise in the UK and 
Cornwall

The harbour porpoise is recognised as an Annex II species by the European Habitats 
Directive (Commission of European Communities, 2007). This status required the UK
government to maintain the species and its habitats in a favourable condition. The UK
Biodiversity Action Plan (UKBAP) lists the harbour porpoise as a priority species. It 
is thought that 40% of the world population can be found in UK waters (Evans and 
Prior 2012), and recent sightings data suggests that the south west Cornish coast is of 
particular importance to this species (Jones et al. 2014; de Boer et al. 2018). The data 
gathered from recorded porpoise sightings and the high adult calf ratio of 28.67% in 
July and 29.53% in August (de Boer et al. 2018)  indicate Mount’s Bay, Cornwall is a 
particularly important habitat for this species, when it is compared with other areas  
(Baines and Earl 1999; Evans and Baines 2009; Embling et al. 2010; Evans and Prior 
2012; Oakley et al. 2016).  The South Cornwall coast, including Mount’s Bay, has not
been considered for a Special Area of Conservation (SAC) despite demonstrating the 
three key requirements the Joint Nature Conservation Committee (JNCC) use for 
designation: 1) continued regular presence , 2) good population density (in relation to 
neighbouring areas), 3) a high ratio of young to adults during certain periods of the 
year and other biological elements are characteristic of these areas, such as very 
developed social and sexual life (JNCC 2017).

February 2019 was the deadline for the designation of five candidate SACs, identified
in a 2017 Joint Nature and Conservation Committee (JNCC) report, for harbour 
porpoises in UK waters (JNCC 2017). The new conservation areas are all large in size
(1000s of km²). The large size of these areas is due to the highly mobile nature of the 
harbour porpoise and follows Eric Hoyt’s 2005 recommendations regarding protected 
areas for cetaceans (Hoyt 2005). In order to meet the conservation obligation of these 
SACs it is necessary to identify activities that have a potentially negative impact on 
harbour porpoises and their habitat. Harbour porpoises face a number of threats from 
anthropogenic activity (King et al. 2015) in particular noise pollution, disturbance 
from vessel traffic, by-catch in static fishing gear and chemical pollution (Dyndo et al.
2015; Murphy et al. 2015; Dolman et al. 2016; Wisniewska et al. 2018) with by-catch 
being recognised as a continuing serious threat within European waters (Rogan et al. 
2021). Due to their high foraging nature harbour porpoises are particularly vulnerable 
to anthropogenic disturbance (Wisniewska et al. 2016; Hoekendijk et al. 2018). The 
large coverage of the proposed reserves mean that detrimental activities are unlikely 
to be controlled across a whole reserve. With this in mind it is important to consider 
spatially and temporally focused approaches to management within the reserves.  
However implementing a management approach such as this would be difficult 
because current knowledge of how porpoises use areas at fine scales is limited.
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2.6 Surveying Small Cetaceans

Studying cetaceans is both costly and logistically difficult. The nature of their 
environment precludes regular surveys and often presents conditions unsuitable for 
collecting robust data. These limitations mean that current knowledge of population 
abundance and the spatial and temporal variations in this abundance are both limited 
(de Boer, 2013). This lack of data has lead to an increase in the use of POp data in an 
effort to fill this knowledge gap (Embling et al. 2010; Evans and Prior 2012; de Boer 
et al. 2018; Correia et al. 2019; Robbins et al. 2019). 

Line transect studies are often used to estimate abundance. A vessel follows a pre 
planned survey route and researchers record the number of animals sighted along the 
route. The information is then extrapolated to estimate the population size across the 
whole area of sea (Buckland et al. 2004). This is a widely used approach and is used 
in the Small Cetaceans od the Atlantic and North Sea survey (SCANS) to assess 
cetacean abundance in the North East Atlantic, North and Baltic seas (SCANS-III, 
2017).

Acoustic monitoring is used to record the number of animals at a location. A device is
deployed at sea that can record the sounds emitted by odontecetes (Zimmer 2011). 
The number of detections made can be used as a proxy for the number of cetaceans 
present within the detection range of the deployed device (Zimmer 2011). Acoustic 
monitoring devices can also be towed behind vessels conducting line transect surveys 
(Barlow and Taylor 2005). Acoustic listening devices have been successfully used in 
a number of small cetacean studies (Cox et al. 2017; Clay et al. 2018; Nuuttila et al. 
2018).

Spatial studies often involve line transect surveys and acoustic surveys. They aim to 
apply these techniques over a wider area and/or wider time frame to better understand 
the distribution of odontecetes spatially and or temporally across an area (Thompson 
et al. 2015). Spatial studies are often used to inform habitat modelling (Fujioka et al. 
2014). 

POp data is increasingly used in spatial studies (Kiszka et al. 2007; de Boer 2013). In 
these instances, data from a variety of platforms such as: wildlife watching vessels, oil
platforms, ferries, cruise ships, cargo ships and hydrocarbon survey vessels is used to 
conduct spatial, fixed point and mark recapture studies (Evans and Hammond 2004; 
Evans 2008; de Boer 2013; de Boer et al. 2018; Correia et al. 2019). The data 
collection methodology will often follow a non standard approach and can be applied 
inconsistently. The appropriateness and usefulness of data collected in this way must 
be carefully considered before analysis (Evans and Hammond 2004; Hauser et al. 
2006; de Boer 2013). The main shortcoming of POp data is spatial bias. The platform 
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being used is performing a role and the data collection is secondary to this role (de 
Boer, 2013). When using a standard approach to collect spatial data, the survey route 
will be carefully designed to make sure each part of the survey area has equal chance 
of being visited (Buckland et al. 2004). Survey coverage will be planned following 
either a random, random stratified or systematic sampling approach (Viddi et al. 
2010). 

On POps, data is collected by an observer while the platform conducts normal duties 
and, in this case, accepted survey protocols (random and systematic) are not followed 
(de Boer 2013). The POp will invariably visit some parts of the proposed survey area 
on more occasions than others (Viddi et al. 2010). If spatial analysis or species 
distribution modelling is to be conducted using data collected from POps, the bias 
must be accounted for and mitigated against (Zhang and Zhu 2018). This is possible if
POps have collected positional data regularly during a survey (Viddi et al. 2010; 
Alves et al. 2018). The positional data can be used to identify survey coverage which 
identifies the spatial bias. It can then be accounted for in the analysis of the data. One 
approach is to subset the dataset into areas with comparative coverage (de Boer et al., 
2018).  Another is to temporally subset the data to generate a final dataset with even 
spatial coverage. In some cases it is appropriate to generate a weighting for the spatial
bias which can be included as a variable in statistical modelling (Viddi et al. 2010; 
Johnston et al. 2020). 

2.7 Habitat Modelling for Harbour Porpoises and Small Cetaceans

Habitat modelling, which is a form of species distribution modelling, is a relatively 
new approach that allows us to understand how animals use their environment and 
this knowledge can be used to inform conservation decisions (Embling et al. 2010). 
Habitat modelling for cetaceans presents some unique challenges. They inhabit a 
hostile environment for humans and often the conditions make survey and detection 
of animals challenging (de Boer 2013; Oakley et al. 2016). The animals being studied 
only spend a fraction of their lives at the surface making them hard to detect and only 
giving researchers a glimpse of their lives. 

For example surface observations are often linked to behaviours. These are usually 
categorised as travel, foraging, resting, socialising and leaping (Bas et al. 2017; 
Oakley et al. 2017; Roberts et al. 2019). Without knowledge of what is happening 
below the surface it is difficult to fully understand if these interpretations of surface 
behaviour are truly representative of behaviour. If datasets used to identify habitats 
linked to behaviour are from surface observations alone, then the limitations of 
correctly identifying behaviours from surface observations must be taken into 
account. Areas with the highest densities of animals are identified as important 
habitats and statements of why these habitats are important are usually restricted to 
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suggesting they are important foraging areas (Johnston et al. 2005; Embling et al. 
2010, 2012; De Boer et al. 2014; Jones et al. 2014; Heinänen and Skov 2015). 

Conducting studies on the water is logistically challenging and expensive (Williams et
al. 2017). This limits the number of studies carried out and the time scale over which 
they are conducted.  Due to cost and lack of resources studies are usually either 
temporally or spatially limited (de Boer 2013; de Boer et al. 2018).  Temporally 
limited surveys are often large scale and are designed to assess the abundance of 
species over large areas at the time of the survey. They are not designed to be used for
distribution modelling (Heinänen and Skov 2015; de Boer et al. 2018). The SCANs 
surveys are a prime example. The object of the SCANs is to calculate abundance 
estimates for various cetacean species in the North East Atlantic, North Sea and Baltic
Sea. They are carried out once a decade and over a month long period during June and
July (SCANs-III, 2017). They can provide a good idea of species distribution at the 
time of the surveys but do not account for animal movements over time (de Boer 
2013; de Boer et al. 2018). 

Spatially limited studies often run across longer time period: in some cases they span 
a complete year and sometimes multiple years. De Boer et al. use data spanning 2011 
to 2017 covering March to November in each year for Mount’s Bay in Cornwall (de 
Boer 2018). Gilles et al. used data from aerial surveys spanning 2005 to 2013 
covering March to November for the central and southern North Sea (Gilles et al. 
2016). These studies can provide a clear picture of animal distribution within the 
study area and map changes with time. This is useful for identifying habitat selection 
and the drivers influencing it. If key habitats can be identified within the study area 
then this information could, with caution, be used to identify potential important 
habitat outside of the study area. If areas with similar characteristics were selected. 
Skov et al. (2015) identified important areas for harbour porpoises in data deficient 
areas using this approach (Heinänen and Skov 2015). 

2.8 Statistical Approaches to Habitat Modelling

Different statistical approaches to habitat modelling are often debated and a myriad of
approaches taken. The modelling approach selected is usually influenced by the data 
to be modelled. Common approaches are: general linear models (GLM), general 
additive models (GAM), maximum entropy models (MaxEnt), decision trees often in 
the form of boosted regression trees (BRT), Bayesian modelling using Gaussian 
Process (GP) and agent based modelling (ABM). All have been implemented 
successfully but there are often performance differences and the models consistently 
predict different habitat distributions when applied to the same dataset (Marmion et 
al. 2009; Golding and Purse 2016). 
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Virgili et al. (2018) conducted a study investigating habitat modelling for rare species 
and compared different modelling techniques for describing the distribution of rarely 
sighted small cetaceans. In this study the performance of four different models was 
tested and the minimum number of sightings required to generate a reliable 
distribution map identified for each model. The models compared were: MaxEnt, 
GAM with a Tweedie distribution (TW-GAM),  GAM with a negative binomial 
distribution (NB-GAM) and GAM with a zero inflated poisson distribution (ZIP-
GAM). It was found that models using presence and absence data consistently 
outperformed those using presence only data. In this case MaxEnt is the only model 
using presence only data. The suggestion is that MaxEnt should only be used when 
presence only data is the only data available. There is an approach to MaxEnt 
modelling which uses a bias file to represent survey effort. This approach to MaxEnt 
performs differently to the standard approach and typically increases it’s accuracy. 
The TW-GAM performed the best of the three GAMs. This is because the Tweedie 
distribution comes from a family of exponential distributions and can handle clusters 
of data such as zero clusters. This is useful for modelling effort based cetacean data 
because there are often lots of zero records (Virgili et al. 2018). An alternative 
approach is to use agent based models. 

Agent based models are a type of habitat model that focus on the actions and 
behaviors of individual animals or organisms, rather than the broader ecosystem as a 
whole. These models can be used to understand how species interact with their 
environment and make decisions about where to live and how to survive. They can 
also be used to predict the potential impacts of human actions on species populations 
and to inform conservation and management efforts (Railsback and Grimm 2012).

In their report trying to identify high density areas for harbour porpoises in UK waters
Heinänen and Skov (2015) discussed GAM models and zero inflated data (data with 
lots of zeros). It was found that a hurdle GAM performed best for their data 
(Heinänen and Skov 2015). A hurdle GAM first tests all the predictors (factors which 
might influence harbour porpoise presence in an area) against presence and absence. 
The model establishes which predictors are required for the animals to be present. 
Once the hurdle of presence is overcome, all the predictors are tested to determine 
which are more important in influencing the variance in presence (McMahon et al. 
2017).  Heinänen and Scov (2015) found this method performed better than TW-
GAM discussed by Virgilli et al.’s (2018) study. 

GAMs are a derivative of linear models and are additive in nature. The additive nature
means they do not account for interactions between variables and how these 
interactions can impact predictions. This can lead to over prediction or false positives 
(Golding and Purse, 2016). However they are useful for datasets with outliers that 
must be included. GAMs are non parametric, which means their predictions are 
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around a median average as opposed to mean average. The median average is less 
skewed by outliers. When compared with GLMs, which are a parametric test, GAMs 
are less likely to generate false positives around outliers.

Clay et al. (2016) used a two step general linear mixed effects model (GLMM) taking 
a hurdle approach. The first step is a presence absence assessment. Following that, 
presence only data were used to determine the predictor variable’s influence on the 
time Burmeister’s porpoises spent around nets (Clay et al. 2018). GLMM are often 
used in habitat modelling because they are capable of handling data which are not 
normally distributed, which is often the case for presence absence species data. They 
are also a parametric test and are considered to be more statistically robust. However 
outliers can cause them to perform poorly due to the generation of false positives. In a
number of studies comparing models those based around GLM were the least 
predictive although they are often the most parsimonious (Reiss et al. 2011; Golding 
and Purse 2016).

Decision trees perform well and handle high numbers of predictor variables. The 
production of nested decision trees allows them to do this. However it is possible for 
the model to produce a limitless number of trees which can split variables to such a 
degree that the result is as noisy as the data itself. Ideally when modelling the goal is 
to pick out trends in the data. The ultimate goal is to predict all the trends without 
over fitting the model. Decision trees need to be applied carefully in order to avoid 
over fitting (Breckling et al. 2011). They are non parametric and therefore capable of 
handling outliers without generating false positives. They also detect relationships 
between predictor variables which improves the explanatory level. 

Golding and Purse (2016) compared model performances and found that decision 
trees in the form of BRTs performed well when compared with GLM, GAM, MaxEnt 
and GP. The predictive ability of BRT was similar to GP and the two were found to 
be the most predictive of the models tested. However when a surface plot was 
generated with an artificial data set the BRT surface was not smooth. It did detect the 
non linear interaction between the variables but the non smooth surface demonstrates 
the nature of the model to over fit. Trends in nature would typically generate a smooth
surface (Golding and Purse 2016).  
 
ABM account for the individual behaviours of the agents (animals) in the model and 
are therefore capable of identifying more complex situations around predator prey 
relationships than other modelling approaches. This can make them more accurate at 
predicting animal behaviours and ecological niches. However their description of the 
relationships between particular environmental variables and an animals behaviour 
can be complex and difficult to interpret (Railsback and Grimm 2012). 
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Figure 2: Mount’s Bay, Cornwall, UK the study area. 

2.9 Description of the Study Area 

The study was undertaken between 49˚55'N - 50˚08'N, and 5˚22'W – 5˚45'W, an area 
in Mount’s Bay off southern Cornwall, UK (Figure 2). Mount’s Bay is the largest bay 
in Cornwall, UK and stretches from Lizard point (the most southerly point in 
mainland UK) westwards to Gwennap head (mainland UK’s most south westerly 
point). The study area is wind exposed and tidally dominated. These conditions 
preclude regular boat surveys at certain times of the year and create a challenging 
environment for data collection. The area is a coastal habitat which follows the 
southerly coastline stretching out towards the Runnelstone Reef off Land’s End. 

Broad- scale tidal data from Admiralty Charts show that water is driven around this 
headland reef by the tidal current as it enters and exits the western Channel during a 
semi-diurnal tidal regime. Tidal range varies from between 1.5 m (neap tide) and 5.5 
m (spring tide). Water depth in the study area ranges between 0 m and 72.5 m with a 
mean depth of 37.7 m (Figure 2). The pink areas highlighted in figure 2 show the 
steeper slopes. These sloped areas cause disruption in the tidal flow causing turbulent 
conditions in the water column and generating a dynamic tidal environment (Thorpe, 
2005). There is a narrow inner shelf (shallow area of water) of ~0.5 km width 
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between Mousehole in the east and the Runnelstone Reef in the west. Along the 
southern edge of this shelf, the water drops abruptly from 20 m to 40 m before sloping
more gently down to the maximum depth. The bay area from the latitude of 
Mousehole and northwards is relatively shallow and gently shelving with minimal 
tidal turbulence. In this part of the Bay the sea floor shelves from 30 m up to the high 
water mark.

There are a number of notable underwater reefs and wrecks which protrude 
significantly enough to impact the tidal flow. The Mulberry Dock is a ship wreck, 
which rises 20 m from the seabed. There is a further pinnacle to the south west of the 
Mulberry dock, which rises 10 m from the sea bed. The Epson Shoal is an underwater 
reef. The pinnacle of the reef is 38 m deep and the depth rapidly drops to 64 m around
the reef structure. Eric’s Patch is a reef with a double summit. The northern peak is 43
m deep and the southern peak 48 m deep. The reef drops away to a depth of 64 m. At 
the shallowest point, the Runnelstone Reef is 3.5 m deep and, to the south, the depth 
drops away to 60 m. Carn Base is an area of shallows similar to the Runnelstone Reef 
with a minimum depth of 10 m. Longships Rocks protrude above the high water level 
forming the high point of a reef complex which drops away to 50 m to the south and 
west. There are four sediment types found in the study area in Mount’s Bay (see 
Figure 3). 

Figure 3: The sediment types of Mount’s Bay, Cornwall
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The dominant sediment type is sand and muddy sand (coarse (4-1 mm), medium (1-
0.25 mm) and fine (0.25-0.063 mm) sand with up to 25% silt and clay) followed by 
rock and diamicton, coarse sediment and finally mixed sediment (from muds with 
gravel and sand components to mixed sediments with pebbles (64-4mm), gravels, 
sands and mud. 

Stable cobbles (258-64mm) and boulders (>258mm) might be present) (European 
Environment Agency, 2019). Sediment type has been found to influence harbour 
porpoise distribution and it is thought this is due to its effect on the distribution of 
their prey species (Heinänen and Skov 2015).

Figure 4: A description of oceanographic processes triggered by the tide interacting with bathymetric
features.
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2.10 Tidal Processes in Mount’s Bay

The uneven bathymetry and tidal regime in Mount’s Bay have the potential to 
generate a number of widely documented tidal processes some of which have been 
recorded in Mount’s Bay. Jones et al. (2014) recorded internal waves propagating 
south east from the Runnelstone Reef and identified the process coinciding with the 
presence of harbour porpoises foraging in the area (Jones et al. 2014). Advection is 
documented to occur when a tidal flow passes across a slope in to a shallower area 
(Thorpe 2005). Headland and reef wake occur where a tidal flow passes a coastal 
protrusion or a sharp direction change in the alignment of the coast (Thorpe 2005; 
Johnston et al. 2005). Tidal jets form when a tidal current passes between two 
obstructions (Thopre 2005; Cox et al. 2018). Figure 4 explains the different tidal 
processes and the conditions under which they might form in more detail.
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3 Methodologies

3.1 Data collection

Data on harbour porpoise sightings were collected in accordance with the Joint 
Cetacean Data Programme (JCDP) format during boat surveys (Table 1), which were 
conducted using a wildlife tour boat as a POp. (de Boer 2013; JNCC 2022). 

Sighting Record type

Species identified with level of certainty or the lowest 
level of taxonomic certainty

Text

Distance and bearing of the sighting Metres and degrees

Group size and category of the count (best estimate, 
maximum or minimum)

Number

Behaviour (based on a list of categories) Text

Effort

Ship position Decimal degrees

Direction of travel degrees

Speed of travel Metres per second

Sea state and environmental conditions Text and number
beaufort scale, metres

Table 1: Description of information collected regarding the boats track (effort) and observation records
(sighting). The data collection was in compliance with JCDP protocols (JNCC, 2022) 

The data were collected from the sailing catamaran Shearwater II (SW II), which is 
used to run wildlife watching boat tours by Marine Discovery Penzance. SW II is 
primarily a sailing vessel, however it occasionally uses 2  outboard engines. The 
impact of the noise from the engines on detection was not recorded. Boat surveys 
were carried out in Mount’s Bay, Cornwall between mid-March/early April to late 
October/ mid November from 2011 to 2018. During these passenger trips, systematic 
surveys were conducted by two experienced observers (the skipper and a dedicated 
crew member). The boat followed randomly chosen straight line transects (effort) the 
end of each transect was usually determined by a sighting of marine megafauna 
(whale, dolphin, basking shark, turtle, ocean sunfish, seal and seabird of interest). 
Harbour porpoise sighting cues where either the observation of an animal surfacing or
the observation of foraging seabirds, which led to foraging porpoises.

Whilst on random transects environmental data and data related to the platform track 
were collected: ship position, direction of travel, speed of travel, swell height, 
visibility and Beaufort sea state. During 2011-2018 the environmental data were 
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updated for each trip and with every sighting. From 2014 onward, environmental data 
were updated when conditions changed. The boat position was recorded every minute.
A Garmin GPS (GPSMAP76CSx) and a Panasonic Toughpad FZ-B2 were used for 
data collection. At each sighting location the vessel would leave the transect to 
commence data collection. Data collected included estimated sighting position, 
heading of animal(s), group size (minimum maximum), group composition and 
behaviour. Survey effort would restart once the boat began travelling along the next 
randomly selected transect. Groups of animals were classed as being independent if 
they were spatially and/or temporally separated in order to prevent resampling 
(Stockin et al. 2009). Minimum group size was assessed visually and recorded. A 
group of porpoises was defined as any number of individuals observed moving in the 
same general direction, in apparent close association or engaged in the same activity 
(Shane 1990). It was not possible to assess if the same individuals/ groups were 
recorded more than once on subsequent surveys during the same day and some 
animals/groups may have been re-sampled. 

On average 226 trips were carried out each year between 8th April 2011 and 2nd 
November 2018. Research trips were carried out when weather and sea conditions 
allowed. A large proportion of the trips carried out were 3 hours in duration, although 
in the peak season there were regular 4 hour trips and 1 ½ hour trips. The geography 
of Mount’s Bay provides more shelter from the prevailing westerly and south westerly
weather in some areas than others. These sheltered areas were surveyed more often, 
particularly in early spring and autumn. Feasible routes were selected to achieve 
relatively equal survey coverage of the inshore waters up to 5 km from the south 
coast. Waters between 5-10 km from the coast were surveyed less regularly.  

3.2 High Resolution Bathymetry Map and Tidal Model

3.2.1 Generating a High Resolution Bathymetry Map 
 
A detailed bathymetric model is essential for identifying accurate depth data at the 
locations of effort and sightings data points. This is necessary in order to understand 
how depth and topographic features influence harbour porpoise distribution. Often 
depth, slope and aspect are found to be important drivers for porpoise distribution 
(Heinänen and Skov 2015). An accurate bathymetric model allows accurate slope, 
aspect and roughness data to be generated. Several data sources were used in order to 
generate a robust bathymetry map. The Channel Coast Observatory (CCO) provides 
open source depth data for the study area out to roughly 30 m of depth and at a 
resolution of 1 m. Due to the high resolution nature of this data it was possible to 
generate a raster grid representing bathymetry at a resolution of 5 m with no 
interpolation. For areas not covered by this data Admiralty Maritime Charts from the 
UK hydrographic office were digitised and interpolated to generate a bathymetry 
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model. The hydrographic office charts are created using various professional 
hydrographic sources at varied resolutions. The data is interpolated to a 1 m depth 
resolution (United Kingdom Hydrographic Office 2023). Depth contours were 
digitised at intervals of 2 m. These were then transformed from polylines into points 
at 5 m intervals using the System for Automated Data Geoscientific Analysis (SAGA)
tool Convert Lines to Points. The generated point data was interpolated using the 
triangular irregular network (TIN) interpolation in QGIS 3.10.8 (QGIS) (‘Quantum 
GIS’ 2021). TIN interpolation has been found to be accurate when compared with 
other techniques for generating bathymetric models (Ardron 2002; Andes and Cox 
2017). TIN interpolations can generate a localised ridge effect in places leading to 
inaccuracies in the modelled bathymetry. A Gaussian smoother was applied using the 
SAGA smoothing tool to remove these artefacts from the generated raster grid 
(Ardron 2002). The two raster grids were combined to generate a continuous grid at a 
resolution of 5 m. 

3.2.2 Tidal Data
  
Tidal data were generated using the AnyTide App produced by the National 
Oceanography Centre (AnyTide 2020). It provides modelled tidal flow data at a 1.8 
km² resolution for the complete tide cycle each day. For each hour of the tide cycle on
a typical spring and a typical neap tide, the tidal flow data was plotted in QGIS as a 
grid of points at 1.8 km² resolution. A 1.8 km² resolution raster was created for each 
hour of the tidal cycle using the tidal flow direction data. The tidal speed data was 
interpolated using inverse distance weighting with a weighting value of four from the 
grid of 1.8 km² spaced points. The weighting value of four was chosen to generate a 
more even change of values between points. The default value of two created 
localised peaks around data points and generated unlikely values in between data 
points. The interpolation produced a continuous surface for the tidal speed data for 
each hour of the tidal cycle. Two sets of tidal flow data were generated, one for spring
tides and one for neap tides. 

Tidal flow data can also be used to identify areas where tidal fronts might develop. 
Hydraulic tidal fronts are recognised as being productive areas which attract larger 
predators such as harbour porpoises (Johnston et al. 2005; Gilles et al. 2016; Lambert 
et al. 2017; Cox et al. 2018; Fernandez et al. 2018). Their productivity is enhanced 
seasonally as they typically form the boundary between mixed and stratified water 
and in this situation can be the location of persistent raised productivity (Cox et al. 
2018; Suberg et al. 2019a). Tidal flow interacting with sea floor topography is what 
generates hydraulic tidal fronts. Changes in depth caused by underwater slopes and 
shallow areas generate turbulence in the water column. The level of turbulence 
generated is a product of tidal flow speed and depth. A stronger tidal flow generates 
the same turbulence in deeper water as a weaker tidal flow in shallower water. 
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Hydraulic tidal fronts develop at the boundaries between turbulent areas and areas 
where laminar flow is prevalent. Therefore the location of a tidal front is a balance 
between the water depth and the speed of the tidal flow. The typical position of 
summertime fronts can be approximated using the formula:

h/ ⟨|U|⟩3=500

where h is the depth in metres and U is average tidal flow speed in metres per second. 

In this equation a larger product indicates increased mixing and turbulence and a 
lower product indicates less mixing and turbulence. 500 is an empirically determined 
value at which the boundary between mixed turbulent water and unmixed non 
turbulent water would exist (Thorpe 2007).

In reality the true location is also influenced by wind stress and stratification. 
However the equation provides a reasonable approximation which has been tested 
globally (Thorpe 2007).  Typically in water of 60 m depth the effects of a current 
flowing at 1 ms− 1 will occur between 60 and 90 minutes after that of water 5 m deep 
(Thorpe 2005).   In water of 40 m depth the effects of turbulence at the seafloor were 
observed to take four hours to reach the the surface when stratification was limiting 
the turbulence. The surface products generated at hydraulic fronts can persist after the 
conditions generating the front have subsided. The length of time the products persist 
for depends on current speed and wind stress (Nimmo Smith et al. 1999). The 
locations of hydraulic tidal fronts where calculated using the above equation and the 
raster calculator in QGIS. The raster layers representing tidal flow speed were used 
along with the depth layer to calculate the mean front positions for each hour of the 
tide cycle. 

3.3 Data Preparation

Initially accumulation curves of detection (see appendix 1) were generated for the 
categories sea state, boat speed, swell height and range to sighting. The accumulation 
curves identify the point at which sighting consistency drops. This is described as the 
inflection point (de Boer 2013; de Boer et al. 2018). The inflection point for each of 
the categories defined above was identified and used to filter the dataset. Only records
collected under conditions that allowed for consistent detection of animals were 
retained. The sightings and effort data recorded in sea states of greater than 3 were 
filtered and removed from the data. The inflection point in the accumulation curve for
harbour porpoises in sea state 4 is 33 m closer to the vessel than sea state 3 (de Boer 
et al. 2018). Effort and sightings recorded is sea states > 3 where removed this 
removed 94 949 out of 307 887 effort records. Likewise track data points showing a 
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boat speed less than 2 knots were removed because at these times the boat was not on 
effort (searching) this removed 25370 records. Another 1559 records were removed 
because the boat speed was greater than 10 knots. At speeds greater than 10 knots the 
sighting detections became inconsistent.  A further 1190 records were removed 
because they were made when the visibility was poor. 281 of the removed records 
contained sightings and this reduced sighting occurrences to 1315. The sightings and 
track data were input into a GIS (Geographical Information System) in the open 
source software QGIS. A unique identification number was created by combining 
time and date. This was used to join relevant sightings data points to effort data points
creating a single dataset. The effort data were gridded and summed at 500 m 
resolution in order to identify spatial bias in survey coverage. The 500 m resolution 
was chosen based on the inflection point of the range to sighting curve (appendix 1). 
Animals were consistently detected up to a distance of 300 m either side of the vessel.
The effort data were used to create grid files for each hour of the tide cycle so that 
effort could be included in all models. This allowed the impact of bias survey 
coverage to be accounted for in the modelling process (De Rock et al. 2019). 

The previously constructed bathymetry map was used to generate slope and aspect 
rasters. A value for depth, slope and aspect were extracted for every effort record. 
Slopes greater than 5% were  selected as being significant and the aspect of these 
slopes calculated. The distance from each data point to these slopes was calculated 
using the Nearest Neighbour Join plugin version 3.1.3 (‘Quantum GIS’ 2021). This 
value along with the steepness and aspect of the slope were added to the dataset. The 
roughness at each data point location was calculated using the Geospatial Data 
Abstraction Library  (GDal) roughness tool in QGIS (‘Quantum GIS’ 2021). This tool
calculates the variation in elevation (in this case depth) by comparing a pixels value 
with the value of the pixels surrounding it. The roughness value at each data point was
added to the data set. The data for tidal flow speed and direction were also added to 
each data point. In order to do this Hydrographic Office tidal data were used to 
identify the tidal range and hour of the tide cycle for each data point. This information
was used to extract the correct tidal flow direction and speed data from the rasters 
created using the AnyTide app data for each data point in the dataset. The interaction 
between sea floor topography and tidal flow and its impact on tidal process is widely 
discussed in the literature. Changes in depth, uneven topography, breaks in the 
coastline, island structures and underwater pinnacles can all create a variety of 
processes, which enhance the foraging success of piscivores (Nimmo Smith et al 
1999; Gómez-Gutiérrez and Robinson 2006; Embling et al. 2012, 2013; Jones et al. 
2014; Benjamins et al. 2015; Cox et al. 2018). The focus of piscivores in an area has 
the potential to create foraging opportunities for harbour porpoises.
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3.4 Satellite Data

Satellite data for sea surface temperature (SST), chlorophyll (CHL) and front metrics 
were generated from satellite images. The SST and CHL front metrics data were 
generated from images captured by the Advanced Very High Resolution Radiometer 
AVHRR sensor. The AVHRR images are at a resolution of 1 km² and generated from 
daily composites in order to remove the effects of cloud cover. An individual SST 
value was extracted for each effort data point. If a value was missing due to cloud 
cover or other technical issues -999 was used to signify no data. The match up 
between data point and image value allowed for up to + or - 3 days either side of each 
data point timestamp in order to minimise the amount of missing data. Thermal fronts 
were identified by Peter Miller (Plymouth Marine Laboritories) using the single-
image edge detection (SIED) algorithm (Cayula and Cornillon 1992).  The fronts 
were detected on images for 3 days either side of the time of each data point. The 
fronts detected were combined to create a more complete picture by removing the 
impact of cloud cover. Thermal fronts are areas where two sea surface temperature 
zones meet. In this case they are where the warmer stratified water from the Bay of 
Biscay meets cold tidally mixed shelf water off the coast of the UK (Suberg 2015; 
Suberg et al. 2019). These frontal areas are often associated with increased primary 
productivity (Schick 2002; Cox et al. 2017, 2018; Suberg et al. 2019). Values for front
persistence (Fpers) and front density (Fdense) were calculated based in the 
temperature gradient across the front and the length of time it was present for. These 
values were added to each data point along with a value for the distance the point was 
from the nearest front (Fdist) and whether the point was on the cold (mixed) or warm 
(stratified side) of the front (Fside). The values calculated from the fronts are detailed 
in table 2 and described by Suberg et al. (2019) in their study (Suberg et al. 2019).

On some occasions the fronts identified using satellite SST data are likely to coincide 
with the tidal mixing fronts discussed in section 3.2.2.  The thermal fronts are found at
locations where stratified water borders turbulent water mixed from the seabed to the 
surface. The mixing is caused by tidal flow and wind (Thorpe 2005; Suberg et al. 
2019). The stratified oceanic will influence the buoyancy flux, which was the factor 
not accounted for in the earlier equations used to derive approximate tidal front 
locations. Buoyancy flux, tidal flow and depth are the three main factors influencing 
the location of tidal fronts (Thorpe 2007). Stratification also influences the length of 
time taken for bottom turbulence to trigger billows at the surface (Nimmo Smith et al. 
1999) so the level of stratification will temporally influence the tidal front processes. 

The frontal data derived from satellite images is generated using composites created 
over several days. This temporal scale does not allow for variations in frontal 
locations related to the semi diurnal tide cycle to be identified. However evidence for 
frontal activity derived from satellite imagery might be linked to the overall 
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productivity of the area and influence the number of animals present in the study area 
(Lambert et al. 2017). Thermal boundaries and their gradients may also influence the 
intensity of tidal fronts. 

Chlorophyll data was generated from the MODIS sensor, which provides a value for 
surface chlorophyll in mg mˉ³. The MODIS images are at a resolution of 1 km² and 
made up of daily composites to avoid cloud cover where possible. The data match up 
between each data point and image value allows for + or – 3 days either side of the 
data point timestamp to reduce the number of missing values. This limits the 
usefulness of the satellite data for fine scale analysis because exact frontal positions 
move  across the tide cycle and with changing weather conditions. These variations 
can effect chlorophyll density. The chloropyll data was provided by Peter Miller of 
Plymouth Marine Laboratories. The composites where created using the method 
described in the Suberg et al  2019 study (Suberg et al. 2019).
  

Table 2: A list of the front metrics used in this study with common definitions (Suberg et al. 2019).

3.5 Collinearity of Independent Variables

All the independent variables were checked for collinearity (Appendix 2). If the 
relationship between two variables is collinear one will change relationally when the 
other changes. Collinearity in independent variables used in species distribution 
models (SDM) and Ecological Response modelling (ERM) can generate unreliable 
results (Halvorsen 2013).  Before proceeding with modelling, collinearity was 
investigated using correlation coefficients. If it was found that any pairs of features 
were positively or negatively correlated, one of the two features was removed before 
the modelling process was started. Pearson’s Correlation Coefficient was used for this
process: a value of 1 would show perfect positive correlation between two features, 
and -1 shows perfect negative correlation. The value 0 shows no correlation between 
two features (Brownlee 2020). The values 0.7 and  -0.7 were used as a threshold to 
determine if two features were overly correlated. If two features were found to have a 
correlation stronger than 0.7 then one of them was removed from the modelling 
process. Bosch et al. (2018) identified independent variables with a correlation 
coefficient stronger than 0.7 to be correlated (Bosch et al., 2018). Zurr et al. (2009) 
state that a correlation coefficient of 0.6 is acceptable, and MacLoed (2013) identifies 
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a correlation coefficient 0.8 as an acceptable boundary to including both independent 
variables in a model (Zurr et al. 2009; MacLoed 2013). 0.7 was chosen in this case 
because it is the mean of these three examples.

3.6 Species Distribution and Ecological Response Modelling

3.6.1 MaxEnt Model

Maximum Entropy modelling (MaxEnt) is a popular machine learning approach used 
to generate SDM and ERM in ecology (Halvorsen, 2013; Merow et al. 2013; Merow 
and Silander 2014; Morales, Fernández and Baca-González 2017). It compares well to
other models in predictive ability often outperforming other presence only species 
distribution models (Merckx et al. 2011). MaxEnt calculates a relative predicted 
probability of presence (RPPP) for one or more species across a user defined 
geographical space by minimising the Kullback-Leibler divergence also known as 
relative entropy. The model minimises the relative entropy between the distribution of
presence records against the predicted distribution of presence. The predicted 
distribution of presence is calculated using the independent variables, identified as 
predicting the preferred habitat for a species. In grid cells with a recorded presence of 
a species the values of independent variables are assessed by the model and used to 
predict presence in other areas of the geographic space (Elith et al. 2006; Halvorsen 
2013). 

Although MaxEnt is typically used as a presence only model it can also be 
implemented as a presence absence model (Thibaud et al. 2014). Implementing it as a 
presence absence model typically improves its accuracy and changes the RPPP output
to a predicted probability of presence (PPP) (Halvorsen 2013). The presence absence 
approach is known as a discriminative approach to MaxEnt compared to the 
generative presence only approach. In the discriminative approach the absence data, 
in this case generated from the effort data (Table 1), is included with the background 
variables used to predict the RPPP of the species (Halvorsen 2013; Thibaud et al. 
2014). Guillera-Arroita et al. (2014) argue that the discriminative approach is not a 
true presence absence model and the results should still be considered RPPP rather 
than PPP. To generate PPP results the outputs need to be scaled by dividing the 
number of detections against the total number of surveyed sights and using this to 
scale the RPPP result (Guillera-Arroita, Lahoz-Monfort and Elith, 2014). In this study
the effort was used to account for surveying bias however RPPP was not scaled to 
PPP. Biased survey effort is considered a nuisance effect in species distribution 
modelling and this approach allows the model to account for it when predicting RPPP 
(Giné and Faria 2018).  

26



Survey effort bias was assessed spatially and across each of the independent variables 
used to generate the background files (Table 5). The values of the independent 
variables were extracted at a 60 m² resolution across the whole survey area and they 
were ranked by the frequency with which they occurred. The same was then done at 
the location of each effort record. The frequency lists were then partitioned in to 20 
bins and Spearman’s rank correlation coefficient was calculated. Assessing effort 
against available background points is necessary to identify bias coverage in the 
modelling process particularly when modelling marine species, which live in dynamic
environments (Fernandez et al. 2018). A score of 1 would indicate that survey 
coverage was perfectly even across the study area for an independent variable. A 
score of less than 0.5 would indicate that survey coverage is biased.  To account for 
potential bias in survey coverage 13 bias files were generated, one for all of the 
survey effort and one for each hour of the tidal cycle. To generate these files survey 
effort was converted to polyline format and a grid with a resolution of 500 m² created 
in QGIS. The number of times an effort line crossed a grid was counted for each grid 
cell. A survey line crossing a grid cell was considered to represent a visit to that grid 
cell. The cumulative frequency curves (Appendix 1) assessed that porpoises were 
consistently detected up to 300 metres either side of the survey vessel. A 500 m² grid 
fits within these detection distances. The grids generated were used to create an 
ASCII file representing survey effort for each of the 13 models.  The model uses the 
generated bias file to weight the modelling process. A grid cell with higher effort is 
considered weighted to be more influential in the model than one with low effort. 
Cells with no effort were given a median weighting to allow them and even chance of 
selection.

MaxEnt is often implemented using the default parameters (auto features, prevalence 
value of 0.5 and the regularisation multiplier set to 1), however this does not always 
produce the best results and often leads to a model with either bias or too much 
variance (Halvorsen 2013).  Tuning machine learning models (MLM) is considered to
be a balance between bias and variance (Geman et al. 1992). Bias is caused by the 
model being too simple and making erroneous assumptions. If a model has high bias 
it is likely to be under fitting and failing to pick out the trends in the data. High 
variance typically occurs when the model is complex and responding to and detecting 
small variations in the data. In this case the model is said to be over fitting. The model
would have high accuracy scores when applied to the training data. However it is 
unlikely to be accurate at predicting in new scenarios (Geman et al. 1992).  Ideally the
model should accurately identify the trends in the data without being too sensitive and
over fitting to the data used to train it. Over fitting is a more common problem with 
medium to large ecological datasets and particularly when a model is complex and 
includes a high number of independent variables (Merckx et al. 2011). 
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The regularisation parameter is a weighting used in MaxEnt to control how closely 
the model fits the presence data. The default setting is 1. If it is set to a value lower 
than 1 then the model fits the presence data more closely. The lower the value the 
closer the fit, which can lead to over fitting. If the value is set higher than 1 then the 
model will generalise beyond the presence data. The higher the value the more 
general the model. Higher values identify larger areas as key habitat whereas smaller 
values typically identify more restricted ranges (Phillips 2017). MaxEnt transforms 
the independent variables to create feature classes that are then used to inform the 
model. It has a number of different options to generate the features used in the model: 
linear (L), quadratic (Q), product (P), threshold (T), and hinge (H) (Phillips 2017).  
The default settings allow the model to include all of the feature classes and this will 
generate more features than independent variables. This is not always desirable 
because it can create an overly complex model which tends towards over fitting (Elith
et al. 2011). During model selection it is important to identify the feature classes that 
produce the most predictive model without over fitting (Morales et al. 2017). 

Variable name Measurement 
unit

Variable description

Latitude Decimal degrees The position north from the equator

Longitude Decimal degrees The position west from the prime meridian

Depth Metres The depth at chart datum in metres calculated 
from bathymmetry map described in 3.2.1

Slope Percent Seafloor slope steepness extracted from the 
bathymmetry map described

Aspect Categorical Seafloor slope aspect extracted from the 
bathymmetry map described in 3.2.1 categrised 
as: N-ENE, ENE-ESE, ESE-S, S-WSW, WSW-
WNW, WNW-N

Roughness Metres The difference in depth across each 5 metre grid
cell on the bathymmetry

Distance to the nearest 
predicted tide front

Metres Distance to the nearest tide front calculated as 
described in section 3.2.2

Distance the nearest 
significant slopes

Metres Distance to the nearest seafloor slope > 5°

Substrate Categorical The type of seafloor substrate: coarse sand, 
mixed sediment, rock and diamicton or sand and
muddy sand

‍Tide flow speed Metres per 
second

The speed of the tidal current

‍Tide flow direction Degrees The direction of the tidal current

Table 3: The independent variables used in the MaxEnt modelling.
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A number of different models were fitted to the data in order to identify RPPP and the
independent variables most effective at accurately identifying RPPP. The influence of 
both the spatial and temporal variables described in table 3 were investigated.  The 
variables were used to create background files. The background files were generated 
as ASCII files at a resolution of 60 m² because this was identified as being the 
minimum spatial accuracy of sightings. The first model included all of the presence 
data. 12 further models were then fitted, one for each hour of the tide cycle. This 
allowed for the effects of the temporal variables (tide front location, tide flow speed 
and tide flow direction) on the RPPP of harbour porpoises to be assessed. The 
temporal background layers were updated for each of these models. For each hour the 
predicted location of the tidal front for the hour of the tidal cycle being investigated 
and locations of tidal fronts for each of the previous three hours of tide cycle were 
included. This was done to account for the time lag between tidal turbulence 
occurring at the sea floor and rising to the surface discussed in section 3.2.2. 

Each model was run using the bootstrap approach 25% of the data was randomly 
selected for a model run to be used as test data and 100 model runs were carried out 
(Mikkelsen et al. 2016). Model accuracy was assessed using the area under the 
receiver-operator curve (AUC) score along with the standard deviation of the AUC 
across 100 model runs. AUC compares the likelihood of a presence location RPPP 
score ranking above a background location RPPP score  (Halvorsen 2013; Merow et 
al. 2013). It is an assessment of how accurately the model is predicting presences and 
is an appropriate way to evaluate MaxEnt models, particularly when the prediction 
area does not extend beyond the survey effort (Boyce et al. 2002). The standard 
deviation of AUC across the 100 model runs was also used to assess the consistency 
across the models. A further evaluation of model performance was carried out by 
comparing species observations per metre of searching effort (OMS) against the 
response curves output by the model for each of the environmental variables (Merow 
et al. 2013). The number of observations at each value of an environmental variable 
were calculated along with the searching effort. These values where then separated in 
to 20 bins and the sum of the observations divided by the sum of the effort. A 
histogram plot was generated and overlayed on the response curve plots. This 
approach allows the trend in OMS to be compared with the trend in the response 
curve. If a model fits the data well it would be expected that the OMS histogram and 
the response curve would follow a similar trend.

3.6.2 General Additive Model for Locations, Scale and Shape

The General Additive Models for Locations, Scale and Shape package (GAMLSS) 
(Stasinopoulos et al. 2008) was used in R 3.4.2 (R Core Team, 2017) to fit the 
effort/sightings data to various models, using distributions suitable for count data in 
order to find the most appropriate model for the data set (Stasinopoulos et al. 2008). 
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Initially the independent variables included were all of the satellite data categories 
along with year and month. The response variable was harbour porpoise count at each
unit of effort. Two different models were created, one including front persistence and 
the other front gradient density. This was due to their collinearity described in section 
3.5 shown in appendix 3 and table 7. Scatter plots and histograms (Appendix 3) were 
used to identify extreme outliers, assess effort bias and assess the distribution of the 
independent variables. A number of different distributions designed for count data 
were tested: Poisson (PO), negative binomial Type 1 (NBI), Poisson-inverse Gaussian
(PIG), Delaporte (DEL) and zero inflated Poisson (ZIP). The Global deviance (GD), 
Akaike information criteria (AIC) and Schwarz Bayesian information Criterion (SBC)
were used to select the best performing model. The model with the lowest GD and 
highest AIC and SBC was selected as the best.

Model fit was checked by assessing and plotting the normalized randomized quantile 
residuals (NRQR). The NRQR were plotted against the fitted values of the model, 
against an index, as a kernel density estimate of NPQR and in the form of a quantile 
quantile (QQ) plot. If residuals are performing well then the mean will be nearly zero,
their variance nearly one, the coefficient of skewness will be near zero, and the 
coefficient of kurtosis close to three (Stasinopoulos et al. 2008).

Once the model was selected feature selection was carried out. Feature selection is 
when the influence of each of the independent variables is tested, in this case: SST, 
CHL, Fdist, Fper, Fdense along with year and month. The function dropterm()  from 
the MASS package was used to carry out feature selection in the model (Venables and
Ripley 2002). Dropterm() iterates each time leaving out one of the variables and 
assesses the impact on the performance of the model. Dropterm() identifies the 
significance of each variable using a p-value calculated using Chi squared to test 
goodness of fit. A second test stepGAIC() from the MASS package was also used for 
feature selection. The stepGAIC() function assesses feature contribution as well and 
how complicated the model is with the selected features included. In statistical 
modelling it is always preferred to identify the simplest model with the most 
explanatory power.  In this application of stepGAIC() a backward elimination was 
performed in order to eliminate independent variables with non significant predictive 
power. Partial dependence plots were generated for significant variables in order to 
visualise the relationship between the independent variable and the response variable. 
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4 Results

4.1 Initial Data Investigation

4.1.1 Survey Effort and Sightings

A total of 48 782 km of survey effort was included in the study after data preparation 
was completed.  8030 individual harbour porpoises were recorded during 1604 
encounters. The average group size was five animals. Over the eight year study period
the number of porpoises sighted per 100km increased peaking at 39.1 animals per 100
km in 2018 (Figure 5).  When compared with other areas of the United Kingdom 
(UK) the number of animals sighted per 100 km in Mount’s Bay suggests it has a high
density of harbour porpoises.  The West of Scotland is a candidate site for a special 
area of conservation for harbour porpoises (Heinänen and Skov 2015). A 2013 study 
of harbour porpoise habitat preference in the West of Scotland recorded between 4 
and 13 porpoises per 100 km of survey effort across the years 2003 - 2010 (Booth et 
al. 2013). Between 2002-2004 Goodwin and Speedie recorded a sighting rate of 26.3 
per 100 km effort for the West of Scotland and 2.5 per 100 km for West Wales 
another area identified as a candidate SAC for harbour porpoises (Goodwin and 
Speedie 2008; Heinänen and Skov 2015). 

Figure 5: The table on the left shows the distance surveyed in sea state < 3 and number of harbour
porpoise sightings 2011-2018 in Mount’s Bay, Cornwall The plot on the right shows harbour porpoises

sighted per 100 kilometres travelled each month in Mount’s Bay, Cornwall. Data collected between
2011 – 2018. Error bars show standard deviation across years. 

The sightings rate in Mount’s Bay compares favourably to sites identified as being 
nationally and internationally important for harbour porpoises (Booth et al. 2013; 
Heinänen and Skov 2015). It is important to note that the surveys in different areas 
were conducted with different methodologies and therefore direct comparisons should
be made with caution. There is a seasonality to sightings in Mount’s Bay. This 
indicates that the survey area is a smaller part of a wider habitat used by harbour 
porpoises and that the animals recorded are part of this wider population. It has been 
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observed that tagged porpoises range across a core foraging habitat of between 122 
km² and 415 km² whilst ranging over wider areas annually (Johnston et al 2005). The 
survey effort covered an area of 399 km² so it is likely that they frequent a wider 
habitat than the study area covers. The seasonality of sightings in Mount’s Bay is 
shown in Figure 5.  An index of abundance grid (Figure 6) was created to initially 
assess the distribution of high density areas across Mount’s Bay. The map shows that 
the occurrence of porpoises is not evenly distributed across the bay. Harbour 
porpoises are high foraging animals (Wisniewska et al. 2016) and therefore their 
distribution is influenced by environmental factors that enhance their foraging success
(Booth et al. 2013; Jones et al., 2014; Cox et al. 2017).

Figure 6: Harbour porpoises sighted per kilometre travelled in Mount’s Bay, Cornwall gridded at 500
metre resolution. 

4.1.2 Collinearity of Independent Variables

Pearson’s correlation co-efficient was used to assess the collinearity of the 
independent variables (see appendix 2 for detailed results). It was found that the 
variables depth and latitude (y) had a correlation coefficient of 0.874, which is above 
the 0.7 threshold for retaining both variables. It was decided that depth was a more 
useful independent variable to include so latitude was removed from all models. It 
was also found that front persistence and front gradient density had correlation 
coefficients greater than 0.7. In order to avoid this impacting the GAMLSS models 
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two separate models were run. One including front persistence and the second 
including front gradient density.

A further collinearity test was carried out using Pearson’s correlation coefficient on 
all of the background layers generated for MaxEnt (see appendix 2 for detailed 
results). A number of the tide front layers show collinearity with each other and with 
the complete tide front layer. However they will all be used individually within 
different models so the collinearity was not important in this case.

4.1.3. MaxEnt Model

4.1.3.1 Overview

A model run was completed using all of the data. This used 1210 presence locations 
and the background layers: aspect, aspect of the nearest slope, average chlorophyll, 
distance to the nearest tide front, latitude, depth, distance to the nearest slope and 
substrate. The background layers for aspect of nearest slope, average chlorophyll, 
roughness, tide speed, tide direction and slope were removed from the model because 
they did not provide any extra explanatory value and including them increased the 
complexity of the model. Table 3 provides definitions for each of the features used in 
the models. 

A bias file representing effort across the survey area was included in the model. The 
model was run 100 times using bootstrap and a 25% random test sample was selected 
during each model run. Further models were run for each hour of the tide cycle: in 
each case the background layer distance to the nearest tide front was replaced by the 
tide front layer representing the relevant stage of the tide cycle and the bias file was 
also adjusted to represent survey effort for the relevant hour of the tide cycle. The 
number of presence points for each model are shown in table 4.

Table 4: Number of presence records at each hour of the tide cycle.
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For all models the regularisation parameter was set to one, which is the default. 
Different values were tested for the regularisation parameter. Reducing the 
regularisation parameter caused the partial dependence plots to appear more over 
fitted with no improvement in the AUC score and in some cases a reduced AUC 
score. Increasing the regularisation parameter caused a drop in AUC scores in all 
models. Values between 0.5 and 1.5 were tested in increments of 0.1 (Elith et al. 
2011; Phillips 2017).  

4.1.3.2 Effort bias

Effort bias was evaluated by comparing the values of the independent variables across
the whole study area with their values at each point of recorded effort. These were 
ranked and partitioned in to 20 bins for comparison. The results are shown in table 5 
and, whilst some of the independent variables were evenly surveyed, many were not. 
The default setting in MaxEnt assumes even survey coverage therefore in this case the
use of bias files was necessary in order to account for the bias in survey effort (Elith 
et al. 2011; Halvorsen, 2013; Guillera-Arroita et al. 2014; De Rock et al. 2019).

Independent Variable Available/Effort

Depth 0.206

Longitude 0.349

TiFrDist 1

NrSlDist 0.995

AVGChl 0.692

Aspect 0.054

AspectNrSl 0.759

Substrate 0.4

Table 5: This shows the Spearman’s rank correlation coefficient between the frequency of values of
independent variables at survey effort locations and the frequency of the values of independent

variables across the whole study area. A value of one shows perfect correlation and would indicate
even survey coverage with lower values indicating increasing survey bias.

4.2 MaxEnt Model Results
 
The results are presented as a series of graphs with response curves overlaid with 
histogram plots and distribution maps. The scale for the response curves is the relative
predicted probability of presence (RPPP) and a value of 0.5 represents an even chance
of presence any value over this indicates an increased likelihood of presence (Phillips 
and Dudík 2008) and any value below represents a likelihood of presence below 50%.
In habitat modelling log odds or probability values are usually scaled from zero to one
but in MaxEnt this works differently due to how the model functions and the scale can
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extend beyond one (Phillips and Dudík 2008). The histogram plot represents OMS 
binned in to 20 categories for each variable. The OMS histogram represents the trend 
in OMS across the variable range and is added to identify whether the trend in OMS 
matches the response curve predicted by the model. 

4.2.1 The Model Using all Data

4.2.1.1 Overview

The mean AUC score after 100 runs was 0.826 with a standard deviation of 0.016, 
which is considered a good score and suggests the model is predicting the relative 
presence of porpoises well. The low standard deviation value shows there is 
consistency in accuracy across the 100 models. Longitude is calculated to be the most 
important variable contributing 62.5% to the prediction, substrate is second at 16.2%, 
depth third at 9.6%, distance to the nearest slope is fourth at 6.8%, distance to the 
nearest tide front is fifth at 3.2% and aspect contributes 1.7%.

4.2.1.2 Longitude

The response curve for longitude (Figure 8 bottom left) shows two strong peaks of 
RPPP at -5.67 and -5.49 decimal degrees. In between these two peaks the response 
curve dips slightly but still predicts a high RPPP. The OMS histogram reflects the 
response curve with peaks in observations at -5.68 and -5.49 decimal degrees. The dip
between the two peaks in the OMS histogram is more extreme than the dip in the 
response curve. The rise and fall at either end of the response curve reflects the rise 
and fall of the OMS histogram. The response curve appears to be a strongly smoothed
model of the OMS histogram data. The RPPP is above 0.5 between -5.79 and -5.38 
decimal degrees and this is supported by the longitude range covered by the OMS 
histogram data. 

4.2.1.3 Substrate

The model predicts high RPPP values of 1.1 for sand and muddy sand  and 1.6 for 
coarse sand . A negative RPPP of -0.4 is predicted over rock and diamicton  and zero 
RPPP is predicted for mixed sediment. The location of observations plotted in figure 7
explain the response plot well. The majority of the survey area is sand and muddy 
sand or coarse sand covering the next most extensive area. Most of the observations 
are over either sand and muddy sand or coarse sand, which explains why the model 
has a raised RPPP for these categories. This also fits with findings in the literature 
which suggest that coarse sand and mud and sand are preferred habitat for harbour 
porpoises (Embling et al. 2010; Booth et al. 2013; Heinänen and Skov 2015; JNCC 
2017; Williamson et al. 2017). There are a small amount of observations over rock 
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and diamicton and this small number explains the negative RPPP values. There are no
observations over the mixed sediment, which explains the zero value.

Figure 7: Harbour porpoise occurrences in relation to substrate type in Mount’s Bay, Cornwall

4.2.1.4 Depth

The response curve for depth (Figure 8 top left) shows a steep increase in RPPP from 
-70 m to an RPPP peak of 1.7 at -58 m depth. The RPPP value stays high with a 
steady decrease to a value of 1.5 at -15 m depth. The RPPP declines sharply to 1 at -5 
m and then to 0 at 0 m. The OMS histograms reflect the raised RPPP between -58 m 
and -15 m. Although the OMS histogram shows a peak between -50 and -42 m depth. 
The depths between -50 and – 40 m have a high amount of effort so these values are 
likely to be accurate. After this peak in the OMS histogram there is a decline in values
that follows the trend of the response curve.

4.2.1.5 Distance from the Nearest Significant Slope

The plot for distance from the nearest slope is shown in the bottom right of Figure 8. 
The RPPP rises quickly to an initial peak of 0.74 at a distance of 200 m from the 
nearest slope. It then drops to 0.7 before climbing to 0.88 at a distance of 2000 m 
from the slope. It follows a concave downward curve to a value of 0.8 at 4000 m from
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the front before starting a sharper decline to a value of 0.7 at 4600 m. It then steadily 
declines to a value of -0.8 at 11500 m. The OMS histogram follows the trend of the 
response curve well with peaks in OMS values at 2000 m and 4000 m. There is a dip 
in OMS values between these two distances, which is not reflected in the response 
curve. At distances further than 4000 m the OMS values drop in line with the 
declining values of RPPP shown by the response curve. 

Figure 8: Response curves for variables used to predict harbour porpoise presence in Mount’s Bay,
Cornwall overlaid with histograms representing occurrences related to effort. The value related to the
variable is on the x axis, the y axis on the left hand side represents probability of presence and the y
axis on the right represents the occurrences per minute searching and relates to the histogram plot. 

4.2.1.6 Distance from the Nearest Tide Front

The response curve for distance from the nearest tide front is shown in the top right of
Figure 8. The RPPP is 0.25 at 0 m from the front before rising to an initial peak of 
0.49 at a distance of 100 m from the nearest front. It then follows a slight concave 
curve to the highest RPPP peak of 0.51, 1900 m from the nearest front. Between 2000 
m and 3000 m it declines steadily to an RPPP of 0. The steady decline continues 
between 3000 m to -1.25 at 5000 m. The OMS histogram values follow the trend of 
the response curve. The histogram values build more steadily between 0 m and 500 m 
before dipping slightly and then building again to a peak at 1900 – 2000 m. This 
reflects the slight concave shown in the response curve for this area and the highest 
peak in the response curve.  After this point there is a decline in OMS histogram 
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values, which follows the trend shown by the response curve. The exception is the 
OMS value at 3000 m, which is lower than the surrounding values. This is a value that
has low effort and as such the values have uncertainty attached to them. The model 
continues a steady decline at this point smoothing this potential anomaly. 
 
4.2.1.7 Aspect

The model predicts an increased relative likelihood of detecting harbour porpoises 
over slopes facing ENE – ESE, WSW – WNW and WNW – N. The RPPP value is 
highest for WNW – N slopes at 0.2. Relative predicted occurrence is least likely on 
slopes facing S – WSW and slopes ESE – S. 

Figure 9: Relative predicted probability of presence for harbour porpoises  Mount’s Bay, Cornwall.
Only areas with RPPP greater than 0.75 are coloured. The dashed boundaries identify key reef and
wreck areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry

across the area. 

4.2.1.8 Distribution of Relative Predicted Probability of Presence

The model predicts the areas with highest RPPP are located to the west of and over 
the Runnelstone Reef. There are also areas with high RPPP around the Mulberry 
Dock and to the south of it. There are further areas with increased RPPP between the 
Runnel Stone Reef and the Epson Shoal and around the Epson Shoal. There are also 
areas with RPPP > 0.75 between the Runnelstone Reef and the Mulberry Dock as well
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as to the north of the Mulberry dock (Figure 9). The Runnelstone Reef, the Mulberry 
Dock and  the Epson Shoal are all reef structures that will generate turbulence under 
certain tidal conditions. This turbulence is likely to generate oceanographic processes 
that may have influence kilometres from the structure. Likewise coastal break 1 and 
coastal break 2 and the rough bathymetry around them will generate similar turbulent 
effects. 

4.2.2 The Models for each Hour of the Tide Cycle

The response curves and histogram plots for the models at each hour of the tide cycle 
are presented in appendix 5. Table 6 lists the AUC and deviation scores of the models.
The models all have high AUC scores of above 0.93 with small deviations across their
100 runs. This demonstrates the model predictions are an accurate representation of 
the data. The influence of the environmental variables in the modelling process are 
also listed in table 6. In all cases longitude is the most influential variable. Depth is 
typically the second most influential variable and substrate the third. The models for 
high water and four hours after high water and two hours before high water are the 
exceptions. The distance to the nearest significant slope, distance to the nearest front 
and aspect are typically the three least influential variables. In many cases distance to 
the nearest significant slope is more influential than the other two (high water +2, 
high water +3, high water +4, high water +5, low water, high water -4, high water -3, 
high water -2, high water -1). At high water -1 distance to the nearest significant slope
is the third most influential.

Table 6: The results  from the discriminative MaxEnt models for each hour of the tide cycle. The
performance of each  model is shown by the AUC score and deviation. The percentage contribution of

each  variable in each of the models is also shown.
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4.3 Distribution of Relative Predicted Probability of Presence for each Hour of 
the Tide Cycle

During the tide cycle, the areas with the highest RPPP change and appear to be linked 
to the speed and direction of tidal streams. Figures 10 – 21 show the RPPP prediction 
at each hour of the tide cycle. The figures also include depth contours highlighting 
significant seafloor slopes, hydraulic tide fronts and tidal arrows representing the 
direction and speed of the tidal current.  

Figure 10: Relative predicted probability of presence at the time of high water in Penzance, Mount’s
Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows depict the direction

and strength of the tidal flow. The dashed boundaries identify key reef and wreck areas. Depth contours
are also shown in order to demonstrate the complexity of bathymetry across the area.  The blue dashed

lines represent the tide fronts used in the modelling.

At the time of high water in Penzance, the areas with highest RPPP are around the 
Runnelstone Reef, to the west of the Runnelstone Reef and around the Epson Shoal. 
There are also a number of smaller areas closer to the coast to the west of the 
Runnelstone Reef and some similar areas  between Penzance and the Mulberry Dock 
(Figure 10). The tidal stream is travelling from west to east and is strongest as it 
crosses the Runnelstone Reef. The tidal flow is weaker in the areas to the north of the 
Mulberry Dock due to the shelter caused by the direction change of the coast at 
coastal break 2.  The elevated RPPP over the Runnelstone Reef is likely due to 
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advection and/or turbulence, which creates enhanced foraging opportunities. The 
large area to the east of the reef is situated where we would expect to find vorticity 
due to the reef wake effect and the tidal jets generated by the uneven topography of 
the reef. Similarly, the areas with raised RPPP around the Epson Shoal could be 
related to advection, turbulence, or the formation of internal waves (shown in Figure 
4).

Figure  11: Relative predicted probability of presence a one hour after the time of high water in
Penzance, Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area.  The blue dashed lines represent the tide fronts used in the modelling.

One hour after high water in Penzance, the area with the highest RPPP has moved to 
the east and is to the north of the Mulberry Dock and north  of coastal break 2, which 
is in the weaker tide on the north side of the stronger tidal stream (Figure 11). At this 
stage of the tide cycle, the part of the bay where the RPPP is concentrated is sheltered 
from the strongest tidal stream by the change in direction of the coast at coastal break 
2, where the coast changes from south facing to east facing.  The coast changes from 
south facing to east facing at this point. The strength of the easterly flowing tidal 
stream at this stage of the tide cycle has the potential to generate vorticity (as 
depicted in Figure 4).  The eddies produced are likely to flow up into the area of 
raised RPPP. The area of raised RPPP to the south of the Mulberry dock is located
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 where turbulent wake would form as the tide passes the wreck. There is a smaller 
area of elevated RPPP located to the east of the Runnelstone Reef. This area is 
situated where we would expect to observe reef wake conditions (as shown in Figure 
4).

Figure 12: Relative predicted probability of presence two hours after the time of high water in
Penzance, Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

Two hours after high water in Penzance, the areas with the highest RPPP are still in a 
similar place to the previous hour of the tide cycle along the east facing coast north of 
the stronger flowing tide (Figure 12). In this area there are now two focal points. The 
first is in a similar area to the previous hour of the tide cycle and the second is focused
around the Mulberry Dock feature.  Although the tidal stream is still flowing in an 
easterly direction at this stage of the tide cycle the strength of the flow has weakened 
slightly.  The stronger flow of the previous hour of the tide cycle has the potential to 
generate vorticity  (Figure 4) as it passes the coastal break. The slower tidal flow has 
the potential to change the tidal processes generated at the tidal break. The intensity 
and direction of the vortices is dependent on the speed of flow. Alternatively the  
reduced tidal flow could generate internal waves off the shelf by the tidal break, 
which would propagate in the direction of the Mulberry Dock instead of the previous 
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hours vorticity. The Mulberry Dock is potentially focusing particulates through 
advection (Figure 4). The tidal stream is stronger south and west of the Mulberry 
Dock. The stronger flow in the south will hold any particulates focused to the north 
(Thorpe 2005).

Figure 13: Relative predicted probability of presence three hours after the time of high water in
Penzance,  Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

Three hours after high water in Penzance (Figure 13), the tidal stream east of the 
Runnelstone Reef has slowed down, but is still flowing in an easterly direction. The 
largest area of elevated RPPP is located between Penzance and the Mulberry Dock to 
the east of coastal break 2. During this hour of the tide cycle, the tidal flow is both in 
the same direction and much weaker compared to the previous two hours. Therefore, 
it is unlikely to disperse the particulates that were focused during the previous hours 
of the tide cycle (Thorpe 2005). The raised RPPP to the east of the Mulberry Dock 
could be evidence of an internal wave (as shown in Figure 4) triggered by the 
changing tidal flow. The small areas of raised RPPP to the west of the Mulberry dock 
could represent areas where the tidal change has presented increased foraging 
opportunities. The ones close to the coast are located next to the tide front, which is 
established three hours after high water. The areas to the south of coastal break 2 and 
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to the west of these are located close to the tidal fronts formed at one hour and two 
hours after high water.

Figure 14: Relative predicted probability of presence four hours after high water in Mount’s Bay,
Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows depict the direction and

strength of the tidal flow. The dashed boundaries identify key reef and wreck areas. Depth contours are
also shown in order to demonstrate the complexity of bathymetry across the area. The blue dashed lines

represent the tide fronts used in the modelling.

Four hours after high water in Penzance, the tide is transitioning to a westerly flow. 
There are areas of raised RPPP around the Runnelstone Reef and in the area to the 
east of it (Figure 14). The tide is flowing towards the reef structure so there will be 
advection along the eastern edge of the reef and over the reef structure (Figure 4). The
advection could be the reason for the elevated RPPP in this area. There are also areas 
with raised RPPP around the Mulberry Dock, which could be due to advection and/or 
the triggering of an internal wave (Figure 4). Along the east facing coast north of the 
Mulberry Dock there is a larger area with elevated RPPP. The weak flowing tide in 
this area is unlikely to have dispersed the product of the previous three hours of the 
tide cycle and the west south west direction may well be promoting advection a long 
the coast (Figure 4). This could explain the raised RPPP in this area. 
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Figure 15: Relative predicted probability of presence five hours after the time of high water at
Penzance, in Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

Five hours after high water in Penzance, the direction of tidal flow is now in a 
westerly direction, and the area of raised RPPP between Penzance and  the Mulberry 
Dock is now concentrated along the coast (Figure 15). It is possible that the 
particulates concentrated during the previous hours of the tide cycle are now being 
advected and trapped along the coast, which may explain this shift. There is also an 
area between the Mulberry Dock and coastal break 2. This area is located downstream
from the Mulberry Dock and is possibly the result of tidal wake focusing particulates 
(Figure 4). To the west of this area, there is another patch of raised RPPP which is 
likely to be a product of tidal wake generated at coastal brake 2. Between coastal 
brake 2 and the Runnelstone reef, there are numerous patches of raised RPPP. The 
inner string of them appears to track the shelf above the 40 m contour, while the outer 
string is between the 40 m and 50 m contours. The steepest slopes in Mount’s Bay are
found between 20 m and 40 m depth along the coastal shelf. There are also patches to 
the east of the Runnelstone reef at similar depths, with a particular focus around 40 m 
depth south east of the reef. These are likely to be the products of wake from coastal 
break 2 flowing west on the tide, wake turbulence generated along the coastal shelf, 
and advection (Figure 4) around the Runnelstone reef.  
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Figure 16: Relative predicted probability of presence at the time of low water in Penzance Mount’s
Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows depict the direction

and strength of the tidal flow. The dashed boundaries identify key reef and wreck areas. Depth contours
are also shown in order to demonstrate the complexity of bathymetry across the area. The blue dashed

lines represent the tide fronts used in the modelling.

At the time of low water in Penzance, there is a strong westerly tidal flow. The areas 
with raised RPPP are located in similar areas to the previous hour of the tide cycle but
are more consistently focused. They are along the east facing coast between Penzance 
and the Mulberry Dock and along the south facing coast between the Mulberry Dock 
and the Runnelstone Reef (Figure 16). There are also areas with high RPPP to the 
west of the Mulberry Dock. They are along the tide fronts formed five hours after 
high water and at low water. These are in the wake zone for coastal break 2 (Figure 4)
and also at the boundary between the faster flowing and slower flowing tide. There is 
a further area of raised RPPP on the east side of the Runnelstone Reef, where the 
westerly flowing tide meets the east facing slope of the Runnelstone Reef. This could 
be the result of advection, improving foraging opportunities (Figure 4). 
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Figure 17: Relative predicted probability of presence five hours before the time of high water at
Penzance,  Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

Five hours before high water in Penzance, the tidal flow is in a westerly direction and 
similar to the previous hour of the tide cycle (Figure 17). There are areas with raised 
RPPP along the east facing coast between Penzance and the Mulberry Dock and along
the south facing coast around coastal break 2. Additionally, there are areas with raised
RPPP along the low water tide front and the tide front formed five hours after high 
water, just west of the Mulberry Dock. These areas of elevated RPPP are in similar 
locations to the previous hour of the tide cycle and the drivers are likely to be the 
same.  There is an area with elevated RPPP close to the coast east of the Runnelstone 
reef and over the reef. The tide flowing in to this area will be causing advection 
(Figure 4). Furthermore, there is an area south east of the reef along the 50 m contour.
This is also an area where advection may be occurring or turbulence due to the wake 
effect caused by the sudden depth change (Figure 4). 
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Figure 18: Relative predicted probability of presence four hours before the time of high water  in
Penzance, Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

Four hours before high water at Penzance, the tide is still flowing in a westerly 
direction but has weakened slightly (Figure 18). The areas with raised RPPP are in 
similar locations to the previous three hours of the tide cycle. The areas along the east 
coast between Penzance and  the Mulberry Dock and along the south facing coast near
Coastal Break 2,  while still located in a similar place, have expanded away from the 
coast. The areas along the tide fronts formed five hours after high water, at low water 
and five hours before high water have contracted. . The areas along the coast between 
Coastal Break 2 and the Runnelstone Reef are now broken but still likely to be the 
product of the wake effect of the tide flowing past Coastal Break 2 and along the 
coastal shelf (Figure 4). Additionally, there is also an elevated area of RPPP on the 
east side of the reef close to the coast. This is in an area where advection would be 
occurring (Figure 4). 
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Figure 19: Relative predicted probability of presence three hours before the time of high water at
Penzance, Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

Three hours before high water at Penzance, the tide flow has slowed and begun to 
transition. West of the Mulberry Dock, it still flows to the west. To the north and east 
of the Mulberry Dock the direction of flow is northerly (Figure 19). The area of raised
RPPP along the east facing coast north of the Mulberry Dock and the south facing 
coast around Coastal Break 2 is still present. The likely reason for this is the product 
of the previous hours of the tide cycle. The slow moving tide at this stage of the cycle 
is causing it to dissipate slowly. There are also raised areas of RPPP along the tide 
fronts formed at five hours before high water and low water  to the west of the 
Mulberry Dock. These areas have moved away from the front compared to the last 
hour of the cycle.  Furthermore, there is another area of elevated RPPP located along 
the tide front formed four hours before high water, midway between the Mulberry 
Dock and the Runnelstone Reef. There are further areas of raised RPPP along the 
eastern edge of the Runnelstone Reef and along the south facing coast to the east of 
the Reef. These areas are located where advection is likely to be occurring and follow 
the tide front formed three hours before high water.
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Figure 20: Relative predicted probability of presence two hours before the time of high water high
water at Penzance, Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The
arrows depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and

wreck areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry
across the area. The blue dashed lines represent the tide fronts used in the modelling.

Two hours before high water at Penzance, the tide is in the process of transitioning to 
an easterly flow. At this stage of the cycle the flow is weak and in a north or north 
easterly direction (Figure 20). There is a large area with raised RPPP along the east 
side of the Runnelstone Reef area and further east, which is bisected by tide front 
formed three hours before high water. These areas stretch east to just past the front 
formed four hours before high water.  South of this area, there are also areas with 
raised RPPP around the Epson Shoal, which could be the product of advection, wake 
effect or internal wave formation (Figure 4).  There is also raised RPPP along the east 
facing coast to the north of the Mulberry Dock, similar to the previous stage of the 
tide cycle, although it is now compressed against the coast. Likewise there is still an 
area with elevated RPPP to the south west of Tidal Break 2 where it was previously.
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Figure 21: Relative predicted probability of presence one hour before the time of high water at
Penzance Mount’s Bay, Cornwall. Only areas with RPPP greater than 0.75 are coloured. The arrows
depict the direction and strength of the tidal flow. The dashed boundaries identify key reef and wreck
areas. Depth contours are also shown in order to demonstrate the complexity of bathymetry across the

area. The blue dashed lines represent the tide fronts used in the modelling.

One hour before high water, the tidal stream is easterly (Figure 21). There is an area 
with raised RPPP focused along the east facing coastline to the north of the Mulberry 
Dock along the front formed one hour before high water. There is also a tide front in 
this area two hours before high water. There are a few smaller areas of raised RPPP 
over the Runnelstone Reef and the east of the reef, along it’s south eastern edge. 
There will be advection caused by the tide flowing over the reef and wake from 
turbulence and possible tidal jets east of the reef (Figure 4). South of the Runnelstone 
Reef along the tide front formed three hours before high water, there are small areas 
with elevated RPPP. The largest of these is to the northwest of the Epson Shoal. There
are two small areas of elevated RPPP south west of Coastal Break 2, in an area where 
advection is likely to be occurring.
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4.4 General Additive Models for Locations, Scale and Shape

4.4.1 Data Inspection

The histogram plots in figure 22 show the frequency of effort per value for each of the
independent variables and indicate strong effort bias for all variables with the 
exception of year. It is not possible to investigate how this effort bias relates to the 
available values of the independent variables, because the values at unvisited 
locations are not known. It is possible to understand this relationship for month and 
year because they are categorical variables and there is effort across all categories. 
Figure 22 also shows sightings frequency by independent variable. A visual 
inspection suggests that sightings frequency and effort frequency are strongly 
correlated in most cases. Table 7 shows the correlation coefficients between 
frequency of effort per independent variable and frequency of sighting occurrences. 
The correlation coefficient was high for all independent variables with the exception 
of sea surface temperature and distance to the nearest front. The effort bias was 
accounted for in the modelling process because the model was a count absence model.

Independent Variable Correlation coefficient

Month 0.879

Year 0.833

SST 0.284

Chl 0.854

Fdist 0.685

Fside 1

Fden 0.947

Fper 0.945

Table 7: Spearman’s rank correlation of effort and sighting event frequency.

Scatter plots were created for all the independent variables initially included in the 
GAMLSS models (see appendix 3). The data are not normally distributed and there 
are a high number of zeroes in the count. Chlorophyll appears to be generally left 
skewed but also bimodal with a smaller peak at higher values. Distance to the nearest 
front, front persistence and front gradient density are all left skewed. Sea surface 
temperature, year and month are all right skewed. The scatter plot for front side is 
bimodal across the three categories. The sightings histograms (Figure 22) show 
similar distributions to the effort histograms with the exception of year and front 
distance. The sightings histogram for year is right skewed and the histogram for front 
distance appears bimodal. It is important to note the temporal (+ or – 3 days) and 
spatial coarseness (1km²) of the satellite generated data. It means the satellite variable 
values do not match up in space and time with the effort or sighting points and this 
introduces unquantified error.
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Figure 22: Histograms showing binned effort frequency (grey bars) and sighting event frequency (blue
bars) by independent variable values.
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4.4.2 Initial Model Selection

Four models were run twice. Once including the independent variable for front 
gradient density and once including the independent variable for front persistence. 
Models using NBI, PIG, DEL and ZIP distributions were compared using GD, AIC 
and SBC to identify the best performing models. The NBI distribution performed the 
best in both cases. The other three models reverted from the default variance-
covariance (VCOV) method for defining standard errors to the QR method.

The VCOV method uses only one iteration to obtain a Hessian matrix. The inverse of 
the Hessian matrix is used to obtain the standard errors. This is a much more robust 
way to generate standard errors when compared with QR, which fits the parameters 
individually to generate standard errors. Standard errors generated in this way should 
be treated with caution (Stasinopoulos et al. 2008). The use of the QR method, the 
higher GD, AIC and SBC scores of the other three models identified the NBI model 
as the best (see table 8). 

Table 8: Results from the model comparison. The more robust vcov method for identifying standard
errors failed on all models a part from NBI.

The NRQR plots (appendix 4) for both models demonstrate the goodness of fit of the 
models. There is no evidence of heteroscedasticity and the NRQRs show an even 
spread. The mean of the residuals is close to zero, their variance is close to one, the 
coefficient of skewness is near to zero and the coefficient of kurtosis is close to three.

4.4.3 Feature Importance

Feature selection was initially conducted using the dropterm() function using Chi 
squared P values to identify the most informative variables (Stasinopoulos et al. 
2008). Both the model with front persistence and the model with front gradient 
density selected month, year and distance to the nearest front as significant variables. 
Year and month had highly significant p values and distance to the nearest front was 
significant at 0.05 in both models. The stepGAIC() function selected the same 
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features this approach selects the most informative features while maintaining the 
lowest complexity in the model (Thomas et al. 2018).  

Figure 23: Partial dependence plots from the GAMLSS model from left to right year, month, tide front
distance.

This left a single model from the two initial models. The final model included 
distance to the nearest front, month and year as independent variables. The partial 
dependence plot for year (Figure 23) shows that the likelihood of encountering 
harbour porpoises increased yearly between 2011 and 2018. The plot for the variable 
month (Figure 23) shows that the likelihood of detecting harbour porpoises in 
Mount’s Bay increases between July and November. The plot for distance to the 
nearest front (Figure 23) shows that when the front is at 10km the likelihood of 
encountering harbour porpoises increases. At times when the front is closer than 10 
km on some occasions the likelihood of encountering porpoises increases. However as
the front gets closer the deviation of the likelihood increases. This means that in some 
instances the likelihood drops below the likelihood of encountering porpoises when 
the front is at 10km and on other occasions encounters are more likely. The general 
trend suggests that the more distant the front, the lower the likelihood of an encounter 
becomes. The uncertainty in the plot demonstrates that other factors are influencing 
the likelihood of encounters alongside the distance of the front. These results are 
impacted by the comparatively low resolution of the satellite data and its composite 
nature. The model is able to pick out the increase of presence across years and the 
seasonality of harbour porpoise presence. However it is unable to give a clear 
response to the front distance or intensity. 
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5 Discussion

Harbour Porpoise encounter rates in this study are very high when compared with 
encounter rates in other areas. The maximum encounter rate of 39.1 animals per 100 
km effort and the average of 16.5 per 100 km effort are higher than records of 
between 4 and 13 per 100km recorded for the West Coast of Scotland (Booth et al. 
2013). However the Booth et al. (2013) study covers a much wider area than this one. 
The seasonality of sightings in Mount’s Bay and the relatively small survey area of 
399 km² would suggest that the porpoises recorded must range further than the 
boundaries of the study area. It appears that the Western side of Mount’s Bay (the 
study area) has a particularly high density of porpoises at certain times of year and 
that a wider survey area could give a reduced encounter rate. The high encounter rate 
is certainly notable but it is important to consider that the differing sizes of the survey 
areas and the differing methodologies for data collection will potentially impact the 
results (Tessarolo et al. 2014). 

The seasonality of sightings in Mount’s Bay follow a particular pattern. Encounter 
rates in March are initially high dropping through April and May before reaching their
lowest point in June after this they rise quickly through July and reach a first peak in 
August followed by a second peak in November. This can be seen in figure 5 and is 
supported by the GAMLSS partial dependence plot in figure 23. A study carried out 
on the north side of the Land’s End peninsula conducted by Cox et al. (2017) found 
that harbour porpoise detections peaked in January after which they declined until 
April. The encounter rate was then low between May and November before rising 
again (Cox et al. 2017). Their study site is 30 nautical miles from the centre of the 
Mount’s Bay study site and the porpoises recorded in both areas are likely to be part 
of the same wider population. The early peak of porpoise sightings between March 
and April in Mount’s Bay coincides with the seasonal thermocline moving through 
the bay. This moves up from the south west and continues to move in a north easterly 
direction as it progresses past the Lizard Peninsula and in to the Western Channel. At 
the same time it progresses north into the Celtic Sea (Uncles and Stephens, 2007). The
dip in porpoise sightings in Mount’s Bay coincides with the thermocline moving 
further east in to the Western Channel and north into the Celtic Sea (Figure 24). The 
boundary of the spring thermocline is associated with increased productivity. The 
boundary between the warm stratified water and the mixed coastal water suspends 
nutrient rich water at the surface promoting primary productivity, which focuses 
plankton and nekton (Sastri et al. 2014). 

The surface water temperature continues to increase in June and July offshore from 
Mount’s Bay. This creates a vertical temperature boundary between the surface and 
bottom water creating an increasingly developed thermocline. It also develops a 
horizontal temperature boundary between the stratified water and the coastal water, 
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which is constantly mixed by strong tides and wave action. The temperature 
difference between the surface and bottom water and stratified and coastal water 
typically peaks in August (Figure 24). The water closer inshore is continually mixed 
by strong tidal flow maintaining a cooler temperature than that of the offshore water. 
The boundary between the mixed and the stratified water promotes primary 
productivity because the mixed water is continually feeding nutrients in to the system.
At the same time that this temperature difference is peaking in Mount’s Bay the water
further up the channel is a more uniform temperature precluding boundary mixing. 
(Figure 24). This difference coincides with the peak in harbour porpoise sightings per 
100 km in Mount’s Bay. The location of the thermocline and strengthening of it in 
late summer in Mount’s Bay coincide with the peaks and troughs in the sightings rate 
for harbour porpoises.

Figure 24: Top left shows the thermocline advance in the Western Approaches, top right shows the
thermocline retreat. Bottom left shows the surface temperature in August and bottom right shows the

bottom temperature in August. The thermocline and temperature data is digitised from Uncles and
Stephens (2007) (Uncles and Stephens, 2007).

The productivity generated by the boundary between mixed and stratified water is 
amplified by tidal fronts (Suberg 2015; Suberg et al. 2019). The location of these 
fronts was included in the MaxEnt modelling and proved to be an important factor for
predicting the location of harbour porpoises. The other factors that were determined 
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as being important were longitude, depth and distance from the nearest slope. All of 
these are factors in the equation for working out the location of tidal fronts and 
processes. In Mount’s Bay the longitude position determines the strength of tidal flow
experienced at a location. As a general rule the western part of Mount’s Bay 
experiences stronger tidal flows. Thus the longitudinal position determines were the 
boundary is between the fastest and slowest moving water. Depth determines how 
much turbulence is caused by a given tidal flow. Shallower water increases turbulence
and deeper water decreases it. Depth also has a relationship with the north south 
position of the boundary between faster moving tidal flow further offshore and slower
moving tidal flow, which is typically closer inshore. The distance from the nearest 
slope determines how close a position is to a significant depth change. This is another 
factor which can determine the location of a tidal front (Nimmo Smith et al. 1999; 
Thorpe 2005).

5.1 Effort Bias

Bias files were included in all of the MaxEnt models in order to account for the spatial
sampling bias and for sampling bias across variables  (Merow et al. 2013; De Rock et 
al. 2019). When survey effort is biased it is considered an acceptable approach to 
weight samples using knowledge of the survey effort (Zhang and Zhu 2018). Johnston
et al. (2010) found that sampling bias could be accounted for using weighting to 
represent effort. Although they found their model predictions were still less accurate 
in areas of unique habitat type (Johnston et al. 2020). The survey area in this case 
covers a small geographical range and therefore the environmental characteristics are 
reasonably comparable across the range. The bias file included in the model 
represented the survey effort accurately and the response curve/ OMS histogram 
figure 8 and appendix 5 demonstrate that bias effort was accounted for well in the 
modelling process. The trends in the OMS largely follow the trends in the response 
curves. Particularly if it is considered that the response curves are a reflection of 
predicted relative presence in relation to the influence of all of the variables in the 
model. The response curves are also smoothed by the model in order to avoid 
overfitting. However the spatial bias is quite extreme in a number of places  and it 
would be preferable to have greater survey effort at the perimeter of the survey area 
and in the offshore areas.

The use of inflection curves (appendix 1) in the data preparation stage ensured the 
removal of effort and sightings under conditions were detection was inconsistent due 
to excessive sea states, swell heights or boat speed (de Boer 2013; de Boer et al. 
2018). 28 119 effort records and 281 sightings records were removed. This ensured 
that the records included were collected under conditions which allowed for 
consistent detection. However it also removed more records from areas with already 
low effort due to their location being exposed to wind and swell.
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5.2 MaxEnt

5.2.1 Longitude

Longitude is the most influential variable in all of the models. In the model using all 
of the data it contributes 62.5% and in all of the other models it contributes between 
34% and 51.1%. RPPP values of greater than 0.5 range from -5.77 decimal degrees to 
-5.44 decimal degrees. Although the importance of longitude demonstrates that the 
location of significant areas for harbour porpoises change across the tide cycle it does 
not explain why the locations change or what drives the change because longitude is 
not a functional variable. If the response curve for the model using all of the data is 
cropped to display RPPP for the areas with higher effort it can be seen that the 
distribution of RPPP peaks is bimodal (Figure 25 a and b). This distribution, as would
be expected, translates to all of the models. The peaks in the response curves are 
either centered around -5.67 decimal degrees and/or -5.15 decimal degrees. These line
up with the two areas in Mount’s Bay where there are consistent tidal boundaries 
(Figure 25 c) between faster and slower tidal flows. Therefore we can assume 
longitude is a proxy for other processes in these areas.     

The RPPP peak at -5.67 decimal degrees (Figure 25 b) is at the location of a study by 
Jones et al. (2014). The results and boundaries of this study are represented in Figure 
25 b and c 1 (Jones et al. 2014). The study recorded a high sightings rate for harbour 
porpoises in the area of the Runnelstone Reef. The authors found large aggregations 
of porpoises coincided with the tidal stream switching direction and the internal 
waves this triggered (Figure 4). The waves propagated in a SSW direction from the 
reef structure (Jones et al. 2014). These findings support the model outputs of this 
study and support the theory that the distribution of the harbour porpoise in Mount’s 
Bay is influenced by tidal process.                                                                                 

Figure 25 c 1 and 2 identify the potential location of other tidal processes considered 
to have the potential to generate conditions which aggregate small cetaceans. Notably 
advection, tidal wake, tidal jets and internal waves (Figure 4). Advection is caused 
when a tidal stream flows towards a slope area at which the depth gets shallower. The 
mechanical forcing of this process focuses plankton and nekton along the slope (Cox 
et al. 2018). Tidal wake occurs when a tidal stream flows across a shallower area, 
around a structure such as an island or passes an abrupt change in coastline direction. 
The obstruction causes turbulence in the tidal flow down tide from the object which is
the tidal wake. Often eddies form along the boundaries of the turbulent flow and these
can focus plankton and nekton  (Johnston et al. 2005;  Benjamins et al. 2015). Tidal 
jets form in a similar way to tidal wake. In this case the tidal stream passes between 
two objects such as two islands or rocks. The compression of the tide through the gap 
causes a tidal jet to form down tide of the obstructions. The jet can focus plankton and
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nekton in the top 30 m of the water column. Eddies may also form along the edge of 
the jet and drift down tide with a focus of plankton and nekton (Benjamins et al. 
2015). Internal waves are triggered as the tidal stream passes over and around an 
object under the water surface under certain circumstances. In some cases a back flow
of water behind the object generated by friction as the water flows around the object 
causes a reverse in the water flow. In other cases the change in tidal stream direction 
causes the water that was previously down tide of the obstruction to be flowing in the 
opposite direction to water passing over the obstruction. In both cases at the boundary
between the opposing flows friction causes wavelets to form. The wavelets build and 
then collapse mixing the water. Denser water from deeper in the water column is 
mixed above less dense water and vice versa. Once the water passes the turbulence 
the denser water sinks to find equilibrium and the less dense water rises to find 
equilibrium. The movement of these water parcels catalyses an internal wave, which 
propagates along the pynocline away from the obstruction. The mechanical forcing 
between the wave crests focuses plankton and nekton in the wave trough (Thorpe 
2005; Thorpe 2007; Jones et al. 2014; Benjamins et al. 2015; Cox et al. 2018). Figure 
25 c 1 and 2 identify features with the potential to generate these processes and 
identify potential areas where plankton and nekton maybe focused due to these 
processes. 

Table  9:  Identifies where there is overlap between areas of RPPP greater than 0.75 (Figures 10-21)
and the areas in Figure 25 c 1 and 2 identified as having the potential to generate tidal processes that

aggregate plankton and nekton 

The figures 10 to 21 show how the distribution of areas with higher RPPP change in 
relation to the geomorphology of the coast and seafloor and it’s interactions with tidal 
flow direction and speed.  Table 9 identifies where these areas overlap with the areas 
in Figure 25 c 1 and 2 identified as having the potential to generate tidal processes 
that aggregate plankton and nekton.  The areas with higher RPPP are consistently 
located along boundaries between faster and slower moving tide or where the tide 
stream flows in opposing or perpendicular directions. Typically they are on the side 
with slower moving tide. They are also around areas with complex bathymetry 
usually in the deeper water along the edges of steep slopes. The tidal boundaries are 
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Figure 25:  a) The response curve for longitude for all of the data alongside a histogram plot of effort.
The shaded area shows variance across 100 models and the vertical black lines show where the data is
cropped for b to remove data with low searching effort. b) The cropped response curve after the areas
with low searching effort are removed. 1 identifies the location of the study 2014 by Jones et al.  and 2
identifies areas where processes described by Cox et al. (2018) and Benjamins et al. (2015) are likely to
be present. c is a spatial representation of a and b. The light grey shaded areas have an RPPP of greater

than 3 and the dark grey shaded  areas have an RPPP greater than  3.2. The dark red spotted lines
represent the two major tidal boundaries in the Bay. The black dashed line shows the boundaries of the
Jones et al. (2014) study and the red shading shows the areas where greater than 90% of their harbour
porpoise records were located. The dark blue dashed lines represent pinnacles or islands and the light

blue dashed lines represent areas where tidally driven turbulence or advection would be present
(Benjamins et al., 2015; Cox et al., 2018; Jones et al. 2014).
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the location of tide fronts for 10 of the 12 hours of the tide cycle. The location of tide 
fronts is a product of water depth and tide flow speed and these boundaries are 
locations where there are changes in tidal flow speed and/or depth. Cox et al. (2017) 
describe these as both tidal mixing fronts and hydrographic fronts. The term tidal 
front being typically used when they form the boundary between mixed coastal water 
and seasonally stratified offshore water and the term hydrographic front referring to a 
shear boundary between turbulent and non turbulent water masses. Both can form at 
the locations of the tide fronts used in the model for this study and their type depends 
on the season. Cox et al. (2017) found that fronts could generate elevated persistent 
productivity across trophic levels (Cox et al. 2017). Furthermore Bjorkstedt et al. 
(2002) describe the retention of biomass and small nekton caused by strong 
convergent flows along the edges of such fronts, which is further evidence for 
increased productivity in frontal areas (Bjorkstedt et al. 2002).  

In order to fully understand the relationship between the tidal stream, bathymetry and 
harbour porpoise relative density in Mount’s Bay it would be necessary to study and 
model the tidal processes within the Bay in more detail. 

5.2.2 Depth

Depth is the second or third most influential variable in all of the models. The models 
show a particularly high RPPP between depths of -60 m and -15 m with the exception 
of the model one hour before high water (Figure 8 and Appendix 5). The relative 
likelihood of encountering porpoises is greater than 0.5 at depths between -67 m and -
5 m. At one hour before high water the relative likelihood of encountering a harbour 
porpoise is greater than 0.5 between depths between -23 m and – 15 m. 

The raised likelihood covers a large proportion of the survey area for all models 
except for one hour before high water  and all observations sit within the area with 
greater than 0.5 RPPP (Appendix 5). The area with a raised likelihood of occurrence 
appears to cover the areas with the most complex bathymetry and the greatest depth 
change. Figure 26 shows the contours representing depth change. This supports the 
evidence that porpoise presence is most likely to occur in areas where the tidal 
processes, which focus plankton and nekton are present. 

Tidal processes, boundaries and fronts are typically caused by the tidal flow 
encountering more complex bathymetry and changing water depths. Shallower water 
creates more friction and therefore turbulence. This is the reason depth is used in the 
equation to locate tidal fronts (Thorpe 2007).  The models predict a peak likelihood at 
either -15 and -20 m or -48 and -60 m depending on the stage of the tide cycle. The 
highest RPPP values found between -15 and -20 m depth are found along steep slope 
close to the coast and around the edge of the Runnelstone Reef as shown in figures 10
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to 21. The deeper area between -48 m and -60 m with the highest RPPP encompasses 
the area just south and east of the Runnelstone Reef area. Figures 10, 14, 15, 16, 19, 
20 and 21 show high RPPPs greater than 0.9 in this area. This region is centered  
around -5.675 decimal degrees longitude and the RPPP peak in the longitude plot in 
Figure 25b. The boundary between peak bathymetric complexity and less complexity 
is centered around -50 m, which supports the idea that peak porpoise presence is 
focused around areas with the potential to generate tidal wake, jets and internal waves
(Figure 4). Within the area of raised likelihood (Figure 26) the relative chance of 
encountering a harbour porpoise is predicted to be between three and five times 
higher than the areas with predicted presence (RPPP greater than 0.5). At the peaks 
the RPPP is between five and eight times higher depending on the stage of the tide 
cycle. The relationship between complex topography and strong tidal flow generating 
prosperous foraging opportunities for piscivorous predators such as the harbour 
porpoise has been discussed already and this idea is widely supported by the literature
(Zamon 2003; De Boer et al. 2014; Jones et al. 2014; Benjamins et al. 2015; Nuuttila 
et al. 2017; Cox et al. 2018). 

Figure 26: Relative likelihood of harbour porpoise occurrence against water depth. Depth contours are
marked in black and key contours are labeled.
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5.2.3 Substrate

Substrate was consistently found to be the second or third most influential background
variable with the exception of the model for one hour before high water. In this model
it was the fourth most influential. Figure 7 shows all harbour porpoise observations in 
relation to substrate type. Two things are obvious from the figure. The first is that 
there is an uneven coverage of substrate type within the survey area with sand and 
muddy sand covering the majority of the area. The second is that the majority of the 
observations are over sand and muddy sand. There were observations over coarse 
sediment and rock and diamicton as well however these were few in number. Table 
10 shows the area covered by each different type, the number of observations over 
each substrate type and the observations per km² of each substrate type. There is 16.5 
times more sand and muddy sand habitat available than coarse sediment and 70 times 
more observations over sand and muddy sand than coarse sediment. This is reflected 
in the higher observations per km² value for sand and muddy sand. Therefore there are
more observations per square kilometre of sand and muddy sand. It appears from the 
model outputs and from the observations shown in figure 7 and table 10 that sand and 
muddy sand is a habitat favoured by harbour porpoises and the high proportional 
availability of this habitat in Mount’s Bay supports the comparatively high 
observations of this species in the Bay. These findings are also supported by literature
evidence. Williamson et al. (2017) found that harbour porpoises favoured sandy and 
muddy substrates (Williamson et al. 2017). Booth et al. (2013) found that the 
percentage of mud in the substrate was an important feature for predicting harbour 
porpoise presence in some of their models (Booth et al. 2013). 

Table 10:  This shows the area covered by each different type, the number of observations over each
substrate type and the observations per km² of each substrate type. 

5.2.4 Distance from the Nearest Significant Slope

Distance from the nearest significant slope ranks between third and fifth in the 
models. One hour before high water it is the third most influential variable, from five 
hours before to one hour after high water it is the fifth most influential variable and at 
all other stages of the tide cycle it is the fourth most important variable. The response 
curves (Figure 8 and Appendix 5) show the model predictions for harbour porpoise 
presence in relation to the distance from the slope compared with the OMS trend. 
Abrupt changes in depth cause changes in tidal flow and cause turbulence in the water
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column (Bjorkstedt et al. 2002; Thorpe 2007; Jones et al. 2014; Benjamins et al. 2017;
Cox et al. 2018). This turbulence generates tidal wake, tidal jets, eddies, internal 
waves and tidal fronts (Figure 4). These processes focus plankton and nekton (Zamon 
2003; De Boer et al. 2014; Jones et al. 2014; Benjamins et al. 2015; Nuuttila et al. 
2017; Cox et al. 2018). The steepness of the slope and depth of the water in relation to
the tidal flow speed are critical in determining the exact location of these features. 
Due to variations in tidal flow speed and direction the locations of these features in 
relation to the slopes causing them changes throughout the tide cycle. Figure 27 
shows the significant slopes used in the model and graduated distances from them. 
Values of RPPP greater than 0.5 represent a higher likelihood a porpoise is present.  
At high water and three hours after high water the RPPP values do not exceed 0.5 this 
suggests that in these models the distance to the nearest significant slope does not 
have an influence on the location of harbour porpoises in Mount’s Bay. In all other 
models values greater than 0.5 start between 100 m and 750 m from the slope and 
extend to between 1000 m and 8000 m from the slope. 

Figure 27: A visual representation of distance from the nearest significant slope.

Peaks in RPPP are typically between 750 m and 2000 m from the slope. As previously
discussed the way complex bathymetry and slopes influence tidal processes is not 
linear. This influence of the variable slope on the model predictions is difficult to 
interpret exactly. The turbulent processes generated as a tidal stream crosses a 
shallower area can extend kilometres from their catalyst (Wolanski et al. 1988; 
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Johnston et al. 2005; Benjamins et al. 2015; Cox et al. 2018). The consistent peak 
values at distances between 750 m and 2000 m from the slope (five hours before high 
water is the one exception with a peak at 4000 m) fits well with the scale of turbulent 
wakes, tidal jets, internal waves and tide fronts that would be generated by the 
bathymetric features and tidal streams of the strength of those found in Mount’s Bay 
(Thorpe 2007). Table 5 shows a Spearman's rank correlation for available values 
against survey values of 0.995, which indicates that the survey coverage was not 
biased and available habitat in relation to slopes was evenly surveyed. The evidence 
suggests that harbour porpoises favour habitat around the edges of steeper slopes and 
this is likely to be due to the influence slopes have on tidal processes. 

5.2.5 Aspect

Slope aspect was the fifth or sixth most influential variable in all of the models with 
the exception of the model for one hour after high water in this model it was the 
fourth most important.  Table 11 shows that slopes with an aspect between S – WSW 
and WSW – WNW represent 60% of the available habitat within the survey area. 
However the models did not predict a higher likelihood of observing porpoises over 
them. There is not a clear pattern showing which slopes have a high likelihood of 
porpoise detections. Although despite representing only 13% of available habitat 
slopes facing WNW – N are predicted as having the highest likelihood of occurrence 
in five of the 13 models however these slopes are also predicted as having the lowest 
likelihood of occurrence in five of the models. Slopes facing between WSW – N are 
predicted to have the highest likelihood of occurrence in eight of the models and the 
lowest in six of the models. For the majority of the survey area the slope gradients are 
less than five percent so it is unlikely the slopes are influencing oceanographic 
process. It is more likely that the steeper slopes are having more influence on 
oceanographic processes and the distribution of prey species. The influence of a slope 
is often spatially removed from the slope and depends on the direction the tidal stream
is flowing in relation to the aspect of the slope (Thorpe 2007). The aspect data 
represents the aspect of the slope at the location of the observation and therefore it is 
highly possible that the information it is giving is not useful in defining harbour 
porpoise habitat. However including it in the models did improve AUC scores.

Table 11: This show the percentage of survey area covered by each of the slope aspect categories
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5.2.6 Distance from the Nearest Tide Front

Distance from the nearest tide front is consistently ranked as the fifth or sixth most 
important variable across the models. The RPPP values are greater than 0.5 between 
50 m and a maximum of 13 000 m from the front but typically between 50 m and 
8000 m. RPPP peaks close to the front in most cases and typically less than 2000 m 
from the front with the exception of high water where it peaks 10 000 m from the 
front. 

The positions of the tidal fronts used in the model are an estimation. They are also the 
mean positions calculated using the mean tidal flow speed. This means the exact 
locations could vary somewhat from the prediction used in the models. The tide front 
calculation does not include buoyancy frequency, which could also have a small 
effect on the location of a front depending on the strength of the pynocline (in this 
case thermocline) (Nimmo Smith et al. 1999). Wind stress, which is dependent on 
wind speed and direction could also have an impact. Accounting for these factors it 
can be assumed that the tide front could sit up to a kilometre or more either side of its 
modelled location (Nimmo Smith et al. 1999; Thorpe 2005; Benjamins et al. 2015; 
Cox et al. 2018). Boils generated at tidal fronts cannot focus passively moved 
particulates because the particulates would be focused and dissipated as the boil is 
focused and dissipated (Benjamins et al. 2015). However if the particulates are not 
passively moved then the boils could focus them. Zooplankton has the ability to 
vertically migrate (Gabriel and Thomas 2018) therefore it is possible that billows 
formed at tidal fronts could generate mechanism that disrupt the vertical movements 
of zooplankton and focus them at the surface. 

Focused patches of zooplankton would have the potential to aggregate the nekton that 
porpoises would prey on. In some instances these fronts would be described as 
hydraulic fronts rather than tidal fronts despite them being generated by tidal flow. 
This is in order to distinguish them from tide fronts associated with the seasonal 
thermocline. At times when the seasonal thermocline advances northwards it is likely 
that the hydraulic fronts used in the models mark the boundary between the stratified 
and mixed water and are therefore also the product of both mechanisms. Whilst the 
thermocline is present from late April (Figure 24) it intensifies through the summer 
and peaks in late summer. The peak in thermocline intensity coincides with the peak 
in harbour porpoise presence in Mount’s Bay (Figure 5). Tidal fronts associated with 
the thermocline are areas of elevated and persistent productivity (Benjamins et al. 
2015; Cox et al. 2018; Suberg et al. 2019). 

It would be sensible to assume that there is seasonality to the importance of some of 
the hydraulic fronts and that this is linked to the presence of the seasonal thermocline. 
A number of the fronts are associated with the steep slopes around reefs and 
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headlands. The complex bathymetry in these areas can generate tidal jets, vorticity 
and internal waves (Jones et al. 2014; Cox et al. 2018). These conditions create high 
productivity and increased foraging opportunities either by focusing food stuffs and 
aggregating nekton or disrupting the shoaling behaviour of fish or both (Nimmo et al. 
1999; Bjorkstedt et al. 2002; Johnston et al. 2005; Benjamins et al. 2015, 2017; Cox et
al. 2018). The temporal influence of the tidal conditions can be difficult to predict and
productive conditions typically lag behind the formation of a frontal feature and can 
also stay as a legacy after the frontal feature has gone. In order to account for this the 
tidal fronts for the four previous hours of the tidal cycle were included in the tidal 
front layer for each of the models (Nimmo Smith et al. 1999). 

The legacy of fronts depends on how defined they were when present and the tidal 
stream speed in the following hours of the tide cycle. It is likely that some will only 
generate conditions focusing plankton and nekton for a short time while others might 
do so for a few hours. The seasonality of the importance of some sections of the fronts
and the complexity of the mechanisms involved in their formation and persistence 
might explain why the tidal front layer is less influential in the models. Despite this 
uncertainty the model predicts raised RPPPs in areas close to the fronts in most cases 
and certainly within the range that the oceanographic processes associated with the 
fronts will reach. 
   

Figure 28: The response curve for all of the data for the variable distance from the nearest tide front is
represented with the sightings per unit effort is shown on the left. The shaded area represents variation

across 100 models. The plot on the right shows average sightings per unit effort calculated for 250
metre intervals from the nearest tide front against the distance from the nearest tide front in km with a

loess line α = 0.9 polynomial degrees = 2

Figure 28 shows the response curve on the left next to a plot showing average 
sightings per unit effort with a loess line plotted on the right. The sightings per effort 
have a stronger response to distance from the nearest tide front than the response 
curve. The plot on the right of Figure 28 shows that sightings per effort peak 500 m 
from the front and are highest within 1000 m of the front, which is within the area that
the fronts and their associated mechanisms are likely to influence plankton and nekton
distribution. 
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5.3 GAMLSS Models

The GAMLSS models show an increase in harbour porpoises in Mount’s Bay during 
the study period. It is unclear why this increase has occurred, but there has been a 
simultaneous increase in other piscivores, such as common dolphins Delphinus 
delphis, minke whales Balaenoptera acutorostrata, fin whales Balaenoptera 
physalus, and humpback whales Megaptera novaeangliae. Atlantic blue fin tuna 
Thunnus thynnus have also made a documented return to Cornish waters (Horton et al.
2021). It is possible that the increase in these species is due to a rise in the preferred 
prey species, displacement from other areas due to human activity or a decline in food
availability in those areas, as seen in the North Sea (Peschko et al. 2016), or simply 
due to a population increase in the South West of the UK. Monitoring and 
understanding this change is crucial, as an increase in harbour porpoises in Mount's 
Bay could have implications for future conservation efforts (Evans and Prior 2012), 
particularly if this increase is a result of less favourable conditions in other areas. 

The seasonal variation in harbour porpoise presence in Mount’s Bay demonstrates 
that the animals in the Bay form part of a wider population. Harbour porpoise ranges 
are typically between ~120 km² and ~420 km² (Johnston et al. 2005) and occasionally 
larger (Bjorge and Oien 1996; Nielsen et al. 2018). The variation in porpoise 
occurrence correlates with the movement of the spring thermocline and the later 
development of stronger stratification in Mount’s Bay. Harbour porpoises are high 
foraging animals it is likely that this fluctuation is driven by prey availability 
(Wisniewska et al. 2016). The availability and density of preferred prey in the area is 
linked to changes in primary productivity, which are linked to the thermocline and 
later to stratification and tidal process (Suberg et al. 2019).

The proximity of the thermal front to sightings locations influences the likelihood of 
animal presence in an area. The closer the front the more likely an animal will be 
present. The interaction of seasonal thermal fronts with localised tidal fronts enhances
the intensity and therefore the productivity at these local fronts (Cox et al. 2017). 
However there was uncertainty in the models’ predictions of the increased likelihood 
of porpoise occurrences closer to  fronts.  The composite nature of satellite data, 
combined with its coarse spatial resolution, introduces uncertainty into the modeling 
process, which is not accounted for. The spatial and temporal inconsistency in data 
records and front locations are the source of this uncertainty. The resolution of 
satellite data is of 1000 m² versus 50 m² for the sightings data. Therefore, caution 
should be exercised when interpreting the GAMLSS data.
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6 Conclusion

High sightings rates per unit of searching effort identify Mount’s Bay, Cornwall as an 
important site for harbour porpoises. The seasonal fluctuations in sighting values 
suggests the study area does not encompass the entire range for the animals recorded. 
However the exceptionally high sightings levels per unit effort demonstrate that 
Mount’s Bay is vital part of their wider range. The yearly increase in sighting rates 
over the time of the study suggest it is becoming an increasingly important area for 
harbour porpoises.

Harbour porpoise distribution was found to change across the hours of the tide cycle. 
The distribution of areas with higher RPPP change concurrently with changes in tidal 
current direction, speeds and identified tidal boundaries. Therefore harbour porpoise 
distribution appears to be influenced by tidal processes. Although the exact nature of 
this relationship cannot be conclusively determined. However spatial correlation 
between the areas of raised RPPP and areas with the conditions necessary to generate 
advection, internal waves, tidal jets and vorticity is apparent. This relationship 
suggests that these processes are an important factor influencing harbour porpoise 
distribution in Mount’s Bay, Cornwall. 

The high resolution distribution maps generated by the discriminative MaxEnt models
offer a valuable tool for identifying overlaps between anthropogenic activities and 
crucial harbour porpoise habitat. The accuracy of these models demonstrates that the 
maps effectively represent harbour porpoise distribution across different stages of the 
tide cycle, allowing for identification of important habitat areas. Implementing 
controls on gill net fishing in the identified high density areas would reduce the risk of
bycatch.
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Appendix 1

Detection curves

Effort adjusted cumulative sightings by sea state. Data recorded in sea state three and 
below were included. This is demarcated by the red line.

Effort adjusted cumulative sightings by boat speed. Data recorded at boat speeds of 10
knots and below were included. This is demarcated by the red line.
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Effort adjusted cumulative sightings by distance to sighting. Porpoises were 
consistently sighted at a distance of <=300 m. This is demarcated by the red line.

Effort adjusted cumulative sightings by swell height. Porpoises were consistently 
sighted up to a swell height of one metre. This is demarcated by the red line.
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Appendix 2
Correlation Matrix for all Variables

Correlation for all Variables

88

MONTH YEAR Y X SWELL SSTATE SP_KNT Aspect Depth Slope% SST Time to Substrate Chl fr_dist fr_side FrGrdDen FrPerDen tide_dir tide_spd distance aspect TiDrAsp weight_eff
MONTH 1.000 -0.023 -0.108 0.052 0.012 -0.034 -0.011 0.037 -0.123 -0.049 0.607 0.011 -0.036 0.044 -0.124 0.100 0.042 0.065 -0.003 -0.036 0.189 -0.005 -0.003 -0.057
YEAR -0.023 1.000 0.001 0.063 0.017 -0.033 -0.422 0.021 -0.014 -0.027 -0.046 0.011 -0.055 -0.043 -0.002 0.046 0.057 -0.092 -0.036 -0.041 0.128 0.013 -0.005 0.012
Y -0.108 0.001 1.000 0.644 -0.172 -0.039 0.000 -0.100 0.874 0.046 -0.199 0.056 0.066 0.142 0.481 -0.009 -0.492 -0.493 -0.149 -0.521 -0.438 0.074 0.042 0.436
X 0.052 0.063 0.644 1.000 -0.179 -0.079 -0.061 0.053 0.477 -0.111 -0.039 0.136 -0.039 0.103 0.435 0.000 -0.312 -0.339 -0.185 -0.699 0.190 0.070 0.008 0.121
SWELL 0.012 0.017 -0.172 -0.179 1.000 0.468 -0.011 -0.020 -0.158 0.011 -0.055 0.027 -0.019 -0.048 -0.043 -0.027 -0.003 0.072 0.036 0.099 0.005 -0.012 -0.006 -0.002
SSTATE -0.034 -0.033 -0.039 -0.079 0.468 1.000 0.031 -0.016 -0.030 0.010 -0.082 0.006 -0.018 -0.024 0.065 0.020 -0.066 -0.009 0.022 0.034 -0.035 -0.007 -0.005 0.041
SP_KNT -0.011 -0.422 0.000 -0.061 -0.011 0.031 1.000 -0.003 0.002 0.007 0.008 -0.014 0.029 -0.008 0.061 -0.026 -0.044 0.012 0.031 0.050 -0.072 -0.032 -0.022 0.105
aspect 0.037 0.021 -0.100 0.053 -0.020 -0.016 -0.003 1.000 -0.100 -0.057 0.050 0.012 0.026 -0.001 -0.030 0.019 0.077 0.064 0.004 -0.004 0.184 0.055 -0.021 -0.145
Depth -0.123 -0.014 0.874 0.477 -0.158 -0.030 0.002 -0.100 1.000 0.195 -0.192 0.043 0.193 0.127 0.399 -0.007 -0.350 -0.379 -0.106 -0.366 -0.402 0.061 0.052 0.436
Slope% -0.049 -0.027 0.046 -0.111 0.011 0.010 0.007 -0.057 0.195 1.000 -0.040 -0.025 0.064 -0.002 -0.015 -0.002 -0.019 -0.021 0.010 0.098 -0.198 0.003 0.013 0.079
SST 0.607 -0.046 -0.199 -0.039 -0.055 -0.082 0.008 0.050 -0.192 -0.040 1.000 -0.023 -0.012 0.048 -0.209 -0.109 0.247 0.179 -0.022 0.054 0.195 -0.030 -0.013 -0.083
Time to HW 0.011 0.011 0.056 0.136 0.027 0.006 -0.014 0.012 0.043 -0.025 -0.023 1.000 0.004 0.015 0.072 0.037 -0.037 -0.040 -0.310 -0.167 0.070 0.001 -0.014 -0.012
NUMBER 0.038 0.027 -0.002 0.010 -0.007 -0.028 -0.025 0.000 -0.004 -0.006 0.024 -0.001 -0.005 0.008 -0.003 -0.002 0.010 0.002 -0.011 -0.009 0.013 0.002 -0.002 -0.006
Substrate -0.036 -0.055 0.066 -0.039 -0.019 -0.018 0.029 0.026 0.193 0.064 -0.012 0.004 1.000 0.011 -0.005 -0.007 0.030 0.006 0.013 0.143 -0.104 -0.024 0.019 -0.086
Chl 0.044 -0.043 0.142 0.103 -0.048 -0.024 -0.008 -0.001 0.127 -0.002 0.048 0.015 0.011 1.000 0.020 -0.015 -0.079 -0.068 -0.010 -0.082 -0.043 0.016 0.002 0.017
fr_dist -0.124 -0.002 0.481 0.435 -0.043 0.065 0.061 -0.030 0.399 -0.015 -0.209 0.072 -0.005 0.020 1.000 -0.106 -0.386 -0.432 -0.105 -0.343 -0.127 0.021 0.016 0.188
fr_side 0.100 0.046 -0.009 0.000 -0.027 0.020 -0.026 0.019 -0.007 -0.002 -0.109 0.037 -0.007 -0.015 -0.106 1.000 -0.103 -0.112 0.006 -0.011 0.036 0.008 -0.020 -0.012
FrGrdDen_E 0.042 0.057 -0.492 -0.312 -0.003 -0.066 -0.044 0.077 -0.350 -0.019 0.247 -0.037 0.030 -0.079 -0.386 -0.103 1.000 0.652 0.049 0.228 0.313 -0.050 0.013 -0.204
FrPerDen_E 0.065 -0.092 -0.493 -0.339 0.072 -0.009 0.012 0.064 -0.379 -0.021 0.179 -0.040 0.006 -0.068 -0.432 -0.112 0.652 1.000 0.096 0.262 0.249 -0.057 0.011 -0.202
tide_dir -0.003 -0.036 -0.149 -0.185 0.036 0.022 0.031 0.004 -0.106 0.010 -0.022 -0.310 0.013 -0.010 -0.105 0.006 0.049 0.096 1.000 0.001 -0.012 -0.033 0.029 -0.008
tide_spd -0.036 -0.041 -0.521 -0.699 0.099 0.034 0.050 -0.004 -0.366 0.098 0.054 -0.167 0.143 -0.082 -0.343 -0.011 0.228 0.262 0.001 1.000 -0.070 -0.023 0.007 -0.211
distance 0.189 0.128 -0.438 0.190 0.005 -0.035 -0.072 0.184 -0.402 -0.198 0.195 0.070 -0.104 -0.043 -0.127 0.036 0.313 0.249 -0.012 -0.070 1.000 -0.064 -0.030 -0.316
aspect -0.005 0.013 0.074 0.070 -0.012 -0.007 -0.032 0.055 0.061 0.003 -0.030 0.001 -0.024 0.016 0.021 0.008 -0.050 -0.057 -0.033 -0.023 -0.064 1.000 0.056 -0.063
TiDrAsp -0.003 -0.005 0.042 0.008 -0.006 -0.005 -0.022 -0.021 0.052 0.013 -0.013 -0.014 0.019 0.002 0.016 -0.020 0.013 0.011 0.029 0.007 -0.030 0.056 1.000 0.009
weight_eff -0.057 0.012 0.436 0.121 -0.002 0.041 0.105 -0.145 0.436 0.079 -0.083 -0.012 -0.086 0.017 0.188 -0.012 -0.204 -0.202 -0.008 -0.211 -0.316 -0.063 0.009 1.000



Correlation matrix for all variables

Correlation results for MaxEnt background  features

Correlation coefficients for GAMLSS  independent variables
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TiFrDis substrate easting distNrSl depth AVRGchl aspect_nr_ aspect lw543 hw-1-2-3 5432 4321 321hw 21hw-1 -5lw54 -4-5lw5 -3-4-5lw -2-3-4-5 1hw-1-2 -1-2-3-4
TiFrDis 1.00 0.04 0.16 0.53 -0.30 0.00 0.06 0.23 0.89 0.72 0.78 0.82 0.80 0.46 0.78 0.61 0.78 0.78 0.69 0.80
substrate 0.04 1.00 -0.11 -0.07 0.01 -0.10 0.10 0.09 0.04 0.00 0.04 0.04 0.18 0.09 0.01 0.08 0.17 0.02 -0.01 0.03
easting 0.16 -0.11 1.00 0.28 0.38 0.63 -0.10 -0.08 0.09 0.03 0.19 0.01 -0.12 -0.52 0.17 -0.08 0.12 0.29 -0.07 0.19
distNrSl 0.53 -0.07 0.28 1.00 -0.43 -0.06 0.05 0.20 0.57 0.65 0.55 0.62 0.54 0.10 0.54 0.17 0.54 0.59 0.64 0.57
depth -0.30 0.01 0.38 -0.43 1.00 0.64 -0.17 -0.25 -0.45 -0.54 -0.48 -0.54 -0.54 -0.31 -0.37 -0.07 -0.33 -0.30 -0.58 -0.35
AVRGchl 0.00 -0.10 0.63 -0.06 0.64 1.00 -0.12 -0.12 -0.05 -0.12 -0.08 -0.20 -0.26 -0.31 0.07 -0.07 -0.06 0.01 -0.19 -0.03
aspect_nr_ 0.06 0.10 -0.10 0.05 -0.17 -0.12 1.00 0.22 0.15 0.02 0.20 0.11 0.13 0.03 0.04 -0.02 -0.03 -0.09 0.03 -0.04
aspect 0.23 0.09 -0.08 0.20 -0.25 -0.12 0.22 1.00 0.25 0.26 0.25 0.26 0.29 0.21 0.18 0.18 0.25 0.19 0.26 0.24
lw543 0.89 0.04 0.09 0.57 -0.45 -0.05 0.15 0.25 1.00 0.77 0.87 0.86 0.85 0.45 0.86 0.51 0.68 0.65 0.73 0.68
hw-1-2-3 0.72 0.00 0.03 0.65 -0.54 -0.12 0.02 0.26 0.77 1.00 0.58 0.79 0.80 0.55 0.82 0.48 0.81 0.79 0.95 0.85
5432 0.78 0.04 0.19 0.55 -0.48 -0.08 0.20 0.25 0.87 0.58 1.00 0.82 0.76 0.26 0.69 0.32 0.49 0.50 0.54 0.53
4321 0.82 0.04 0.01 0.62 -0.54 -0.20 0.11 0.26 0.86 0.79 0.82 1.00 0.95 0.46 0.70 0.32 0.62 0.62 0.77 0.64
321hw 0.80 0.18 -0.12 0.54 -0.54 -0.26 0.13 0.29 0.85 0.80 0.76 0.95 1.00 0.60 0.69 0.44 0.68 0.60 0.77 0.64
21hw-1 0.46 0.09 -0.52 0.10 -0.31 -0.31 0.03 0.21 0.45 0.55 0.26 0.46 0.60 1.00 0.49 0.73 0.50 0.35 0.64 0.46
-5lw54 0.78 0.01 0.17 0.54 -0.37 0.07 0.04 0.18 0.86 0.82 0.69 0.70 0.69 0.49 1.00 0.63 0.75 0.74 0.82 0.76
-4-5lw5 0.61 0.08 -0.08 0.17 -0.07 -0.07 -0.02 0.18 0.51 0.48 0.32 0.32 0.44 0.73 0.63 1.00 0.68 0.57 0.51 0.63
-3-4-5lw 0.78 0.17 0.12 0.54 -0.33 -0.06 -0.03 0.25 0.68 0.81 0.49 0.62 0.68 0.50 0.75 0.68 1.00 0.93 0.77 0.95
-2-3-4-5 0.78 0.02 0.29 0.59 -0.30 0.01 -0.09 0.19 0.65 0.79 0.50 0.62 0.60 0.35 0.74 0.57 0.93 1.00 0.74 0.96
1hw-1-2 0.69 -0.01 -0.07 0.64 -0.58 -0.19 0.03 0.26 0.73 0.95 0.54 0.77 0.77 0.64 0.82 0.51 0.77 0.74 1.00 0.81
-1-2-3-4 0.80 0.03 0.19 0.57 -0.35 -0.03 -0.04 0.24 0.68 0.85 0.53 0.64 0.64 0.46 0.76 0.63 0.95 0.96 0.81 1.00



Appendix 3

Scattergraphs showing the distribution of data across  the independent variables
used in the GAMLSS model

Scattergraphs showing the distribution of data across  the independent variables used 
in the GAMLSS model

Appendix 4

Alldat fper NBI

******************************************************************
         Summary of the Randomised Quantile Residuals
                           mean   =  0.00368444 
                       variance   =  1.008043 
               coef. of skewness  =  -0.009199229 
               coef. of kurtosis  =  2.97877 
Filliben correlation coefficient  =  0.9999847 
******************************************************************
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Feature selection

> dropterm(allNB, test="Chisq")
Single term deletions for
mu

Model:
num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(chl, df = 5) + 
    cs(frper, df = 5) + cs(mnth, df = 5) + cs(yr, df = 5)
                        Df    AIC    LRT   Pr(Chi)    
<none>                     7268.4                     
cs(sst, df = 5)     5.9991 7261.5  5.091   0.53214    
cs(fr_dist, df = 5) 6.0010 7269.0 12.595   0.04997 *  
cs(chl, df = 5)     6.0007 7260.7  4.347   0.62995    
cs(frper, df = 5)   5.9988 7262.9  6.488   0.37067    
cs(mnth, df = 5)    5.9991 7328.4 72.075 1.532e-13 ***
cs(yr, df = 5)      5.9995 7338.2 81.814 1.506e-15 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

> allNBstep<-stepGAIC.VR(allNB)
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Distribution parameter:  mu 
Start:  AIC= 7268.37 
 num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(chl, df = 5) +  
    cs(frper, df = 5) + cs(mnth, df = 5) + cs(yr, df = 5) 

                          Df    AIC
- cs(chl, df = 5)     6.0007 7260.7
- cs(sst, df = 5)     5.9991 7261.5
- cs(frper, df = 5)   5.9988 7262.9
<none>                       7268.4
- cs(fr_dist, df = 5) 6.0010 7269.0
- cs(mnth, df = 5)    5.9991 7328.4
- cs(yr, df = 5)      5.9995 7338.2

Step:  AIC= 7260.72 
 num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(frper, df = 5) +  
    cs(mnth, df = 5) + cs(yr, df = 5) 

                          Df    AIC
- cs(sst, df = 5)     5.9991 7254.3
- cs(frper, df = 5)   5.9988 7254.7
<none>                       7260.7
- cs(fr_dist, df = 5) 6.0010 7261.6
- cs(mnth, df = 5)    5.9991 7321.4
- cs(yr, df = 5)      5.9995 7328.3

Step:  AIC= 7254.26 
 num ~ cs(fr_dist, df = 5) + cs(frper, df = 5) + cs(mnth, df = 5) +  
    cs(yr, df = 5) 

                          Df    AIC
- cs(frper, df = 5)   5.9988 7248.5
<none>                       7254.3
- cs(fr_dist, df = 5) 6.0010 7256.1
- cs(yr, df = 5)      5.9995 7330.7
- cs(mnth, df = 5)    6.0001 7362.1

Step:  AIC= 7248.55 
 num ~ cs(fr_dist, df = 5) + cs(mnth, df = 5) + cs(yr, df = 5) 

                          Df    AIC
<none>                       7248.5
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- cs(fr_dist, df = 5) 6.0010 7250.6
- cs(yr, df = 5)      5.9995 7326.3
- cs(mnth, df = 5)    6.0001 7353.9

All Data NBI fden

******************************************************************
         Summary of the Randomised Quantile Residuals
                           mean   =  0.0004442008 
                       variance   =  1.001852 
               coef. of skewness  =  -0.004708093 
               coef. of kurtosis  =  3.014481 
Filliben correlation coefficient  =  0.9999844 

Feature selection

Model:
num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(chl, df = 5) + 
    cs(frden, df = 5) + cs(mnth, df = 5) + cs(yr, df = 5)
                        Df    AIC    LRT   Pr(Chi)    
<none>                     7271.6                     
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cs(sst, df = 5)     5.9991 7264.4  4.794   0.57039    
cs(fr_dist, df = 5) 6.0009 7272.1 12.481   0.05208 .  
cs(chl, df = 5)     6.0007 7263.6  3.979   0.67955    
cs(frden, df = 5)   5.9990 7262.9  3.261   0.77534    
cs(mnth, df = 5)    5.9990 7329.6 70.011 4.062e-13 ***
cs(yr, df = 5)      5.9995 7338.5 78.883 6.072e-15 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

> allNBstep1<-stepGAIC.VR(allNB1)
Distribution parameter:  mu 
Start:  AIC= 7271.6 
 num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(chl, df = 5) +  
    cs(frden, df = 5) + cs(mnth, df = 5) + cs(yr, df = 5) 

                          Df    AIC
- cs(frden, df = 5)   5.9990 7262.9
- cs(chl, df = 5)     6.0007 7263.6
- cs(sst, df = 5)     5.9991 7264.4
<none>                       7271.6
- cs(fr_dist, df = 5) 6.0009 7272.1
- cs(mnth, df = 5)    5.9990 7329.6
- cs(yr, df = 5)      5.9995 7338.5

Step:  AIC= 7262.86 
 num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(chl, df = 5) +  
    cs(mnth, df = 5) + cs(yr, df = 5) 

                          Df    AIC
- cs(chl, df = 5)     6.0007 7254.7
- cs(sst, df = 5)     5.9991 7256.1
<none>                       7262.9
- cs(fr_dist, df = 5) 6.0009 7263.6
- cs(mnth, df = 5)    5.9990 7320.1
- cs(yr, df = 5)      5.9995 7331.3

Step:  AIC= 7254.69 
 num ~ cs(sst, df = 5) + cs(fr_dist, df = 5) + cs(mnth, df = 5) +  
    cs(yr, df = 5) 

                          Df    AIC
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- cs(sst, df = 5)     5.9991 7248.5
<none>                       7254.7
- cs(fr_dist, df = 5) 6.0009 7255.6
- cs(mnth, df = 5)    5.9990 7312.8
- cs(yr, df = 5)      5.9995 7321.8

Step:  AIC= 7248.55 
 num ~ cs(fr_dist, df = 5) + cs(mnth, df = 5) + cs(yr, df = 5) 

                          Df    AIC
<none>                       7248.5
- cs(fr_dist, df = 5) 6.0010 7250.6
- cs(yr, df = 5)      5.9995 7326.3
- cs(mnth, df = 5)    6.0001 7353.9

Appendix 5

The plots comparing response curves (red line in appendix 5.1 to 5.12 with 
observations per minute effort (OMS) (grey histograms in appendix 5.1 to 5.12) are 
shown below. The plots demonstrate the influence of OMS on the model response and
indicate how well the models fit observations of porpoises. The performance of the 
variables at different hours of the tide cycle are also summarised in table 6 section 
4.2.2 of the main text.

5.1 At the time of High Water in Penzance
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5.2 One hour after High Water in Penzance

5.3 Two hours after High Water in Penzance
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5.4 Three hours after High Water in Penzance

5.5 Four hours after High Water in Penzance
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5.6 Five hours after High Water in Penzance

5.7 At Low Water in Penzance
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5.8 Five hours before High Water in Penzance

5.9 Four hours before High Water in Penzance
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5.10 Three hours before High Water in Penzance

5.11 Two hours before High Water in Penzance
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5.12 One hour before High Water in Penzance
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