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Abstract

Abstract:

This thesis investigates how methods of aerodynamic validation can assist
a formula student team in designing their aerodynamic package. When de-
signing their aerodynamic components, formula student team mostly rely on
CFD software simulations, but there is no guarantee that the simulations de-
pict properly the physical behaviour of the airflow around the car. For that,
aerodynamic validation is a process used to compare specific CFD simula-
tions with experiments in order to confirm the accuracy of the simulations
results.

As a first step in creating validation methods for the Lund Formula Student
team, a model of the LFS23 race car was designed, using a CAD software,
to a scale of 1:10 that could be 3d printed as well as a S1223 airfoil shape.
Experiments were conducted in a windtunnel to measured aerodynamic
forces generated by the model and the airfoil at various inlet speeds or angle
of attack. In parallel, CFD simulations were ran with the airfoil geometry.

The initial CFD configuration was chosen to match the one used by Lund
Formula Student to design their aerodynamic package. Several parameters
such as turbulence model and boundary layer meshing were tested in order
to asses if the initial set of parameters was optimal for accurate results. The
results of the sensitivity analysis showed that the current set of parameters
used by Lund Formula Student is optimal for the CFD simulations, although
new parameters could be studies, mainly for the wake refinement behind
their car. Apart from the aerodynamic validation process, this thesis also
aimed at showing how testing on a scaled model could prove beneficial to
chose between two concept with similar performances in CFD.
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Several variations of rear wing were tested in an attempt to minimise the
drag generated by the car. The secondary elements of the rear wing had
angles of attack ranging from 0° to -6°. After testing, it appeared that hav-
ing the AoA at 0° for the secondary elements was the best configuration to
minimise drag. Based on the experiment, the Lund Formula Student team
trusted the results enough to run this configuration in racing conditions.

At last, an attempt of Particle Image Velocimetry experiment was made us-
ing a smoke generator and laser beams. But for various reasons, the experi-
ment did not function. Future work could focus on designing a scaled model
with spinning wheels and through the use of a custom "treadmill", the be-
haviour of the model would better represent racing conditions. The wake
of the wheels would provide more drag, and the rolling floor beneath the
car would allow for more ground effect to be generated and therefore more
downforce.

Keywords: Aerodynamic Validation, Wind tunnel testing, CFD simula-
tions, StarCCM+, Scaled Model, Particle Image Velocimetry
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1 Introduction

1.1 Background

One of the first wind tunnel ever built was in 1901 by the Wright brothers
and lead to the birth of aviation. Historically, wind tunnels and the test-
ings conducted within them have allowed people to evaluate concepts, study
fluid dynamics, measure pressure, lift or drag among other parameters.

It is only in between 1957 to 1960 that computer were first used to study
fluid mechanics, namely to solve models of the Navier-Stokes equation.
And this lead to the creation of CFD, Computer Fluid Dynamics, a branch
now widely known with application within almost any industrial field. Of
course, one of the applications, close to formula student is for Formula 1
where teams must perform an astonishing amount of simulations and minor
tweaks to their concepts to extract the maximum performance.

Now that computing power have exponentially increased in the last decades,
CFD simulations can take into account far more detailed models for the
governing equations of fluid dynamics, run into transient modes, leading
to ever more accurate results for the simulations performed.

As the simulations got more accurate with faster computing times, it has al-
lowed engineers to test out a wider variety of concepts and run them into
CFD programs to evaluate which fitted best for a given case. Compared
to wind tunnel testing, where one would have to produce each design you
would like to study, set-up the wind tunnel, extract the data, a longer pro-
cess overall.
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1.2 Lund Formula Student

Formula Student is an engineering competition. Group of students from uni-
versities across the world spend a whole year designing and manufacturing
a single seater race car in order to compete during the summer during com-
petitions.

During those competitions, each team’s car will first be thoroughly investi-
gated to verify that is rule compliant. Each team will score points based on
their design process and technical choices as much as on their car perfor-
mances on track.

I have involved myself in Lund Formula Student Team in Lund, Sweden, for
the past two years. I spent both years working in the aerodynamic depart-
ment with the objective of producing a package with the most downforce,
resulting in faster lap times. I will refer to this year’s car as LFS23.

Figure 1.1: LFS23 car - ”Eloise”
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1.3 Objectives and limits

This master thesis investigates how we can combine experiments in a wind
tunnel with CFD simulations to ensure that the simulation parameters are
optimal to capture the accurate physics behaviour and therefore guarantee
our design will perform as expected once manufactured.

For that, the first step is to design a simplified version of our LFS23 race
car, and scale it down to 10% of its initial size. The CAD design will be
done on Fusion 360. Once that is done, the model will be 3d printed using
Prusa iMk3 3d printers.

This model will then be used to run experiments in two different wind tun-
nels. The first one will allow me to measure the drag and downforce pro-
duced by the model at different inlet speeds. The second wind tunnel will
be equipped with a PIV system, that will be presented later, that permits to
visualise the airflow around an object in a 2D plane.

It is important mentioning that in the windtunnel, the model is attached to a
planar surface, meaning that the wheels do not spin, and the floor does not
move. This induces a different behaviour than in a racing context, but the
physics from the experiments will be the same in the CFD simulations.

The CFD simulations will be conducted on the software StarCCM+, the
main objective is to run simulations first based on our current process within
Lund Formula Student and compare to wind tunnel data. The second ob-
jective with those simulations is to assess if any different CFD parameters
could lead to more accurate results.

The goals of this thesis are to provide Lund Formula Student with new meth-
ods that can help them making decisions in their design period and improve
their aerodynamic package performance. The first method being the corre-
lation of CFD simulations with experimental data, to try and optimise the
computing efficiency and accuracy of the simulations.

Another key goal is to showcase how a scaled model can be used to help
understanding the behaviour of the car, by doing force measurements in dif-
ferent configurations, or using a smoke machine, once can observe the flow
attachment around the surface of the model.
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Lastly, I also want to prove how doing testing with the model can help choos-
ing between different concepts of an aerodynamic component. Manufactur-
ing a second set of sidepods in carbon fiber for our car would take weeks
and resources that we cannot afford. While 3d printing a set of sidepods
takes at most 6 hours, and then can be tested in a very time efficient manner.
Combining 3d printing and wind tunnel experiments can be a great addi-
tional data to help choosing between concepts that would show similar per-
formance in CFD.
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2 Theoretical Framework

This section will present the needed theory to understand the experiments
conducted as well as the results and the discussion. I will cover both the
computational fluid dynamics processes as well as aerodynamic forces and
how wind tunnel works.

A fluid can be either a liquid or a gas, it is defined as a material that contin-
uously changes shape when subject to shear stress. Fluid dynamics is the
science that predicts the motion of fluids, the applications are countless in
fields such as the defense, energy, transport or motorsport industry.

In the case of the motorsport industry, engineers tackle the complex task
of trying to minimise the drag of a vehicle while generating the maximum
amount of downforce they can to be performant while cornering. Engineers
working in the aviation field tackle the same problem, this time they try to
design aircrafts that can produce the maximum amount of lift with the mini-
mum amount of drag to reduce the fuel consumption.

The baseline to solve fluid dynamics problem has been set with the Navier-
Stokes (NSE) equations in the 19th century, Claude-Louis Navier and Georges
Gabriel Stokes have played a key role in developing the solving of these
equations. To this day, we still use the NSE equations to describe fluid flow.

In most application cases, the flow studied is turbulent and therefore has a
chaotic behaviour, this make solving the NSE equations analytically impos-
sible. This lead to the birth of Computation Fluid Dynamics (CFD) is order
to solve numerically the NSE. One could now simulate fluid flow without
needing to setup rigs and perform experiments in a lab.
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2.1 Governing Equations

To simulate the behaviour of a flow, a CFD software will solve the govern-
ing equations, they are describing the physics of the flow. To solve these
equations, assumptions have to be made as governing equations prove to be
very complex. The more assumptions are made, the quicker it will be for a
CFD software to solve the equations but it also results in a lower accuracy.
It is a trade-off that must always be taken into account depending on the
computing power available, the time given to run CFD simulations, and the
accuracy required [1].

We consider the fluid as a continuum while solving these equations, this
means that its properties such as density or velocity can be described with
continuous functions. That simplifies greatly the modelling of our equa-
tions. As the fluid is a continuum, it is modelled as a sum of infinitesimally
small fluid particles. In our case, the scale of this fluid particles is large
enough to not consider any molecular interaction. That also allows prop-
erties of the fluid such as the velocity and the pressure to be considered as
averages over a large number of molecules.

The governing equations are derived from the conservation laws of physics.
Namely they are the mass conservation equation, the momentum equa-
tion and the energy equation. This set of equations has more variables than
equations, for that we need to one more. That complementary equation is,
for a compressible flow, the equation of state.

2.1.1 Mass Conservation equation

Commonly referred as the continuity equation, the mass conservation equa-
tion states that the rate of increase in mass in a fluid element is equal to the
net flow of mass across all of its faces [1].

”Nothing is lost, nothing is created” quoting Antoine Lavoisier illustrates
well the mass conservation equation, for it to be fulfilled, the mass has to be
conserved at all time. The equation is as follows :

∂ρ

∂t
+ div(ρu⃗) = 0 (2.1)
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2.1.2 Momentum equation

The momentum equations are derived from Newton’s second law stating
that the rate of increase of momentum for a fluid particle is equal to the
sum of all acting forces on the particle. The momentum equation for the
x-direction yields [1]:

∂ρu

∂t
+ div(ρuu⃗) = −∂p

∂x
+ div(µ grad u) + SMx (2.2)

In the equation above SMx is the momentum source term. This momentum
equation for the y-direction and the z-direction are :

∂ρv

∂t
+ div(ρvu⃗) = −∂p

∂y
+ div(µ grad v) + SMy (2.3)

∂ρw

∂t
+ div(ρwu⃗) = −∂p

∂z
+ div(µ grad w) + SMz (2.4)

2.1.3 Energy equation

The energy equation states that the rate of increase of energy in a fluid par-
ticle equates the net rate of heat flowing into the particle and the net rate of
work done on the particle as per the first law of thermodynamics. The en-
ergy equation is given by [1]:

∂(ρi)

∂t
+ div(ρiu⃗) = −p div(u⃗) + div(k grad T ) + Φ + Si (2.5)

Where k is the thermal conductivity of the fluid, Φ is the dissipation func-
tion and S is the source term.
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2.1.4 Equation of state

As said before, the equation of state is needed to have as many variables as
equations in our system. This equation links the density of the gas to the
internal energy. Assuming an ideal gas, the equation of state is :

p = ρRT, i = cvT (2.6)

Where R is the molar gas constant, i is the internal energy and cv is the mo-
lar specific heat of the gas.

2.2 Turbulence

Turbulence is a flow characterised by chaotic motion of fluids through swirls
and eddies of different scales. It is inherently a complex phenomena and
the chaotic motion is hard to predict or resolve within numerical simula-
tions, hence why mathematical models are used to predict its effects on
flow. Within computational fluid dynamics turbulence models are com-
monly divided into two categories, Reynolds-averaged Navier–Stokes (RANS)
and Large Eddie Simulations (LES) models.

2.2.1 RANS

All flow is governed by the partial differential equations known as the Navier-
Stokes equations. By decomposing its quantities into their time-averaged
and fluctuation components, the Reynolds-averaged Navier–Stokes equa-
tions can be derived. These equations govern the mean flow and serve as the
basis for all RANS models and are given as [2]:

∂ρ

∂t
+∇(ρũ) = 0

∂

∂t
(ρũi) +

∂

∂xj

[
ρũjũi + pδij − τ̃ totji

]
= 0

The first equation is the (mass) continuity equation and the second equation
corresponds to the conservation of momentum in three dimensional space.
The Reynolds stress has here been decomposed into an anisotropic and a
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isotropic part. This form of the Navier stokes equations introduces unclosed
and nonlinear components, specifically in the expression for the Reynolds
stress. By using Boussinesq’s eddy-viscosity assumption these unclosed
components are related to the mean flow of the system as [1]:

ũjũi −
2

3
kδij = −νT

(
∂ũi

∂xj

+
∂ũj

∂xi

)
In other words, the Reynolds-stress now instead depends linearly on the
mean velocity gradients. Here νT is the turbulence viscosity which requires
further expressions or equations to be properly modelled. Depending on the
number of additional equations used to model the turbulence viscosity, the
system is usually referred to as a "number" equation model system. For ex-
ample, adding one extra equation would be called a one-equation turbulence
model. For this particular study the following turbulence models were used:
Spalart-Allmaras, Realizable k-ε, SST k-ω, and Reynolds Stress Model. A
more thorough description of these models is given below.

2.2.2 Spalart-Allmaras

Spalart-Allmaras is a one-equation model which determines the eddy turbu-
lent viscosity based on a single viscosity-like variable, ν̃, also known as the
Spalart-Allmaras variable. The transport equation of this variable is given as
[3]:

D

Dt
νT =

∂

∂xj

(
νT
σν

∂νT
∂xj

)
+ Sv

where the production term, Sv is a function of This model was originally
designed specifically for aerospace applications involving wall-bounded
flows. It has been shown to also give good results for situations involv-
ing boundary layers subjected to adverse pressure gradients. However, it is
known to give large errors for simulations involving some free shear flows,
specifically for plane and round jet flows. As an addition, it cannot properly
predict the decay of homogeneous, isotropic turbulence.
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2.2.3 Realizable k - ϵ

The realizable k-ε is a modified version of the standard k-ε model which is
a two equation model prediction for the turbulent viscosity. The equations
for the standard k-ε model are [4]:

D

Dt
k =

∂

∂xj

(
νT
σk

∂k

∂xj

)
+ P − ε

D

Dt
ε =

∂

∂xj

(
νT
σε

∂ε

∂xj

)
+ Cε1

εP

k
− Cε2

ε2

k

with

P = u
′
iu

′
j

∂ui

∂xj

νT = Cµ
k2

ε

where additional constans are introduced. These constants can be obtained
by solving "simple" flow systems, effectively reducing the ODEs for k and
ε. They are normally given the values [4]:

Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0, σε = 1.3

The difference between the standard k-ε and the realizable k-ε is the use of
a different ε equation as well as the variation of Cµ [4]:

D

Dt
ε =

∂

∂xj

(
νT
σε

∂ε

∂xj

)
+ C1Sε− C2

ε2

k +
√
νε

where constants are provided as [4]:

C1 = max
(
0.43,

η

η + 5

)
, η =

Sk

ε
, S =

√
SijSij

This brings several improvements over the standard model, specifically for
flows containing strong streamline curvature, eddies, and rotations. It is vir-
tually superior to any standard k-ε simulation when solving for the mean
flow of complex structures. The limitation is complications that arise from
computing domains containing both rotation and stationary fluid zones.
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2.2.4 SST k - ω

The SST k-ω turbulence model is a two-equation model for the turbulence
eddy viscosity. Due to the shortcomings of the standard k-ε and k-ω models
a hybrid model was created. This new SST k-ω model uses a k-ε model for
free-stream flow while near-wall flow is modeled using k-ω. More specif-
ically, k-ω is used for the inner parts of the boundary layer and is given by
[5]:

D

Dt
k =

∂

∂xj

(
νT
σk

∂k

∂xj

)
+ P − ε

D

Dt
ω =

∂

∂xj

(
νT
σω

∂ω

∂xj

)
+ Cω1

Pω

k
− Cω2ω

2

where the production term, relation between ε and ωas well as turbulent
eddy viscosity are given as:

P = u
′
iu

′
j

∂ui

∂xj

, ε = ωk, νT = Cµ
k2

ε
= Cµ

k

ω

Similarly to the k-ε model certain constants are used. These are normally
given as [5]:

Cω1 = Cε1 − 1, Cω2 = Cε2 − 1, σk = 0.5, σω = 0.5

The large benefit of the SST k-ω is model that it avoids the problems of ei-
ther model; k-ϵ behaving poorly at near-wall and likewise for k-ω in free-
stream flow. The downside of the SST k-ω model is the over-prediction of
turbulence levels in regions with large normal strains.

2.2.5 LES

Large eddy simulations (LES) are the middle ground between RANS-based
models and direct numerical simulations (DNS). By using LES it is possible
to resolve turbulent flows for large scale eddies. Meanwhile, the small scale
effects are to be modelled. The transport equations to be resolved are [2]:

∂ui

∂xi

= 0

D

Dt
ui =

∂τij
∂xj

− 1

ρ

∂p∗

∂xi

− ∂

∂xj

τ rij

11



where the stess tensors, τij and τ rij , are:

τij = ν

(
∂ui

∂xj

+
∂uj

∂xi

)
, τ rij = uiuj − uiuj −

1

3
τRkkδij

The overline operator here is longer the Reynolds-average but rather a filtering-
spatial-and-time-average. This new average is used to determine a specific
cutoff length and time scale. Eddies smaller than this length/scale are mod-
elled. On the contrary, eddies larger than the cutoff are numerically solved
through explicit calculations. The proper modelling of the small-scale ed-
dies is important, specifically for near-wall flows, reacting flows and multi-
phase flows. As the cutoff length gets smaller, the LES solution become
closer to the DNS solution and requires further more computational time.

2.3 Finite Volume Method

With the exception of a limited set of simplified cases, solving analytically
the governing equations can not be achieved. Consequently, the governing
Partial Differential Equations (PDEs) are discretized and tackled through
numerical methods.

Three commonly employed techniques for solving engineering problems
governed by PDEs are the finite element method, the finite difference method,
and the finite volume method. In the case of Computational Fluid Dynam-
ics problems (CFD), the finite volume method stands as the most commonly
used approach. This method adopts an Eulerian frame of reference, wherein
the control volume remains stationary.

The initial step involves the discretization of the fluid domain into finite
control volumes known as cells, collectively forming the computational
mesh. This mesh can be either structured or unstructured. Structured meshes
are generally better in terms of computational efficiency and quality but are
more adapted to simpler geometries.

When it comes to more complex geometries, the meshing process becomes
time-consuming, leading to unnecessary refinements in intricate regions. To
address these challenges, a strategy is to partition the domain into blocks,
each with its structured mesh, permitting local refinement in complex areas
and facilitating the capture of intricate geometries. Such meshes are referred
to as multi-block structured meshes.

12



In contrast, the unstructured grid can be considered an extreme case of the
multi-block method, where each block consists of a single mesh cell. This
approach offers flexibility in dealing with complex geometries, making it a
prevalent choice, as many engineering problems present complex shapes.

The flow state variables, such as velocity and pressure, are stored at the
center of each cell, and the governing equations are employed to compute
fluxes, including mass flow and heat flux, across cell faces. Following flux
updates, new state variables are derived, and the solution’s fidelity is as-
sessed based on the compliance with the discretized equations.

The difference between the calculated and expected values, known as the
residual, is computed each iteration. In a stable simulation, each iteration
should yield lower residual values. Ultimately, as the residual diminishes
to a sufficiently low level, the solution is deemed converged providing an
iterative solution.

Finer meshes are preferred to minimize any truncation errors. However,
an increase in mesh density results in a higher number of equations to be
solved and a longer computing time, necessitating a delicate balance be-
tween computational cost and accuracy when selecting the mesh fidelity.

2.4 Aerodynamic Forces

When an object moves through air, an aerodynamic force is exerted upon
it. These forces originates from shear stress and pressure distributions on
its surface. The first is a result of viscous friction forces acting tangentially
to its surface resisting movement. Secondly, the pressure distribution is a
result of mass continuity and Newtons second law of motion [6]. The aero-
dynamic force R [N] is commonly divided into the two components of lift L
and drag D, being normal respectively tangential to the velocity of the ob-
ject [7].

A simplified explanation for the induced pressure distribution goes as fol-
lows: When an flow path is obstructed by an object, velocity changes to up-
hold mass continuity which by Bernoulli’s principle, derived from Newtons
second law, constitutes an opposite change in pressure (under the assump-
tion of incompressible flow) [8].

Bernoulli’s principle states that for an incompressible fluid whose density
remains constant (no diffusive phenomena such as viscous forces or heat
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transfer), the following quantity remains constant :

v2

2
+ gz +

p

ρ
= constant (2.7)

While encountering flow at a zero angle of attack the two aerodynamic
force components are mainly composed of one source each, with lift com-
ing mainly from the pressure distribution while the drag comes mainly from
the shear stress distribution. However, when the angle in relation to incom-
ing flow changes, the aerodynamic forces changes both in magnitude and
composition. As a rule the lift is increases alongside the angle, while the
drag can both increase and decrease depending on the shape. At large an-
gles, or when the object has jagged shapes, there is a significant probabil-
ity of flow separation which causes high drag and a decrease in lift due to
stalling. [7].

2.5 Dimensionless coefficients

For this thesis we are working with two dimensional forces :lift L and drag
D. From these forces, dimensionless coefficients are defined which are used
to analyze and compare results across different scales. Both the lift coeffi-
cient cl and drag coefficient cd are produced by dividing their forces with
the product of the dynamic pressure q∞ of incoming flow and the reference
area which itself is a product of the wing span s and chord length l. These
are all defined within equation 2.8 [7].

cl =
L

q∞l
, cd =

D

q∞l
(2.8)

These coefficients are utilized to characterize the performance of the air-
foil or any other geometry, whose characteristics are equivalent to that of
an wing with in an infinite span. In the case of an finite wing span there is
effects that affect the aerodynamic force R and hence also L and D. For
these, there is a separate set of coefficients denoted by large letters [7].
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The pressure distribution on the surface of the airfoil can be represented by
the dimensionless pressure coefficient Cp. This coefficient, defined in equa-
tion 2.9, relates the local pressure p to the dynamic q∞ and the free stream
pressure p∞ of the incoming flow. This coefficient is commonly plotted for
both surfaces along the chord within the same plot [6].

Cp =
p− p∞
q∞

(2.9)

2.6 Similarity

The similarity principle a fundamental fluid mechanics concept. It is of-
ten used in experimental fluid dynamics to extrapolate or compare results
obtained at one scale to another scale. This principle states that if two ex-
perimental cases are geometrically and dynamically similar, then the dimen-
sionless numbers characterising the experiments should be equal. This al-
lows for experiments to be conducted at a smaller scale and then extrapolate
the results to predict the behaviour of a full-scale model. In order to meet
the similarity criteria between two experiments, they must have the same :

1. Reynolds number Re = ρ.u.l
µ

It represents the ratio between inertia forces and viscous forces. This
number also defines whether the flow is turbulent or laminar. If two
experiments have the same Re number, they are said to be dynami-
cally similar, and similar flow characteristics are to be expected.

2. Geometric similarity
In order to compare an experiment with model to a full scale behaviour,
the geometric shape and proportions have to be similar.

3. Other dimensionless numbers can be considered in specific cases that
will not be investigated in this thesis. Namely the Froude Number
(Fr), the Weber number (We) or the Strouhal number (St).

As one has to match dimensionless numbers between experiments at differ-
ent scales in order to compare results, these results also have to be dimen-
sionless. The main results that will be investigated later are the lift and drag
coefficients.
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2.7 Wind Tunnel

A wind tunnel is a tool that is used by aerodynamicists to study what effect
the air has when moving around an object. A wind tunnel consist of an inlet
section called effuser, a test section in the middle where the tested model is
mounted, and then a diffuser section [9].

The air is made to move through the wind tunnel thanks to powerful fan ei-
ther blowing air in or sucking air from the outlet. Wind tunnel present dif-
ferent categories [9], in the context of this thesis, both wind tunnel used are
open return wind tunnels meaning that the air is drawn from the surround-
ings and rejected back into the surroundings, as opposed to a closed loop.
Both of the wind tunnels are also subsonic windtunnels, and are meant to
study turbulent flow.

Figure 2.1: Sketch of an open return wind tunnel [10]

Various type of experiments can be conducted on models in a wind tunnel,
they divide in two main categories, being either qualitative or quantitative
studies. Qualitative studies mainly revolve around visualising the airflow
around a test model, that can be done using smoke to observe for example
is the flow remains attached to an object on all of its length. An other way is
using type of paint usually called ”flow-viz” that is viscous enough to stick
the model’s body while still revealing the streamlines from the air around
the object.
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For quantitative studies, one can use either pressure sensors with holes on
the surface on an object to study the pressure distribution for example. An
other type of study that can be conducted is using a force balance, using
this tool one can measure the downforce (or lift) of an object as well as the
drag. In the experiments presented later, I used a force balance to perform
quantitative studies.

One important notion regarding windtunnel testing is the blockage ratio. It
is the ratio between the frontal area of the geometry studied and the frontal
area of the windtunnel’s test section. Paper seem to suggest to have a block-
age ratio below 16% when conducting experiments [11]. If the blockage ra-
tio was to be higher, the interaction between the model and the walls of the
test section would be significant enough to impact the aerodynamic forces
generated by the model, leading to inaccuracy. In that case, corrections have
to be applied to the readings to take into account the additional interactions,
this will not be a problem in the experiments conducted.

2.8 Particle Image Velocimetry

The last quantitative study that I will mention in this thesis, and that I con-
ducted, is Particle Image Velocimetry (PIV). This methods also uses a seed-
ing generator. In this case, smoke is used as seeding particles. Instead of
just observing the smoke flow, we also use lasers to track smoke particles
path. It a non intrusive optical measurement method.

To perform Particle Image Velocimetry, the airflow has to be "seeded", that
means that we introduce very small particles into the air. In our case the
particles are produced through a smoke generator, and we assume they are
small enough, meaning sufficiently low mass, so that they follow the exact
same path as the air without any variation.

As mentioned earlier, this technique uses lasers. Using lenses and optical
artefacts, the initial laser beam is turned into a laser plane. That laser plane
has to be along the flow direction and not normal to it. It is thanks to that
plane that we can visualize the seeded particles. A camera is installed in a
direction normal to the laser plane to take pictures of the seeded particles at
a given time.

17



Figure 2.2: Sketch of a PIV experiment [12]

To evaluate the velocity field on that plane at a given time, there needs to
be two lasers beams shot at a very short interval of time and captured by
the camera. The camera is setup so that it takes a picture the moment the
laser beam is shot. We then need how the particles moved between the two
pictures to extrapolate a vector field for the velocity on the vector plane.

This method is called cross-correlation, the picture taken by the camera has
a dimension of 1280 pixel by 1024 pixel. We now divide the ”rectangle”
picture into small squares of 64x64 pixels called interrogation areas. And in
each of these areas, we compare the position of the seeded particles between
the two pictures. A sketch below can show how this process works.

Figure 2.3: Cross-correlation sketch [13]
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To estimate a velocity vector in each of the small squares, an algorithm
”moves” the particles from the first picture with small dx and dy increments
and tries to match as closely as possible the second picture taken. The pro-
cess of trying all combinations of dx and dy is called correlation, and the
algorithm looks for a peak. For each pixel square, the software can produce
a map of the correlation peaks as the one below :

Figure 2.4: Cross-correlation peak [14]

There are seeded particles that were not in the first frame that will appear in
the second frame, leading to misinterpretation from the software. To avoid
that there are safety factor that can be adjusted in the software so that a vec-
tor can only be chosen if its correlation peak is significantly higher than the
second highest peak.

An other common procedure to obtain better results is to chose a combina-
tion of inlet velocity and time spacing between the two lasers beams so that
the average displacement of the seeded particles is less than a 1/4 of the size
of the interrogation area between the two frames.
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3 Experimental Method

For this master thesis I have managed to get access to two different wind
tunnels, one being in Ljungbyhed and one in Lund. The objective was to
run qualitative and quantitative studies to better understand the behaviour
of our car as well as making sure our CFD parameters are adapted to get
accurate results.

The first step to conduct those experiments was to design the model that
would be tested in the wind tunnels. It had to fit in the test sections as well
as having a blockage ratio of less than 5%. For these reasons I decided to
design a scaled model of the 2023 Lund Formula Student car at the scale
1/10.

3.1 Scaled Model

The scaled model of our race car has been designed to resemble the model
that Lund Formula Student uses to run their CFD simulations. In order to
start the CFD simulations, we had to simplify the CAD of our car. For in-
stance, we removed all fasteners, most of the suspension details while main-
taining the A-arms. We also simplified the mounting of our aero compo-
nents. In the picture below you can see the comparison between the 3d printed
model and the CAD for the model we used to run CFD simulations :

20



(a) CAD of the simulation model (b) CAD of the printable model

Figure 3.1: Comparison of both CAD models

The model has been designed so that no fastener was needed to be assem-
bled. This means that any part can be replaced easily. There were two mains
reasons behind that design feature, first if any part was to break it could
easily be replaced. But the second idea I had was to later try new concept
parts and study how they would perform as it would only take a few hours
to print a part to study as opposed to more than 4 weeks of manufacturing
for a carbon fiber part.

Also, the model has been designed so that the monocoque is the main body
of the model, it is 3d printed in two halves facing upwards :

Figure 3.2: Model main body halved

One can also notice that each halve of the main body present a lot of holes,
they are used to mount the rest of the parts composing the model. The spac-
ing between the holes of the main body and the added part was chosen so
that the parts fitted tightly without the need of any glue.
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3.2 Ljungbyhed Wind Tunnel

The first windtunnel that I worked with is located in Ljungbyhed. The test
section dimensions are 600mm*450mm*1000mm. The inlet speed could
be as high as 50m/s. With the following experiments, the inlet speed did
not exceed 25m/s at most as heavy vibrations started to be seen on the 3d
printed components and there was a risk for their structural integrity.

Figure 3.3: Ljungbyhed wind tunnel

This wind tunnel is equipped with force transducers and an Almemo con-
sole to capture the signals emitted from the transducers. This set of equip-
ment allows for downforce and drag to be measured.

I started my first tests by measuring aerodynamic forces on a 3d printed air-
foil shape. The airfoil has the S1223 profile, with a chord length of 155mm
and a width of 300mm. The mounting of the airfoil in the test chamber can
be seen below :

Figure 3.4: Mounting of the airfoil shape in the test chamber
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The two rods that can be seen in the foreground of the picture above are
connected to force transducers to measure downforce (or lift) and the third
gray rod further back allow for the angle of attack of the airfoil to be changed
as well as measuring the drag.

3.2.1 Measuring the AoA

When working with the airfoil shape, one of the most important parameter
to measure for each experiment is the angle of attack. There was no accu-
rate tool provided with the windtunnels. I used a CAD software to derive a
relation between the height of the trailing edge and the angle of attack of the
airfoil

Figure 3.5: Airfoil AoA measurement setup

In the picture below, the two circles that can be seen are the mounting holes
on which the airfoil is mounted. The mounting hole on the left remains
static while the one to the right can move in order to change the AoA of the
airfoil as presented earlier with the 3 rods. Using the CAD software, I came
up with a table connecting the trailing edge height and the AoA :

Airfoil AoA Trailing edge height (mm)
0° 207,0
2° 202,4
4° 197,8
6° 193,2
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3.2.2 Sensor calibration

Apart from measuring the Angle of Attack of the airfoil, I also wanted to
verify that the force sensors were calibrated. Using a delta wing mounted
to the rods as a flat surface, I gradually added more weight on the wing and
measured the "downforce" or weight according to the sensors.

Figure 3.6: Sensor Calibration setup

To add weight on the wing, I had access to some screws that were weighed
beforehand. The screws each had a mass of 25g. I added screws to the wing
by increments of 4 up to 20 screws, it provided this table :

Sensor Calibration
Number of

screws
mass (g) Expected

weight (N)
Measured
weight (N)

Variation

4 100 0,98 0,98 0,0%
8 200 1,96 1,95 0,5%

12 300 2,94 2,92 0,7%
18 400 3,92 3,92 0,0%
20 500 4,90 4,90 0,0%

This small experiment proved that the downforce sensor are well calibrated,
a variation of 0,7% at most is marginal. I could not repeat a similar exper-
iment with the drag sensor as I did not know how to add a load that was in
the direction of the inlet.
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3.3 Lund Wind Tunnel

The second wind tunnel I had access to was located in Lund. The objective
with this facility was to conduct a particle image velocimetry experiment.
The setup can be seen below :

Figure 3.7: PIV experiment setup

In the picture, the wind tunnel can be seen with the model mounted in the
section. The fans were positioned at the end of the diffusing section and
allowed for an inlet speed of 10m/s. One can also observe the lasers on the
bottom left corner of the picture, they provide short lasers beams that turn
into planes through optical manipulation.

In a direction normal to the laser plane, the camera was positioned to the
side of the windtunnel to capture the smoke particles moving. When con-
ducting the experiment, the windows of the lab room were covered with
cardboard to not have any outside light interfere with the lasers.
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4 Simulation Setup

The objective when running the CFD simulations is to first assess whether
the current simulations parameters provide results that match experimen-
tal data. In a second time, I want to change some simulations parameters,
mainly regarding turbulence models and mesh generation to try and find
better parameters to capture reliable results.

4.1 Simulation Domain

4.1.1 Lund Formula Student Baseline

Because of that, I chose to have the initial setup of my CFD simulations to
be heavily inspired by the CFD setup ran by LFS23 to design the aerody-
namic package. In the simulations ran to design the package of this year’s
car, the simulation domain resembles the picture below :

Figure 4.1: LFS Simulation Domain
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The biggest "box" corresponds to the air region, half of the car can be side
in the middle of the air region. There is also 4 boxes gradually bigger that
are meant to perform volumetric refinement. A base size is chosen for the
overall mesh and then a percentage of the base size is applied in the refine-
ment boxes.

The boxes name are : "Car", "Near Wake", "Far Wake" and "Further Wake",
the were sorted by ascending order regarding the volume and how far they
are from the car. As the refinement boxes become further away from the
car and wider, the percentage of the base size becomes higher, meaning that
there is less refinement the furthest we are from the car. Below is the table
of the percentage of base size for each refinement box :

Refinement box Percentage of base size
Car 5%

Near Wake 25%
Far Wake 50%

Further Wake 75%

Along with these refinement boxes for the wake, we in Lund Formula Stu-
dent also decided to refine the mesh around the aerodynamic components,
the picture below shows the said refinement areas in pink :

Figure 4.2: Mesh Refinement Areas
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4.1.2 Current Simulation Domain

To reduce the complexity of the simulations, I decided to only have the
wake refinement areas and not the ones around aerodynamic components.
Instead, I chose to have a surface control applied to all of the aerodynamic
components or airfoils. This was made to better mesh the boundary layer. In
the initial configuration, the boundary layer is meshed with 10 prism layers.
As the flow is turbulent, the thickness was chosen using the following for-
mula [15]:

δ = 0, 37(
l

Rex
1
5

) (4.1)

With l being the chord length and Re they Reynolds number. In our case,
the boundary layer has a thickness of δ = 4, 7mm (l = 155mm,Re =
2, 6e+ 05).

The other major difference with the domain used for the LFS simulations
is that they were designed to be in "free air" with symmetry conditions ap-
plied to the outside walls. While in this case, the experiments are conducted
in a windtunnel with test section that has set dimensions. For that, the do-
main of the simulation had to be narrowed down to respect the dimensions
of the test section (600mm wide and 450mm high). The domain has been
chosen to be 3.5m long, this is more than 10 times the characteristic length
of the tested object to ensure that the pressure of the airflow is back to the
atmospheric levels by the end of the air domain. Here is a side view of the
air domain as well as the airfoil positions :

Figure 4.3: CFD Simulation Domain

Most of the simulations were ran with the airfoil geometry. I chose to do
that as the simulations were less complex, meaning less computing time.
But also because I ran more testing in the windtunnel with the airfoil shape
and therefore felt more confident comparing the results of those experi-
ments with CFD results to draw conclusions.
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4.2 Grid generation

The mesh is generated through several operations. The first operation is a
surface wrapper, using a block representing the air region, the volume occu-
pied by the tested object (either an airfoil with the rods, or the scaled model
with the delta wing) is removed from the air block.

Once this subtract operation is done, the Automated Mesh function from
StarCCM+ is applied, the first step is the Surface Remesher, refining the
surface produced by the CAD software and the Boolean operation that can
sometimes be poor. Having done that, a polyhedral mesher is used to gener-
ate the mesh.

As mentioned in the section 4.1.1, four volumetric controls are applied to
refine the wake of the tested geometry, as well as surfaces controls on any
relevant component to ensure that the boundary layer is properly captured.
A picture of the mesh generated can be seen below :

Figure 4.4: Picture of the mesh generation

The mesh generation has been designed so that the main parameter that
would be changed is the base size of the cells. The refinements are made
as a percentage of the base size. This allows for the generation of meshes of
different sizes in an efficient manner, allowing me to conduct a mesh sensi-
tivity analysis.
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4.3 Mesh Sensitivity analysis

When running CFD simulations, the state variables of the flow are com-
puted in the center of each cells. Once that is done, the rest of the domain
is extrapolated based on the values computed in the cell centers. Running
simulations with a mesh that is too coarse can lead to errors in the solu-
tion, while running simulations with a mesh that is too fine can take to much
computation time to remain interesting. A balance between accuracy and
computing time must be found, this is the purpose of the mesh sensitivity
analysis.

For this analysis, I decided to generate 6 different meshes. As explained
previously, the only parameter that will be changed between each mesh is
the base size. To assess how performant each mesh is, I compare the results
of the CFD simulations with experimental data obtained through windtunnel
testing. Here is a table listing each base size as well as the number of cells
for each mesh :

Base size (mm) Number of cells
20 16.4 M
30 5.4 M
40 2.8 M
50 1.7 M
60 1.1 M
80 0.7 M

For each of the mesh, I chose to run 4 different cases, with different angles
of attack for the airfoil (0°, 2°, 4° and 6°). For each angle of attack, the drag
and downforce were measured, and then compared to the experimental data.
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I then averaged the difference in aerodynamic forces between the CFD re-
sults and the experimental data. All of the simulations were ran with an in-
let speed of 25m/s, the highest speed I reached during testing. Here is the
table with the results :

Difference between CFD results and experimental data
Base Size (mm) Drag difference Downforce difference

20 37,1 % 10,2 %
30 32,5 % 9,4 %
40 32,3 % 9,3 %
50 29,7 % 10,5 %
60 33,2 % 14,4 %
80 32,0 % 26,2 %

Following this analysis, I chose to run the following simulations with a base
size of 40mm for the rest of the master thesis. As the downforce values
could be trusted more, I chose for them to be the most important value to
look into when choosing the most appropriate CFD parameter. One would
also expect the drag difference to be reduced for each refinement of the
mesh, as a finer mesh better captures the wake of the airfoil. The wake is
responsible for most of the drag generated by the airfoil as well. I did not
find an explanation the the increase of drag difference for the 20 mm base
size compared to the rest.

The base size of 40mm proved to be the best balance between the accuracy
of the results, and the computing time. It can already be mentioned that the
difference is drag is very high between CFD and experimental data, but that
will discussed in the Results section.

4.4 Physics setup

Once the sensitivity analysis was conducted and the simulation setup cho-
sen, I can now explain how the physics is described for the model. The air
in the region is assumed to be an ideal gas, the equation of state is :

P = ρRT (4.2)

The initial turbulence model used is the SST k-omega model. A turbulence
model sensitivity analysis will be carried out later in the thesis as well. The
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initial velocity of the continuum is 25m/s towards the outlet.

For the boundary surfaces of the region, all surfaces from the tested model
are considered as walls with a non-slip conditions. All of the side walls, as
well as the "floor" and the "roof" of the test section are considered as walls
with a non-slip condition and no symmetry.
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The velocity inlet is set to 25m/s once the simulation starts, and the pressure
outlet is set to be the atmospheric pressure. To solve the flow and energy
equations, a segregated approach was used. The SIMPLE algorithm was
used to couple the velocity field and the pressure field. All of the simula-
tions were ran in a steady state.
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5 Results

5.1 Airfoil Force Measurements

The first experiment I conducted for this master thesis was using the 3d
printed airfoil shape I presented earlier in the section 3. As a reminder,
the airfoil has the profile of a S1223 wing element, it has a chord length of
155mm and is 300mm wide. It was designed to be mounted directly to the
rods connected to the force transducers to measure the drag and downforce
generated.

Figure 5.1: Airfoil experiment mounting

I decided to conduct the force measurements at 5 different inlet speeds rang-
ing from 5m/s to 25m/s with an increment of 5m/s between each. In order
to rely on the results, the sensor calibration was performed beforehand as
presented in the section 3. Thanks to a feature in the Almemo console, the
measurements were averaged over a period of more than 30 seconds, until
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the measurements settled around a set value, to once more ensure reliable
results.

This process was carried for four different angles of attack ranging from 0°
to -6°. I wanted initially to have a wider range of AoA, with a higher in-
crement but I was limited by the installation. It could have proven more in-
teresting to capture higher AoA where the airflow starts to detach from the
airfoil, and see if the results from CFD simulations could match windtunnel
data.

I have gathered all of the measurements in the two tables below, one presents
all of the downforce measurements, and the other one for the drag measure-
ments. As the windtunnel was initially designed to study aircrafts, the force
balance did not provide the downforce value but the lift. The only difference
being its sign, I just had to inverse the values read on the console to obtain
the following table :

Airfoil downforce measurement (N)
Inlet Speed 0° AoA 2° AoA 4° AoA 6° AoA

5 m/s 0,36 0,50 0,07 1,25
10 m/s 0,65 1,02 0,16 1,40
15 m/s 1,67 1,67 1,11 2,05
20 m/s 2,94 2,68 2,76 2,74
25 m/s 4,50 4,20 4,43 3,75

Airfoil drag measurement (N)
Inlet Speed 0° AoA 2° AoA 4° AoA 6° AoA

5 m/s 0,27 0,27 0,22 0,22
10 m/s 0,73 0,64 0,56 0,58
15 m/s 1,28 1,11 1,05 1,03
20 m/s 1,91 1,74 1,62 1,59
25 m/s 2,69 2,44 2,24 2,20

These experiments were mainly conducted to provide a reliable dataset
that could then be used to compare the performance of different turbulence
model or meshing parameters in the CFD. I chose to run those experiments
with an airfoil shape as it was easier to print, and it will also be easier to
mesh the shape in StarCCM+.
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5.2 Turbulence Model CFD

Following this first experiment in the windtunnel, I started my first CFD
simulations. At first I conducted the mesh sensitivity analysis that was pre-
sented in the section 4. As a reminder, I chose to run a mesh that had a base
size of 40mm, meaning that the number of cells was 2,8M. The choice of
that specific base size was made by comparing the CFD results to the data
presented above at 25m/s, averaged for all 4 AoA tested.

This mesh with a 40mm base size will now be referred as the standard case
in the tables presented in this section and the following. This standard case
was ran with the SST k-omega for the turbulence model. The first compari-
son that I wanted to conduct was to see how other turbulence model would
perform compared to the standard case.

As a reminder, the SST k-omega was the starting point for the turbulence
model because it is the one that is currently used when we run simulations
to design the Lund Formula Student aerodynamic package. I decided to
conduct simulations with two other turbulence models that were presented
earlier in the section 2 : the realisable k-epsilon model and the Spalart-
Almaras model.

In the same spirit as for the mesh sensitivity analysis, I ran 4 simulations
for each turbulence models. The inlet speed of all 4 simulations is 25m/s,
the difference between each is the AoA of the airfoil, ranging from 0° to
6° to compare with the measurements presented earlier. I then compare the
results from the CFD to the windtunnel data, and the table below presents
the averaged difference each set of 4 simulations :

Downforce Measurement (N)
Turbulence model Mesh Size

(Cell count)
Difference

Windtunnel/CFD
SST k-omega 2,8 M 9,35%

Realisable k-epsilon 2,8 M 11,85%
Spalart-Almaras 2,8 M 12,85%

Drag Measurement (N)
Turbulence model Mesh Size

(Cell count)
Difference

Windtunnel/CFD
SST k-omega 2,8 M 32,34%

Realisable k-epsilon 2,8 M 21,98%
Spalart-Almaras 2,8 M 40,35%
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5.3 Fine Tuning Mesh CFD

Trying different turbulence models was my first attempt to see how a dif-
ference in CFD parameters could potentially provide a better accuracy in
the CFD results. I also wanted to evaluate how different meshing parame-
ters could perform and I chose to focus specifically on the meshing of the
boundary layer around the airfoil.

In the standard case, the boundary layer has a thickness of 4,6mm and is
meshed with 10 prism layers. To change that meshing, I chose to first run
simulations with a boundary layer half as thick and twice as thick, while
keeping the same amount of prism layers. This provided the following ta-
bles :

Drag Measurement (N)
Parameter changed Cell count Difference Windtunnel/CFD

Standard case 2,8 M 32,34%
Half Thickness BL 2,8 M 28,16%
Twice thickness BL 2,8 M 31,64%

Downforce Measurement (N)
Parameter changed Cell count Difference Windtunnel/CFD

Standard case 2,8 M 9,35%
Half Thickness BL 2,8 M 16,90%
Twice thickness BL 2,8 M 11,19%

Having done this first set of simulations, I then chose to keep the same bound-
ary layer thickness as it was initially but now change the number of prism
layers used to mesh it. Changing that parameter will change the mesh size
more significantly than the BL thickness alone, that is reflected in the num-
ber of cells in the mesh but can also clearly be seen visually when compar-
ing all 3 meshes.
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Figure 5.2: BL mesh - 5
prism layers

Figure 5.3: BL mesh - 10
prism layers

Figure 5.4: BL mesh - 15
prism layers

The result from the simulations with a varying number of prism layers can
be found here:

Drag Measurement (N)
Parameter changed Cell count Difference Windtunnel/CFD

Standard case 2,8 M 32,34%
5 prism layers BL 2,4 M 1,93%

15 prism layers BL 3,2 M 32,92%

Downforce Measurement (N)
Parameter changed Cell count Difference Windtunnel/CFD

Standard case 2,8 M 9,35%
5 prism layers BL 2,4 M 17,91%

15 prism layers BL 3,2 M 8,92%

5.4 Scaled Model Experiments

5.4.1 Model Force Measurements

Apart from the experiments in the windtunnel with the airfoil shape and
the CFD simulations that were run to try and improve their accuracy, I also
spent some time doing experiments with the 3d printed scaled model of our
LFS23 car. As a reminder, the model is printed at the scale 1:10.
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I was advised not to change the mounting of the rods that were connected
to the force transducers, as presented in the section 3, I had to mount the
model to a delta wing that served as a support and a flat surface to stick the
small car on. To prevent the model from flying into the fan blades, I had
to use double sided tape below each wheels of the model. This will affect
slightly the ride height of the model (understand the distance between the
delta wing "floor" and the bottom of the model’s monocoque), but I wanted
to make sure the model could not detach itself from the surface at higher
inlet speeds. This was how the model was fastened :

Figure 5.5: Scaled Model Fastening

Having the model taped to the delta wing support, my objective is to mea-
sure the downforce and the drag generated by the model alone in different
configurations. For each measurement, I made sure that the angle of the
delta wing compared to the bottom of the test section was 0°. In order to
only measure the force generated by the model, I first had to measure the
forces generated by the delta wing at an AoA of 0° for the 3 inlet speeds I
could run with which were 5m/s, 10m/s and 15m/s.

From these values, I now had to measure the forces generated by the model
and the delta wing and remove the values from the table below to only ex-
tract the aerodynamic forces produced by the model. As I presented earlier
in the section 3, the scaled model has been designed to easily change or re-
move any component, for that reason I decided to compare how the model
behaved with the whole aerodynamic package printed, and then gradually
removing components.
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The first component I removed was the diffusor, then the sidepods and then
both the front wing and the rear wing so that no aerodynamic components
were on the car. The two tables below compile the aerodynamic forces forces
generated by the model at 15m/s in all of the configurations listed previ-
ously.

Drag Measurement - 15 m/s inlet speed - Scaled Model
Model Setup Drag measured Cd value

No Aero 0,35 N 0,309
FW + RW 1,13 N 0,727

FW + RW + SP 1,23 N 0,750
FW + RW + SP + DIF 1,34 N 0,816

Downforce Measurement - 15 m/s inlet speed - Scaled Model
Model Setup Downforce measured Cl value

No Aero 0,66 N 0,574
FW + RW 3,49 N 2,233

FW + RW + SP 4,12 N 2,506
FW + RW + SP + DIF 4,60 N 2,798

Along with the forces measured, I included the values of the aerodynamic
coefficients. In motorsport, especially in formula one, one of the key tar-
get is to maximise the downforce generation while minimising drag. This
means that the higher the Cl/Cd value is, the better the car performs. I com-
piled the Cl/Cd values of each model configuration in this table :

Aerodynamic Forces Coefficient - 15 m/s inlet speed - Scaled Model
Model Setup Cd Value Cl value Cl/Cd

No Aero 0,309 0,574 1,859
FW + RW 0,727 2,233 3,072

FW + RW + SP 0,750 2,506 3,338
FW + RW + SP + DIF 0,816 2,798 3,427
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5.4.2 Drag Reduction System

Measuring the aerodynamic forces of the scaled model in different configu-
rations was my ambition from the start. Having an estimation of how the car
performs was the first step, but I also wanted to prove that with this tool, our
Formula Student Team could quickly test some design idea’s performance.

While running CFD simulations proves to be very time efficient to try a
wide variety of designs and then optimise a certain concept, there are some
times where it is hard to decide between two design options. With the bud-
get that a team like ours has, it would prove impossible to manufacture two
rear wings for example, or two different sets of sidepods and test on track
to see which is best. One should also take into account that manufacturing
carbon fiber components is a long and tedious task that can require up to
several weeks.

The advantage of using a scaled model is that 3d printing a new rear wing or
sidepods at a scale of 1:10 is a matter of a few hours at most. As differences
between CFD simulations and wind tunnel data have been observed before,
I am convinced backing some CAD designs with some experimental data
would give us more confidence in choosing a specific aerodynamic concept.

To prove my point, I chose to design and 3d prints 4 new rear wings. In-
spired by the Drag Reduction System that exists in Formula 1 for the last
12 years, I chose to change the Angle of attack of the second and third wing
elements of our rear wing. The AoA of the secondary elements are ranging
from 0° to -6° with an increment of 2° between each.

Figure 5.6: Drag Reduction Rear Wing
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The objective when having the secondary wing elements flat is to minimise
the drag, not only does it allow for a better straight line speed, but it can
also help reducing the energy consumption of our car, which can prove
needed in certain contexts that will be presented later.

Drag Measurement - 15 m/s inlet speed - DRS Rear wing
Secondary element AoA Drag (N) Cd

0° 0,483 0,320
2° 0,564 0,374
4° 0,6 0,398
6° 0,485 0,322

5.5 Particle Image Velocimetry

My last objective with this master thesis was to try a Particle Image Ve-
locimetry experiment at least once. This process is quite advanced and re-
quires a lot of preparation, as the explanations in the section 2 can testify.
After assembling the windtunnel in Lund and preparing all of the compo-
nents, the scaled model was fastened to the floor of the test section in a sim-
ilar manner as the previous experiments, using a double sided tape.

Figure 5.7: Fastening of the scaled model - Lund windtunnel

One can notice that the model has a different color than before. I had to
spray paint the model using a black paint, the reason being that when doing
PIV experiments, we want to setup the camera optics settings so that only
the smoke particles hit by the laser can be seen in the pictures.
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Adjusting the contrast of the camera settings as well as controlling how
much light gets into the camera helps to have a better image quality but hav-
ing the whole model black contributes more to contrast and only observe
smoke particles.

The setup of the experiment was presented earlier in the section 3, an inci-
dent laser plane is generated in front of the car, and the camera is placed on
the side so that the laser plane is orthogonal to the camera direction. The
laser plane has to be along the flow direction, otherwise it would not be pos-
sible to observe the particle’s path. For this experiment, I chose to have the
laser plane going through the middle plane of the car as such :

Figure 5.8: Laser plane - Scaled model

The camera has a resolution of 1280x1024 pixels. The camera and the model
were positioned respectively so that the picture corresponded to a rectan-
gle of 212mm by 163mm on the scaled model symmetry plane. This meant
that each pixel corresponded to a square with a side length of 0,16mm in the
symmetry plane.

Once the fans are turned on and the air starts flowing, the inlet speed is
vin = 10m/s. As a reminder from the section 2.9, the short time spacing
between the two lasers pulses had to be chosen so that the particles do not
move more than a 1/4 of an interrogation area between the two pulses.

For my experiment, I chose to have the interrogation area be 64x64 pix-
els, meaning 10,24mm x 10,24mm on the middle plane of the model. Let’s
name τ the time spacing between the pulses and l = 10, 24mm the length of
the interrogation area, then we need to have :
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τ =
l

4

1

vin
(5.1)

This gave a time spacing between lasers pulses of :

τ = 256µs (5.2)

I initially wanted to have a camera positioned so that the picture would in-
clude the whole car but that was not possible given the lab room configu-
ration. Instead, the pictures taken captured the airflow from the front of the
car until the main hoop.

With every element calibrated, I started my PIV experiment by turning on
the fans and the lasers. Then a smoke machine started to blow and smoke
went through the inlet. The camera took 4 sets of pictures per second, and I
let it run for 5 minutes. I had to stop the smoke machine after two minutes
because the room completely filled with smoke. A picture of the lab after
the first few minutes can show how foggy the lab room got :

Figure 5.9: Lab room filled with smoke

Because of how much smoke was in the room, I had to stop my experiments
as I feared I would trigger fire alarms. Unfortunately, the pictures taken by
the camera did not reveal much and the results were not exploitable. I still
decided to run the cross-correlation process on the sets of pictures taken,
and the average the velocity vectors that the software estimated. This result
is wrong, but proves that an attempt was made.
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Figure 5.10: Average velocity vector map

This picture represent the averaged velocity vector in each interrogation
cells of 64x64 pixels over 5 minutes. If the experiment worked, the bottom
left part of the picture should not have any velocity vector as it is where the
scaled model was located. I did not have more time to try and better this ex-
periment although I think it is possible, I will discuss more on what could
be improved in the next section.
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6 Discussion

6.1 S1223 force measurements

For a 3d printed S1223 airfoil with a chord length of 155mm, and an inlet
speed of 25m/s, the Reynolds number is Re = 2,6e+05. I have found a paper
that worked on the specific S1223 airfoil shape and plotted the lift charac-
teristics for a Reynolds number Re = 2e+05. Although I have some level of
confidence in my experimental data, being able to compare my results with
a published paper [16] provides an additional level of trust towards my re-
sults granted they are matching. I have made a table that contains the lift
characteristics of the S1223 wing element based of the paper :

S1223 Lift characteristics - Re=2e+05
Angle of Attack Cl

0° 1,15
-2° 0,85
-4° 0,35
-6° 0,08

Using my own data provided in the section 5.1, I came up with this table :

Experimental S1223 Lift characteristics - Re=2,6e+05
Angle of Attack Downforce (N) Frontal Area (m2) Cl

0° 4,50 7,04e-03 1,58
2° 4,20 7,52e-03 1,38
4° 4,43 8,07e-03 1,36
6° 3,75 8,71e-03 1,07

In fluid dynamics, the similarity principle (section 2.5), states that if the
Reynolds number and the geometry of 2 separate experiments are the same,
then the results can be compared. The results that can be compared can
only be dimensionless coefficients, in this case the lift coefficient. While
the Reynolds number are not exactly the same, they are sufficiently close to
compare results.
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The initial Cl value at 0° is significantly higher than the one found in the
literature, and the steady decline in Cl value with the increase of the AoA is
not occurring in my experiments. That could be explained by the setup of
the experiment.

In my experiment the airfoil was mounted to generate downforce, while
in the paper, it was placed in the opposite configuration, to generate lift. If
one looks closely into the mounting of the airfoil in my case, the mounting
points were positioned in the low pressure region of the airfoil. Disturbing
the airflow in that very sensitive area impacted the generation of downforce
and therefore the quality of the results.

One should also consider that these airfoils are meant to be more perfor-
mant as the Reynolds number increases (Re=2e+05 being a relatively low
value), it is then not surprising either that my Cl values are higher than the
one published in the paper.

Having been able to compare some of my experimental data to a published
paper gave me sufficient confidence in my downforce readings. I have not
found any relevant data regarding the drag coefficient of the airfoil, and the
readings are in my opinion a bit high.

I suffered a calibration reset of the drag sensor during one of my experi-
ments and I have not found a way to make sure it was properly calibrated
afterwards. Therefore when comparing CFD results with experimental data
later, I mostly was interesting in the Downforce results to chose one CFD
parameter variation over an other.

6.2 Turbulence Model Sensitivity Analysis

The turbulence model sensitivity analysis was the first comparison between
CFD results and experimental data from the windtunnel. As specified in
the last section, when comparing the CFD results to the data I measured, I
mostly focus on the downforce readings as I have a lot more trust in these
results.

The initial simulation case used the SST k-omega model and I tried two dif-
ferent turbulence model : the realisable k-epsilon as well as the Spalart Al-
maras. Based on the results provided in the section, it seems that the SST
k-omega provided the closest results compared to experimental data.
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As a reminder, the simulations were ran for all 4 AoA tested and then aver-
aged, because of that I chose to keep the SST k-omega model for the turbu-
lence model and I believe it is the turbulence model that should be kept for
the Lund Formula Student simulations as well.

I chose not to include scalar scenes where the pressure distribution or the
velocity magnitude field would be plotted because in my master thesis work,
I really wanted to emphasise on how the experimental data can help chose
the best CFD parameters in order to reach the highest order of accuracy in
our results.

I did not have any relevant data to use to compare how the turbulence mod-
els predicted the airflow behaviour given that the PIV experiment was not
successful. Hence why I chose to focus only on the data I had as a baseline
for the comparisons.

6.3 Boundary Layer Mesh Sensitivity Analysis

For this thesis, I did not want the turbulence model to be the only parameter
that would be changed and tested to try and optimise the CFD results. For
that reason, I chose to also focus on the boundary layer meshing in partic-
ular. The initial boundary layer thickness was calculated according to the
airfoil dimensions and the inlet speed.

When reducing by half or doubling the thickness of the boundary layer, the
difference between the CFD results and the experimental data increased.
When reducing by half the thickness of the boundary layer refinement in the
mesh, the outer half of the boundary layer is meshed more coarsely, leading
to more inaccuracy. While if the boundary layer thickness is doubled, there
is less refinement where the boundary layer really is and a portion of the
free stream is refined for no reason, leading again to a greater inaccuracy.

Thanks to these observations and results, I can confirm that our meshing of
the boundary layer is correct regarding the thickness. For the same thick-
ness, I also decided to change how many prism layers were used (mean-
ing how many cells). When diminishing the number of prism layer the re-
sults were drastically lower but with 15 prism layer instead of 10, the results
were better than the initial case.
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The CFD engineers at Lund Formula Student could look into applying that
parameter change in the simulation setup in order to have closer result. One
thing to bear in mind is that increasing the number of prism layers result in
an increase of the cell count. In my case the mesh does not contain so many
cells but when meshing a whole race car accurately, the mesh has more than
100M cells.

Having a finer boundary layer meshing could provide better results, but also
a few more millions of cells in the mesh and a longer computing time. This
is the dilemma of any CFD problem about finding the right balance between
meshing refinement and computing time, I will leave the solving of that
problem to the LFS24 aerodynamic subteam.

6.4 Scaled Model Experiments

6.4.1 Model Force Measurements

The main comment that can be done regarding the scaled model experi-
ments is that they do not reflect the actual behaviour of the car. In order for
the car to remain stable, the wheels had to be taped to the delta wing sur-
face. This meant that the wheels were not spinning while when a race car
drives, a lot of "dirty air" is generated by the wheels spinning, and that dis-
turbs the airflow leading to more drag.

On top of that first observation, the delta wing remain static throughout the
experiment, meaning that the floor does not move. While in racing condi-
tions, the floor under a race car moves and that allows for ground effect un-
derneath the car. Ground effect is a very efficient manner to generate down-
force with very little additional drag. On our LFS23 concept, the sidepods
and the diffusor take advantage of the ground effect phenomenon in order to
generate a lot of downforce. All of that additional downforce could not be
generated by the scaled model in these conditions.

Nonetheless, this experiment allowed to have a first approximation of the
race car performance. There is a clear difference of performance between
the model with the whole aerodynamic package and without, with a Cl/Cd
value of 3,4 compared to 1,8 respectively. One can also observe that each
aerodynamic component contributes significantly to the production of down-
force (see section 5.4.1).
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When designing our car, the Cl/Cd value is on of the most important met-
rics to evaluate the performance of our design, according to our simulations
the LFS23 car has a Cl/Cd value of 4,5 for a speed of 15m/s. While this ex-
periment would predict a Cl/Cd of 3,4 for the real car at a driving speed of
1,5m/s.

Indeed, if we want to compare these experiments with real life behaviour,
the similarity condition needs to be matched (section 2.5). If we wanted to
match the LFS23 car at its average speed of 15m/s, the model would have to
be tested in a windtunnel where the inlet speed is 150m/s, which would not
be sustainable for the model obviously.

6.4.2 Drag Reduction System

Along with the standard model experiments, I chose to do some more tests
with 4 sets of rear wings that were designed to minimise the amount of drag
generated by the car. According to our simulation, the rear wing is respon-
sible for up to 65% of the drag generated overall. Reducing the drag of the
car is interesting for us in two racing categories.

First the acceleration where the car has to start from standstill and drive
70m as quickly as possible. The other racing event being the Endurance
where we have to drive 22km, minimising drag there allows for energy
savings which were needed for Lund Formula Student this year in order to
safely cover the distance.

Although I do not trust the exact values of the drag forces generated by the
model because I believe there is a multiplying constant missing, I still be-
lieve of the tendencies between results in a similar configuration. The tables
in the section 5.1 suggest that the minimum of drag would be achieved for
an AoA of -6°.

It turns out when testing the different rear wings that the minimum amount
of drag was generated by the one with the secondary wing elements being at
0° AoA. In that configuration the Cd value is 0,320 while for the same inlet
speed and the standard aerodynamic package, the Cd value is 0,816.

Using a laptime simulation software, and choosing a track layout where we
run some physical tests with our race car, I chose to compare the energy
consumption of the car with the two different Cd values.
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Over the course of one lap on the Lockarp go-kart track, the car in its stan-
dard configuration (i.e Cd=0,816) consumed 0,041 kWh while in the DRS
configuration, the car consumed 0.014kWh.

Running with the secondary elements of the rear wing at 0° of AoA reduces
significantly the energy consumption of the car, but it would also reduce
the amount of downforce generated by a lot, probably leading to slower lap
times.

Using this experiment and their results, it comforted the Lund Formula Stu-
dent team to have a rear wing configuration with both secondary elements
being at 0° of AoA on the real car. I am really happy and proud that the
team put their trust in my results to decide on the configuration of our rear
wing. This proves that the scaled model can be used to assess the perfor-
mance of different designs in a very time-efficient manner, and lead to con-
cept decisions. Below is a picture of the actual LFS23 race car, in its mini-
mal drag configuration :

Figure 6.1: LFS23 car - DRS configuration
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6.5 Particle Image Velocimetry

The last experiment I wanted to carry out was with Particle Image Velocime-
try. In the previous windtunnel (in Ljungbyhed), I already had the opportu-
nity to use smoke machines in order to visualise the airflow around the car.
One could easily observe the wake of the car generated mainly by the rear
wing as can be seen here:

Figure 6.2: Scaled model wake

Then, the use of the smoke generator was only qualitative, I could not draw
any tangible results from these observations. Therefore I wanted to try the
PIV experiment to now use the smoke in a qualitative manner. As I ex-
plained earlier in the section 5.5, the experiment did not work. I think that
there are several reasons to that failed attempt, the first one being the rela-
tive positioning of the camera and the model.

My initial ambition was to capture the airflow around the whole car in a
single picture, and with the space constraints, each picture corresponded
to a rectangle of 212mm by 163mm. Each interrogation area represented a
square with a side of 10,24mm.

I believe that this was my first mistake, because the smoke particles were
very very thin, therefore when the smoke was flowing from the inlet, there
was smoke particles in basically each pixels of the camera, therefore not be-
ing able to tell how particles move between the first picture and the second
just after.

52



While the camera positioning was an avoidable mistake that could be fixed,
as well as having a better adjustment of the contrast in the picture taken,
there was an other problem that I don’t think could be solved with the time
I had left before handing my master thesis. As the windtunnel is an open re-
turn windtunnel, the air pushed from the outlet circulates again in the room
before going back into the inlet.

This meant that the smoke that initially went into the inlet started to fill the
room very quickly. Within 2 minutes of experiments the whole room was in
a thick fog, meaning that the camera could not take any proper pictures any-
more, all of the shots ended up being blurred by the smoke particles outside
of the test section.

To avoid that problem and have exploitable results, I believe the windtunnel
would have to be changed so that either it becomes a closed loop, but the
better option would probably be that there is a duct at the outlet of the wind-
tunnel, preventing the smoke from filling the lab room.
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7 Conclusion

7.1 Conclusion

Through this work on my master thesis, I have managed to showcase how
we could combine 3d printing and windtunnel testing in the context of for-
mula student. Using the CFD software starCCM+ and measurements on an
airfoil shape, I managed to confidently confirm that are simulation param-
eters allow for accurate results. What I think is the most important on the
overall work is regarding the scaled model. I am convinced that this tool can
be a great asset when designing an aerodynamic package. It represents a
very time efficient manner to evaluate different concepts that can show simi-
lar performances on a CAD software.

Thanks to my experiments, I contributed to the choice of our rear wing con-
figuration when trying to minimise the amount of drag. I am very thank-
ful for putting their trust in my results and that further proves how working
with a similar scaled model in the future could prove beneficial for the Lund
Formula Student team or any other. In my opinion this work can serve as a
baseline for the coming years of aerodynamic design, but the experiments
could be improved significantly.
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7.2 Recommendations for future work

The CFD parameters that have been tested in this paper were the turbu-
lence models as well as the boundary layer meshing. An other parameter
that could be looked into is how the refinement of the wake behind the car
is made, to try and optimise the results and the computing efficiency of the
simulations.

Regarding the experiments with the scaled model, a second version could
be made with spinning wheels using bearings. In that case, there should
also be a custom "treadmill" below the scaled model to simulate a moving
floor. With spinning wheels and a rolling floor, the behaviour of the scaled
model would be much more representative of the formula student car in rac-
ing conditions. One should always remember that the speed of the rolling
floor should be equal to the inlet speed of the windtunnel to have the correct
physical behaviour.

Lastly, the Particle Image Velocimetry experiment could be reiterated. But
as I explained earlier in the section 6.5, the current configuration of the
windtunnel accessible in Lund is not prone to this type of experiment as it
is an open return windtunnel. In my opinion a Formula Student team would
spend a lot of energy and time to successfully conduct a PIV experiment,
with little to no significant data that could be used for designing.

It could provide some information regarding the attachment of the airflow
around the car, but that can already be estimated with bare eyes when watch-
ing smoke flow around the body of the model. As time is one of the most
precious resources in the context of Formula Student, I would suggest to
concentrate efforts into CFD correlation and scaled model force measure-
ments.
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