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Abstract

Neuromorphic processors are a promising new type of hardware for optimizing
neural network computation using biologically-inspired principles. They can effec-
tively leverage information sparsity such as in images from event-based cameras,
and are well-adapted to processing event-based data in an energy-efficient fashion.
However, neuromorphic processors struggle to process high resolution event-based
data due to the computational cost of high resolution processing. This work intro-
duces the Trainable Region of Interest Prediction (TRIP) framework for attaining
hardware-efficient processing of event-based vision on a neuromorphic processor.
TRIP uses active region-of-interest (ROI) generation to perform hard attention
by cropping selected regions of input images, automatically filtering out unnec-
essary information and learning to process only the most important information
in an image. TRIP is implemented on several neural networks tested on vari-
ous event-based datasets. It leverages extensive hardware-optimization to maxi-
mize efficiency with respects to hardware-related metrics such as power, memory
utilization, latency, number of network parameters, and area. The algorithm is
implemented and benchmarked on the SENECA neuromorphic processor. The
algorithms employing the TRIP framework exhibit intelligent ROI selection be-
havior and the capability to dynamically adjust ROI size and position to fit various
targets, while obtaining or in some cases improving over state-of-the-art accuracy.
Utilizing lower resolution input reduces the computation requirements of TRIP by
46× compared to state-of-the-art solutions. The embedded hardware implemen-
tation of TRIP more than doubles the speed and energy efficiency of classification
on the DVS Gesture recognition dataset compared to a baseline network, and gen-
erally outperforms other state-of-the-art neuromorphic processors benchmarked
using DVS Gesture.
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Popular Science Summary

Artificial intelligence (AI) is being pervasively adopted across all facets of life,
but one thing holding back the expansion of AI capabilities is its massive energy
requirements. Servers used to deliver AI services consume more electricity than
entire countries1, and the cost is felt not only in the wallets of companies but on
the planet as well. While the things that AI can do are extremely impressive, the
current cost of powering AI is simply unsustainable.

Humans are looking for ways to make more powerful AI systems fit on smaller
devices that consume less energy. Not only will this be cheaper for both the
planet and those paying for cloud servers, it will enable AI systems like robots and
self-driving cars to be faster, more sophisticated, and more effective. When an AI-
powered system like a self-driving car can perform its advanced object detection
and decision-making efficiently within the device itself, it does not have to send
huge amounts of data back and forth to a cloud server. Instead, it can operate
locally and be self-contained within itself. This is faster, potentially more energy
efficient, and eliminates the risk of sensitive data being leaked. Furthermore, the
less space and energy that an advanced AI takes up on a device, the more advanced
AI we can fit on a single device. Super energy-efficient AI can enable us to cram a
multitude of sophisticated functions into a single wearable or implantable device.
The brain of a robot will be able to fit even more neurons in it and still run on
the same battery. More efficient AI will enable a future that looks even more like
science fiction.

The challenge of making AI more efficient require re-thinking both the hard-
ware that we build to run it and the algorithms we design for the software. In
this thesis, an algorithm is implemented which mimics the way that human eyes
analyze a scene. Instead of taking in an entire scene at once (kind of like an in-
sect eye) as most computer vision AI does, the algorithm in this thesis figures out
where the most interesting place to look in a picture is, and then focuses only on
that part. This is called a hard attention algorithm, and doing this turns out to
be much more effective than doing it the insect way. Additionally, this algorithm
is implemented on a special type of hardware known as a neuromorphic processor,
which is inspired by how neurons in the human brain communicate with one an-
other. The reason why neuromorphic processors try to mimic the human brain is
the same reason why the algorithm tries to mimic human vision: the human brain

1https://doi.org/10.1016/j.joule.2023.09.004
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is simply incredibly energy efficient! Sure, AI might be able to beat you at a board
game. However, your brain only consumes as much power as a single lightbulb,
while the AI needs something like the electricity consumption of an entire house-
hold. For that reason, many researchers believe that there is something to learn
about how to make AI more energy-efficient by studying our own efficient and
intelligent brains. Naturally, computers and AI are very different from humans
and biological neurons, so human biology is not a blueprint but rather a source of
potential inspiration and ideas.

The hard attention algorithm used in this work is designed for maximizing the
efficiency of the algorithm on hardware. This means making it is as fast as possible
while requiring as little power, memory, and area as possible. The algorithm
itself drastically improves effectiveness over state-of-the-art solutions for computer
vision using a special kind of camera known as an event-based camera (the design
of which is also inspired by human vision in the interest of greater efficiency).
It utilizes a whole set of hardware optimization techniques, and is implemented
on a neuromorphic processor to produce an incredibly efficient computer vision
algorithm for detecting gestures performed by a human. When a person waves
their arms in front of the camera, the system automatically filters out information
from the most interesting region (usually the arm) to minimize the amount of
information that it needs to process. It automatically adjusts its own focus to
filter out irrelevant objects or to focus on bigger or smaller objects in the camera’s
view. It detects the gesture with high accuracy, high speed, and with minimal
memory and energy usage.

By overcoming the limitations typically faced by embedded AI, the solution
presented in this work offers potential solutions to many of the problems currently
faced in research. One of these is the high computational cost of processing high
resolution images, which makes it impossible for neuromorphic systems to pro-
cess data from event-based cameras with high resolution. High resolution data
is important to obtain high accuracy, but because of the current hardware ineffi-
ciencies, state-of-the-art solutions are forced to resort to low-resolution processing
instead. By focusing processing towards small, low-resolution areas, the hard at-
tention framework introduced in this thesis could be very useful for high resolution
processing of event-based data on neuromorphic systems.
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Chapter 1
Introduction

Artifical neural networks trained by deep learning have enabled artificial intel-
ligence (AI) systems to reach the point of near-human, human, or superhuman
performance across all manner of tasks. They are deployed in autonomous driving
systems, in language models that analyze and generate text, in wearable smart
devices, in neural implants, in aerial and underwater robots, in warehouses to
move boxes, in our homes to vacuum our floors, and in countless other facets of
life. As the rate of AI adoption increases, and AI systems powered by neural net-
works grow more ubiquitous and entrenched in society, certain limitations of these
systems also grow ever more apparent.

1.1 Motivation

The impressive capabilities of AI systems require staggering amounts of computa-
tions to be performed. These computations translate to large amounts of power
consumed by the hardware on which neural networks run, usually in data cen-
ters accessed via cloud services. Cloud computing allows advanced AI to be used
within a system such as a self-driving car while offloading the computations to a
remote server. For the car to use its AI, requests are sent back and forth between
the car and a neural network located on a processor somewhere far away from
the actual car. This way, car designers need not consider the limitations of the
car itself when selecting hardware to power the neural network. If not for cloud
servers, a robot vacuum cleaner would have to carry specialized hardware which
might drain its battery faster, complicate product design, impact manufacturing
considerations, and likely exacerbate the development of an efficient form factor.
Therefore, offloading computations to the cloud is convenient, since the current
bulky, energy-expensive state of neural network computation makes nimble AI
deployment difficult to achieve locally, on the devices themselves.

However, there are several reasons why researchers and companies alike are
seeking ways to move AI off the cloud, and embed it within entirely self-contained
devices. This is known as edge computing, where neural networks are computed
locally "on the edge" rather than "on the cloud". First, the transfer of large
amounts of data back and forth from the cloud is highly costly in terms of energy.
Second, sending data has a huge impact on the speed of a system. In fact, for
computer vision applications, it is often the main latency bottleneck affecting the

1



2 Introduction

speed at which a neural network can perform inference. Thirdly, reliance on data
transfer and storage opens up privacy concerns. A significant amount of companies
at some point fall victim to data breaches or attacks, which exposes potentially
sensitive data of its users. Another important consideration particularly relevant
for companies delivering AI-powered solutions is the cost of either running or
renting cloud services. Data centers are very expensive to run, and the cost of
renting cloud services can easily dominate operating costs if not carefully managed.

If AI systems can be designed to be more hardware-efficient than they are
today, they could be run locally on devices without needing to send any data back
and forth to the cloud. This would avoid the risk of sensitive data exposure and
increase the speed at which AI can operate. It would remove the cost/operating
overhead of cloud services. It has the potential to make systems more energy
efficient than what they are today, which opens up greater possibilities for how
complicated a single system can get.

Edge AI applications today are limited by how efficient algorithms and hard-
ware are when running together. The challenge of making AI algorithms run
efficiently on hardware necessitates making improvements and design consider-
ations in both software design and the hardware design. Importantly, software
must be designed to run efficiently on a given hardware in order to best leverage
that hardware’s capabilities. Equally importantly, design of hardware must be in-
formed by how the design can most efficiently accelerate the algorithms that need
to be run on it. Therefore, hardware design and software design must inform and
be informed by one another. They must be developed and optimized together in
order to achieve hardware-efficient algorithms and thereby hardware-efficient AI
systems.

1.2 Research goal

This thesis work explores methods of making deep learning neural networks more
hardware-efficient, i.e. faster and less area-, memory- and energy-consuming to
run on a processor. In particular, this work deals with a combination of three
different paradigms being used in edge AI research and industry: 1) neuromorphic
computing, 2) event-based vision, and 3) hard attention algorithms.

Neuromorphic processors are a specialized form of hardware designed to opti-
mize neural network computations by performing in-memory computation. This
work uses the SENECA digital neuromorphic processor developed by researchers
at IMEC.

Event-based vision is visual processing performed using event-based cameras:
an alternative technology to RGB cameras. Event-based cameras are developed to
be more energy efficient than RGB by using less information to represent a scene
or object.

Hard attention algorithms are used to train computer vision neural networks
to automatically select a small region(s) of an image that are important for under-
standing a scene; the important region is then cropped in order to limit the amount
of information that the network needs to process. It allows the computational cost
of image processing to be reduced due to the smaller dimension of data being pro-
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cessed. Neuromorphic processors, in-memory computing, SENECA, event-based
vision, and hard attention algorithms are explained in further detail in the next
chapter.

Hard attention algorithms are proven to be able to reduce the computational
cost of image processing. In particular, they enable high resolution processing
which is beneficial for high classification accuracy without a prohibitive increase
in processing requirements. However, little to no work exists that seeks to combine
hard attention methods with event-based vision and neuromorphic processing in
order to leverage the combined hardware efficiency of all three paradigms together.
For limited neuromorphic systems, the hardware cost of processing high-resolution
input is oftentimes prohibitively high [29] as evidenced by the lack of state-of-the-
art processors that can perform high resolution processing efficiently. As such,
neuromorphic processors cannot leverage the high resolution event-based data that
is currently available from state-of-the-art event camera technology.

The goal of this thesis work can be summarized in two parts: 1) to develop a
novel design of a hard attention framework with the goal of maximizing the hard-
ware efficiency of a neural network performing classification on event-based images.
2) to realize a neuromorphic hardware implementation of said network with im-
proved efficiency over state-of-the-art through hardware-software co-optimization.

The framework developed in this thesis in order to meet this goal is called
TRIP: Trainable Region of Interest Prediction, and is described in further detail
in Chapter 3. Chapter 3 also contains details of the methods used to develop and
benchmark the framework on different datasets and in the hardware implementa-
tion. Chapter 4 details the results of experiments and benchmarking, and Chapter
5 provides an outlook on future directions for expanding the work outlined within
the previous chapters.
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Chapter 2
Theory

2.1 SENECA Neuromorphic Processor

SENECA is a Scalable Energy-efficient NEuromorphic Computer Architecture [33].
A neuromorphic architecture differs from the type of computer architectures used
in most computing devices. The computers and processors that are currently
used for computing neural networks are based on what is called von-Neumann
architecture. For example, a graphics processing unit (GPU) which is the most
commonly used hardware for AI, is an example of a von-Neumann architecture.
In a von-Neumann architecture, memory and computation are separated. To per-
form multiplication using neural network weights, for instance, the correct weight
has to be loaded from the memory into the computation. Once the result of the
multiplication is computed, the output value must be stored back in the memory
as the updated neuron state. The movement of data from memory to comput-
ing and vice versa is the main bottleneck in von-Neumann processing which lim-
its processing speed and energy efficiency. Neuromorphic architectures typically
mitigate this issue by co-localizing computing and memory through so-called in-
memory computing: by performing computation directly on the memory storing
a neuron state, the state is updated directly without need for data movement. In
practice, true co-localization of memory and computation is difficult to realize in
digital architectures since memory and computation is always defined by separate
circuits. Analog solutions based on memristor crossbar arrays enable "true" in-
memory computations, but digital neuromorphic solutions technically implement
near-memory computation by minimizing the transfer overhead between memory
and computation as much as possible through design and layout considerations.

In von-Neumann architectures such as GPUs, multiple GPU cores perform
processing in parallel using the same shared data memory between cores, and there
is no direct data transfer from core to core. This limits scalability; adding more
cores is prevented by the data transfer bottleneck between shared memory and
cores imposed by the limited memory bandwidth. Where the SENECA processor
architecture differs is that each core contains its own data memory, and data
is transfered between cores by implementing sequential processing blocks across
multiple cores. This allows arbitrary scaling not limited by memory bandwidth
[33]. In this way, SENECA circumvents the memory bottleneck of von Neumann
systems by implementing a form of near-memory computing on the architectural
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6 Theory

level.

2.1.1 Event-based Processing

SENECA is a flexible and reconfigurable processor architecture which can im-
plement various algorithms for neural network computing. In this work, neural
networks on SENECA are implemented using integrate and fire neurons. In inte-
grate and fire, the process of updating the neurons of a neural network is divided
into two steps: 1) integrate and 2) fire. In integrate, incoming input to a neuron
is used to update the neuron’s state/memory potential. The fire step only occurs
once the memory potential of the neuron exceeds a pre-defined threshold value,
upon which the neuron fires one output signal. The output signal is called an
event or a spike. Because a neuron is only updated when it receives an event(s),
and neurons only produce events when it is time for them to fire, the integrate and
fire model is an example of an event-based processing system. The advantage of
using an event-based system is that only non-zero events are propagated through
the neural layers. In non-event-based systems, all neuron states must be computed
at each timestep even for neurons with no activity. By only computing non-zero
events, an event-based system can perform less computations when updating neu-
ron states. The number of non-zero events processed by a system is measured
using the metric effective multiply-and-accumulate operations (effective MACs).
A higher number of effective MACs directly translates to a greater hardware uti-
lization as a result of more memory and energy being consumed for processing
[32]. The ratio of effective MACs to overall size of a network is a measure of the
activation density of a network. A network with a low number of effective MACs
in relation to its size is said to have low activation density or high activation spar-
sity. The higher the sparsity in an event-based system, the less events have to
be processed and the less computations have to be performed. The event-based
system in this work encodes events using an adress-event representation (AER),
in which each event is made up of a digital signal containing the magnitude of the
event and the address of the source neuron that produced the event.

2.1.2 SENECA Architecture

SENECA consists of multiple cores. The architecture is scalable in the sense that
it can be expanded to an arbitrary number of cores. Each core contains eight
SIMD Neuron Processing Elements (NPEs). The NPEs are configured by a RISC-
V controller which also manages input/output of events to and from the core,
and address decoding/encoding. The RISC-V programs each NPE with the same
microkernel, and the NPEs execute the same microkernel on 8 adjacent memory
addresses at once.

2.2 Event-based Vision

In an event-based camera, each pixel independently and asynchronously produces
an output proportional to the change of brightness at that pixel [10]. Because the
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Figure 2.1: Overview of SENECA cores. Right: a collection of
multiple SENECA cores. Left: expanded image of one seneca
core, containing RISC-V controller, eight NPEs, and periphiral
circuitry including memory and network on chip (NoC).

event-based camera only responds to changes in brightness, stationary or unchang-
ing objects in the camera’s field of view do not produce any output, see Figure
2.2. As a result, an event-based camera produces less information than an RGB
camera because information from the background or from non-active regions is fil-
tered out [6]. Assuming that the camera is only interested in objects that are not
stationary/unchanging, the event-based camera is a more efficient way of process-
ing important information about a scene since less pixels need to be processed. In
particular, an event-based system is capable of leveraging the information sparsity
in an event-based image to reduce the number of computations it has to perform
during processing [36, 24].

An event-based image has two output channels, one for negative polarity and
one for positive polarity, reflecting either an increase or decrease in relative bright-
ness. Event-based images can be binary (magnitude of an event is always one) or
graded. Graded events can represent arbitrary magnitudes of brightness as the
event value which is sent in the AER format.

2.3 Hard Attention

Hard attention is the name given to top-down methods of selectively processing
cropped regions of an input image [13]. They belong to a class of methods known as
attention methods, in which different parts of an input are given different weighted
values to represent their relative importance or saliency. High priority or attention
is directed towards the most important or salient regions. In soft attention, the
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(a) RGB camera.

(b) Event-based camera.

Figure 2.2: The same scene recorded with (a) an RGB camera
and (b) an event-based camera. The event-based camera only
produces an output when light intensity changes, so the moving
person is captured while the stationary background is not.

entirety of the input dimension is processed in order to map the saliency of every
data point. In hard attention, only a part of the input which is deemed important
enough is ever selected for further processing while the rest is simply not processed
at all.

The challenge in hard attention is finding a reliable strategy for determining
a region of interest (ROI) without knowing a priori where the ROI will be. Early
methods for saliency detection in computer vision focused on low-level image fea-
tures such as differences in pixel brightness to make informed guesses about where
important information might be [16]. The earliest top-down strategies attempted
to frame the problem of saliency detection as a problem of selecting the right ac-
tion of cropping, i.e. "deciding where to look" [20]. This idea was expanded upon
through models that used reinforcement learning to define actions based on placing
a limited bandwidth sensor on various locations across an input image. Through
reinforcement learning, the agent placing the sensor is trained using a reward pro-
portional to the likelihood of correctly classifying the image based on the input
from the selected region. The recurrent attention model (RAM) utilizes recurrent
neural networks to maintain an integrated history of previous predictions, in order
to iteratively refine predictions over time based on data from previous attempts
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[23]. Many other reinforcement learning models elaborate these concepts using
increasingly sophisticated architectures and various tasks [3, 8, 27], including hard
attention models for video footage [5] and for extremely high-resolution images
containing small ROIs [19].

Hard attention algorithms have multiple beneficial properties. First and fore-
most, reducing the input size that needs to be processed by later network layers
drastically reduces the number of computations that need be performed by the
network, resulting in a more efficient algorithm. Using higher resolution input
resolution improves accuracy on classification tasks, but computational cost in-
creases quadratically when using convolutional networks [31, 27]. Furthermore, it
has been shown that in cases where an input image has a low ROI-to-image ratio,
classification accuracy can be degraded as a result [19]. Using hard attention can
improve accuracy by filtering out unnecessary information that can interfere with
classification [23, 12, 3]. Hard attention also offers a natural interpretability of
neural networks’ decision-making process, as by visualizing the ROI used by the
network one can interpret what information was used by the network in its decision
[8]. Additionally, hard attention methods have been shown to provide resistance
against adverserial noise attacks [34, 11, 21].

Reinforcement learning (RL) is a well-suited method for training neural net-
works that need to make decisions by selecting actions, such as deciding where to
crop an input image. RL methods are very effective at accurate ROI prediction,
but they are difficult to train due to the complexity of RL training. These training
complexities also translate to difficulties in embedded hardware implementation,
due to the difficulty of applying hardware-aware optimization techniques to rein-
forcement learning models. The reason why most models rely on reinforcement
learning is due to a lack of an effective differentiable mechanism for ROI selection.
If the ROI selection is not differentiable, as is the case in all the existing RL hard
attention models, then the entire model is not end-to-end differentiable and thus
not trainable using the much simpler backpropagation algorithm commonly used
in machine learning.

The Deep Recurrent Attention Writer (DRAW) utilizes a differentiable ROI
generation mechanism using Gaussian kernels [12]. Scalar output values of a neu-
ron layer are translated into the center location and distance between the mean
values of a N ×N grid of Gaussian kernels. By controlling the distance between
the mean points of the Gaussian functions in the set of Gaussian kernels, the ROI
generation can control the size of its "receptive field", i.e. what portion of the
input image it takes as input to its downsampling, without changing the output
resolution of the ROI. This downsampling operation which is capable of controlling
the size of the region being downsampled is effectively a differentiable cropping
operation. Neuromorphic DRAW (N-DRAW) uses this cropping technique with
a recurrent neural network to predict ROIs on event-based image datasets with
the goal of improving accuracy by selectively processing the most important in-
formation in an image [4]. This is the only other known work which applies hard
attention to event-based images. The target of N-DRAW is not to minimize hard-
ware usage, but rather to improve accuracy on a number of synthetic event-based
datasets. This goal of TRIP is to go further, developing a more sophisticated model
for maximum hardware efficiency and high performance on real and challenging
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datasets. Additionally, this work targets a real embedded hardware implementa-
tion with its own challenges.



Chapter 3
Method

Achieving the goal of this work necessitates development of software algorithm and
hardware implementation in tandem: performing co-optimization of software with
respects to hardware performance and vice versa. In order to develop an algorithm
with the target of improving hardware efficiency, it is essential to understand and
measure the implications of algorithm design choices in terms of their effect on
hardware metrics such as latency, computational complexity, number of computa-
tions, and power consumption. This chapter introduces the Trainable Region of
Interest Prediction framework and describes the multiple hardware-optimizations
that were made to the algorithm prior to implementation, the methods employed
to realize an efficient hardware implementation, and the benchmarking procedures.

3.1 Trainable Region of Interest Prediction

The solution developed in this thesis work has been named Trainable Region of
Interest Prediction (TRIP). It is a hard attention framework designed to maxi-
mize hardware efficiency by implementing hard attention to reduce input resolution
during image processing, and to do so with minimal latency and computation over-
head. It is developed and optimized for event-based processing on neuromorphic
hardware.

The processing pipeline is divided into three steps: 1) ROI prediction, 2) ROI
generation, and 3) classification. An overview of the TRIP framework is visualized
in Figure 3.1.

The ROI prediction is the initial step in the framework pipeline. A down-
sampled, low-resolution version of the full-resolution input image is provided as
input to the ROI prediction network. The ROI prediction network consists of a
neural network which outputs three neuron states. These neuron states are used
to encode the center location and receptive field of a region of interest (ROI) on
the full-resolution input image. A fixed resolution, cropped ROI is generated using
the receptive field as input in the ROI generation step. The low-resolution ROI is
then provided as input to the classification step, which consists of another neural
network that performs classification on the ROI. The entire pipeline is differen-
tiable and trained end-to-end using backpropagation and a standard cross-entropy
loss function.

11
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Figure 3.1: Overview of TRIP framework showing the data process-
ing steps from input to output. Downsampled, low-resolution
events are provided as input to the ROI prediction network to
produce ROI parameters. ROI parameters are used by the ROI
generation block to generate a low-resolution cropped ROI for
processing by the classificaiton network. Ht is the output val-
ues of the ReLU RNN, and Pt is the output values of processed
events from timebin t.
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3.1.1 ROI Prediction Using Truncated Gaussian Kernels

The specific architecture of the ROI prediction may vary from task to task, but it
sequentially processes the downsampled 16× 16 input with multiple neural layers,
the last of which contains three neurons. The scalar value output of these three
neurons are referred to as the ROI parameters. They are used to define the loca-
tion and width of the receptive field, i.e. what portion of the input image will be
used as input for the ROI generation. Depending on the ROI generation method
used, the parameters are decoded differently. In this work, two ROI generation
method are mainly utilized: 1) truncated Gaussian kernels and 2) dynamic average
pooling. During the initial training of the TRIP network, the truncated Gaussian
kernels are used. Since the Gaussian kernels are differentiable with smooth gra-
dients, they enable effective training by ensuring fast and reliable convergence on
high classification accuracy. Once the model is trained to high accuracy, the ROI
generation method can be substituted for a more hardware-friendly dynamic av-
erage pooling operation that is faster and cheaper to compute in the embedded
hardware implementation.

When utilizing truncated Gaussian kernels, the three ROI parameters ĝx, ĝy, δ̂
are processed in the ROI generation:

gx =
A

2
· (tanh(ĝx) + 1) (3.1)

gy =
B

2
· (tanh(ĝy) + 1) (3.2)

δ = S · (sigmoid(δ̂) + 1) (3.3)

to produce (gx, gy) which encode the center coordinates of the grid of N × N
Gaussian kernels that constitute the Receptive field. The equations result in the
center coordinates intializing in the center of the input image width and height
A and B when ĝx, ĝy are equal to zero. As ĝx, ĝy increase in magnitude, the
output coordinates (gx, gy) can span across the entire input dimension. The stride
parameter δ allows control of the distance between each of the N × N Gaussian
kernels in the grid, thereby controlling the distance between sampling points in
the downsampling operation. In this manner, it is possible to control the scope
of the receptive field at the input without changing the output size of the ROI
generation, i.e. the ROI dimension remains fixed at N ×N . The scalar value δ̂ is
multiplied by a scaling factor S to enable more rapid and dynamic adaptation of
receptive field size.

The position of each Gaussian kernel in the N×N grid is defined by computing
the mean value in the x-dimension µi

x of a Gaussian function centered at each point
in the grid:

µi
x = gx + (i− N

2
− 0.5) · δ, i ∈ [0, N − 1] (3.4)

The mean y-position µj
y is computed in the same way, and i and j describe

the column and row of the Gaussian kernel within the N ×N grid.
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Using the computed position, the truncated Gaussian kernel’s weight on col-
umn i for pixels n in the x-dimension F i

x[n] (y-dimension weight is computed
similarly) is defined:

F i
x[n] =

{
exp(

(n−µi
x)

2

2σ ) for n ∈ [µi
x − θ

2 , µi
x + θ

2 ]

0 otherwise
(3.5)

The variance σ of the Gaussian function is a pre-defined and fixed value. The
parameter θ determines where the Gaussian distribution is truncated. In this case
θ is equal to 10, which means the Gaussian kernel is computed for the nearest
10× 10 neighboring pixels of each of the N ×N points.

With the truncated Gaussian kernel weights in both the x- and y- dimensions
Fx and Fy computed, the value at each output coordinate i, j of the N ×N × 2
ROI (third dimension with size 2 is for the 2 polarity channels of the event image)
v(xi,yj) is computed,

v(xi,yj) = Fi
x · I · Fj

y (3.6)

where I is one channel of the full resolution input event image. The computa-
tion is repeated for both channels of the input image.

3.1.2 Dynamic Average Pooling

As mentioned, the Gaussian kernels provide fast convergence during training due
to differentiability and smooth gradient. Utilizing a different smooth function
in place of the Gaussian function also provides the same benefits, such as the
product of two complementary error functions. However, the downside of the
Gaussian kernel is that it is expensive in terms of the computations that have to
be performed in hardware, due to the exponential function and multiplications
involved. Furthermore, the Gaussian kernels in the grid have the possibility of
overlapping, which means that a given input event may need to be processed more
than once in the manner described in the previous section.

In order to retain the desirable characteristics of the truncated Gaussian ker-
nels - namely the ability to define and control receptive field width - while reduc-
ing the computational cost and complexity of ROI generation, a dynamic average
pooling (DAP) operation is utilized. The dynamic average pooling resembles a
standard, non-overlapping, average pooling operation, but with a non-static (dy-
namic) kernel size to ensure fixed output resolution. The kernel size is computed
based on the width of the receptive field, which in the x−dimension (and similarly
for the y−dimension) is defined by the maximum and minimum coordinates xmax

and xmin,

xmax = gx + (
N

2
− 0.5) · δ + θ

2
(3.7)

xmin = gx − (
N

2
+ 0.5) · δ − θ

2
(3.8)

computed using the same decoded scalar values as in equations 3.1, 3.2, and
3.3. The kernel size kDAP is then defined,
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kDAP = (xmax − xmin)/N. (3.9)

Because of the θ × θ truncation of the Gaussian kernels, the DAP receptive
field is the same as when using truncated Gaussian kernels. This enables a network
pre-trained with the truncated Gaussian kernels be fine-tuned with the DAP by
freezing the parameters of the ROI prediction network and re-training the clas-
sification network on the new DAP-generated ROI. This fine-tuning procedure
fully recovers any accuracy loss caused by the substitution of the ROI generation
method.

3.2 Additional Hardware-aware Algorithm Optimizations

The use of truncated Gaussian kernels and DAP for ROI generation is motivated
by the goal of maximizing the hardware efficiency of the algorithm. However, sev-
eral other optimizations were also performed during algorithm development. The
TRIP algorithm was optimized through sparsity-aware training, gradual layer-by-
layer quantization-aware training, and parallelization of the subnetworks. These
methods are described in detail in the following subsections.

3.2.1 Sparsity-aware Training

In an event-based processor, the number of computations is directly related to
the number of events processed by each layer. By reducing the number of events,
the number of computations and thereby the latency and energy can be reduced.
Each event corresponds to an activation of a layer, i.e. the number of activations
corresponds to the number of non-zero values in the output of the activation
function of a layer. It is possible to train a network to minimize its activations
using sparsity-aware training. An L1 regularization loss term proportional to the
sum of the number of activations al in a layer l, for all L layers of a network,

L1 = wL ·
l∑
L

wl · al (3.10)

is weighted using layer-wise and overall weights wl and wL and added to the
cross-entropy loss function used for classification [39]. This way, the network is
incetivized to minimize its activations while obtaining high classification accuracy.

3.2.2 Quantization-aware Training

Weights and biases of neural network layers occupy memory on a processor. In the
case of the SENECA neuromorphic processor the width of each parameter is 16
bits, and weights and biases are encoded using the brainfloat16 format. However,
a layer with a large size such as a 576 × 256 FC layer will require 2.4 Mbit of
memory to store its weights in 16 bit format, which exceeds SENECA’s 2 Mbit
capacity. As such, it is necessary to employ weight quantization to reduce the
memory size occupied by each layer.
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A 16 bit value can be quantized to a 4 bit integer value by using a shared
power-of-two scaling factor. For a given layer, a shared scaling factor s is computed
based on the distribution of the weights. Each 16 bit value is converted to the
4 bit integer which when multiplied by 2s is nearest to its original value. The
advantage of using this method is that weights can be stored using only the 4 bit
integer values, added together during integration, and only multiplied in the firing
step once integration is completed. The shared term occupies only one space in
memory and is only multiplied once per neuron in the firing step. This reduces
the memory utilization by 4× with only minimal loss in precision. It also has the
added benefit of speeding up integration due to the lower number of bits used in
the addition operations.

Quantizing all of the layers at once is very likely to cause significant accuracy
loss. To avoid this issue, gradual, layer-by-layer quantization can be employed.
Using this method, the parameters of the first layer of the network is quantized and
fixed (i.e. not updated during training). Then the remaining layers in the network
are fine-tuned (trained) on the output of the quantized layer until the accuracy
loss has been recovered. Then, the next layer after the first one is quantized and
fixed, and the process is repeated using the remaining layers. This is repeated
step-by-step until each layer in the network is quantized. This process allows for
full quantization with minimal accuracy loss.

3.2.3 Parallelization

In order to improve the latency of the algorithm, the ROI prediction step can be
parallelized with the ROI generation and classification steps. By performing ROI
generation and classification on the previous timestep’s ROI prediction output, the
latency can be almost halved since the ROI generation and classification do not
need to wait for the ROI prediction to finish before processing. This means the
ROI prediction processes the timebin of timestep t + 1 while the ROI generation
and classification processes the timebin of timestep t. Although the information
reaching the ROI generation and classification is one timestep out of sync with the
ROI prediction, it was verified that this did not result in any accuracy loss. This
is likely due to the fact that the latency of the hardware implementation is small
in relation to the speed at which the ROI changes.

3.3 Datasets Used for Algorithm Benchmarking

In order to benchmark the algorithm performance in a way which allows for com-
parison with other reported methods in literature, the network architecture de-
signed in this step is trained and tested on various datasets widely adopted in the
research field. For the task of event-based classification, we selected one of the most
commonly used datasets: DVS Gesture [2]. Because it is widely used in event-based
vision research, it enables benchmarking against many other algorithms. Further-
more, DVS Gesture has also been used to benchmark multiple state-of-the-art
neuromorphic processors such as Intel Loihi [7] and IBM TrueNorth [1]. There-
fore, using DVS Gesture not only enables benchmarking of the TRIP algorithm,
but also enables benchmarking of the hardware implementation on neuromorphic
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hardware against comparable state-of-the-art solutions. Another property of the
gesture recognition dataset which makes it beneficial for testing the TRIP method
is that gesture recognition inherently contains a low ROI-to-image ratio, since
a gesture is typically performed by one or more body parts while areas like the
head, body, or background are not involved. This makes the problem of gesture
recognition well-suited for a hard attention approach.

Other widely used event-based datasets are either very similar to DVS Ges-
ture, i.e. also gesture recognition datasets with similar number of classes and
resolutions, or synthetically generated by displaying RGB datasets like MNIST or
Caltech101 in front of an event-based camera. Real (i.e. not synthetically gener-
ated from non-event-based datasets) datasets are more accurately representative of
real world applications of event-based vision, and using two very similar datasets
is not highly informative. For these reasons, the second dataset selected for bench-
marking the algorithm is the Marshalling Signals dataset [25], which is interesting
for the task of testing ROI prediction since it contains samples recorded at mul-
tiple different distances. This will allow analysis of the ROI prediction’s ability
to adjust to informative regions that vary in size across samples. Additionally,
Marshalling Signals is a higher resolution dataset which makes it interesting for
studying the computational cost reduction of hard attention.

The third dataset used for benchmarking is synthetically generated and spe-
cially constructed to test the TRIP solution. In order to analyze the effect of visual
noise on the ROI prediction, a special high resolution, noisy dataset is constructed
based on the neuromorphic MNIST (N-MNIST) [26] dataset.

3.3.1 DVS Gesture Dataset and Training Details

DVS Gesture is a dataset recorded using a 128 × 128 resolution DVS128 event-
based camera. The dataset contains recordings of different people performing
various hand and arm gestures such as rolling their arms in front of them, waving
one of their hands, playing air drums, or waving their arms in circular motions.
There are 11 gesture classes in total, and the dataset consists of 1176 training
samples and 288 testing samples.

Events were collected into 32 timebins per sample using the SpikingJelly pre-
processing package [9] which constructs timebins/frames with a roughly equal
number of events per frame. Additionally, the training dataset was augmented
by peforming random rotation, scaling, and spatial translation of each sample.
Each sample is downsampled to 16× 16 using maxpooling before being fed to the
first network layer.

The ROI prediction network consists of a three-layer CNN with increasing
channel sizes 32, 64, and 128. Each convolutional layer has a kernel size of 3, a
zero-padding of 1, and is followed by a maxpooling layer, a batch normalization
layer, and a ReLU activation function. The CNN is followed by a ReLU RNN
with size 256 and a fully connected (FC) layer with 3 neurons. The classification
network consists of a two-layer CNN with identical parameters to the first two
layers of the ROI predicition network. This is followed by two FC layers with sizes
256 and 11.

The entire network is trained for 1000 epochs using backpropagation, cross-
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entropy loss, a learning rate of 0.0001, and an Adam optimizer.

3.3.2 Marshalling Signals Dataset and Training Details

The Marshalling Signals dataset is developed by IMEC in 2022. It is a gesture
recognition dataset with 346 × 224 resolution and contains gestures being per-
formed at eight different distances from the camera. As a result, the size of the
person performing the gesture in comparison to the overall size of the frame can
be significantly smaller or bigger from sample to sample. The dataset contains 10
classes, 11,040 training samples, and 930 testing samples. Each sample is recorded
at one of eight evenly spaced distances between 1.5 and 4.5 m from the camera.
Each sample is collected in a single 960 ms timebin. The network used is the same
as the one used for DVS Gesture. Because of the higher resolution of the dataset,
the intial maxpooling downsample results in a 43×28 input resolution to the ROI
prediction network. The network is trained for 25 epochs with a learning rate of
0.0001 and an Adam optimizer.

3.3.3 N-MNIST-based Synthetic Dataset and Training Details

N-MNIST is a handwritten digit recognition dataset generated by recording the
MNIST dataset [18] with an event-based camera. It contains 60,000 training sam-
ples and 10,000 testing samples with a 34×34 resolution. The dataset used in this
benchmarking experiment was generated by placing N-MNIST digits on randomly
selected x, y-coordinates of an empty 128 × 128 event image. The digits are also
randomly scaled by a factor between 1 and 2, and structured noise is added to
the image by randomly sampling eight random 8 × 8 crops from eight randomly
selected digits in the dataset. The crops are placed in random locations across
the image. The network used is similar to the ones used with DVS Gesture and
Marshalling Signals datasets, but with only two layers in each CNN (the last layer
removed).

Baseline networks used for comparison were constructed using the same num-
ber of layers as TRIP. The baseline networks do not implement hard attention,
and are used to compare the added effect of using hard attention against a similar
non-attention network. The baselines were tested using inputs downsampled to
different resolutions, 16 × 16, 32 × 32, and 64 × 64, and TRIP was tested using
16×16, 32×32. The networks consist of four subsequent convolutional layers with
increasing channel dimensions 16, 32, 64, 128, followed by a size 128 (for 16× 16
input) or size 512 (for 32× 32 input) RNN and two FC layers. The networks are
trained for five epochs with a learning rate of 0.0006 and an Adam optimizer.

3.4 Hardware Implementation and Benchmarking

The TRIP network described in section 3.3.1 was implemented on the SENECA
neuromorphic processor using the software development kit (SDK) of the SENECA
platform to program the RISC-V controller and NPE microkernels in C. The im-
plementation was simulated using a full, gate-level simulation of the entire elabo-
rated SENECA chip. Latency measurements, memory utilization, and area were



Method 19

extracted from the simulation and elaboration results. The power utilized by each
core was measured using Cadence Joules, and the energy computed using the
latency and power of each core.

3.4.1 Event-CNNs

The entire network is fully event-based, and convolutional layers are implemented
as depth-first event-CNNs. The event-CNN performs convolution, maxpooling,
and batch normalization before activation in order to maximize sparsity in the
output. The events in the CNN are processed using depth-first scheduling, which
parses events in a pre-defined spacial order from top left to bottom right of the
input layer, allowing it to finish processing one point in X,Y space without hav-
ing to return in the same frame. This allows the convolutional layer to update
states and fire more rapidly, and for subsequent layers to immediately consume the
produced events. This results in lower latency and greater parallelization due to
events being produced faster, and also less memory utilization since the memory
can be released when the convolution moves from one spatial location to another.

3.4.2 Event-grouping

The weight quantization procedure described in section 3.2.2 is combined with
event-grouping to maximize efficiency. Since 4-bit quantization allows each word
in the memory to store four weights, four incoming events that share a destination
address can be processed at once while only reading one weight address. The four
events are combined into one so a neuron state is read only once and updated four
times. This results on average in a halving of the energy and latency per synaptic
operation. This works under the assumption that the timing between the group
events do not differ significantly enough to result in discrepancy when processed
simultaneously.

3.4.3 Baseline Network

In addition to TRIP, a baseline network was implemented in the same manner.
The baseline network is implemented in order to enable comparison against a net-
work with similar parameters as TRIP that does not use hard attention. The
baseline network consists of five sequential convolutional layers of increasing chan-
nel sizes 32, 64, 128, 128, and 128. The other parameters are the same as in
the convolutional layers of the TRIP network, including the order of maxpooling,
batchnormalization, and ReLU activation. The convolutional layers are followed
by a recurrent layer with size 256 and an FC layer with size 11. The input di-
mension to the network is 32 × 32, as a result of a maxpooling downsampling
operation of the full resolution input image. The same hardware-optimizations
applied to TRIP are also applied to the baseline, i.e. quantization-aware training,
sparsity-aware training, event-CNNs, depth-first convolution, and spike grouping.
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Chapter 4
Results and Discussion

4.1 DVS Gesture Dataset

The benchmarking results of TRIP on DVS Gesture compared to other state-of-
the-art methods from literature is shown in Table 4.1. The mean accuracy is similar
to other state of the art networks, between 97% and 98%. A difference of 0.3%
accuracy corresponds to only a single test sample, and therefore all models except
the simple LSTM in the first row have negligible difference in error. However,
TRIP requires 46× less computations than the other models to achieve the same
accuracy. TRIP also requires less parameters than all networks except ConvLIAF.
ConvLIAF utilizes LIAF blocks which require less number of parameters than
recurrent and convolutional blocks [35]. The ConvLIAF network has roughly half
the number of parameters as TRIP, but 65× more computations due to relying on
a higher input resolution. TRIPs ability to process lower input resolution allows
for simpler network architectures with less parameters to be used for the same
task when compared to similar convolutional and recurrent architectures.

A visualization of the receptive field used in TRIPs ROI generation is shown in
Figure 4.1. Across samples, TRIP locates the receptive field at the location where
the gesture is taking place. For instance, in the Left Hand Clockwise gesture, the
person performing the gesture is rotating their arm in a circular motion, and the
receptive field follows the motion of the arm. In the Right Hand Wave gesture, the
receptive field is focused on the right arm, moving slightly as the arm waves back
and forth. For stationary gestures such as the Arm Roll, the receptive field remains
stationary and fixed on the arms performing the gesture. These visualizations
suggest that the network is learning to focus its receptive field on the part of
the body performing the gesture, most likely because this is the most informative
region for classification.

21
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Architecture Input Resolution Param Effective MACs Accuracy [%] Accuracy [%]
(Single Timebin) (mean ± std) (Maximum)

LSTM [14] 32×32 7.4M 3.9M – 86.8
AlexNet+LSTM[15] 128×128 8.3M 601.3M – 97.7
CNN+EGRU [30] 128×128 4.8M 80.6M 97.3± 0.4 97.8
ConvLIAF [35] 32×32 0.22M 113.3M – 97.6
TRIP (This work) 16×16+12×12 0.46M 1.75M 97.6 ± 0.5 98.6

Table 4.1: Performance comparison of TRIP against other state-of-
the-art solutions on DVS Gesture dataset.

Figure 4.1: Visualization of ROI receptive fields from three different
gesture samples of the DVS Gesture dataset. The receptive field
is visualized as a yellow square superimposed above the event
image.

4.2 Marshalling Signals Dataset

Table 4.2 shows the accuracy, number of parameters, and FLOPs of TRIP com-
pared to the previously reported results of ResNet18 and EfficientNet-B1. Since
[25] did not report activation sparsity or effective MACs, we use network floating
point operations (FLOPs) as the metric for computational cost, without consid-
ering activation sparsity. FLOPs measure the number of computations performed
by a network and is proportional to layer sizes and numbers. The TRIP network
has 18× less FLOPs than the best performing competitor EfficientNet-B1 while
slightly outpeforming in accuracy by 1%. Visualizing the ROI receptive field shows
the network’s capability to adjust the ROI size in response to different gestures’
distances, increasing or decreasing to match the size of the region encompassed by
the gesture in a given sample.
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Figure 4.2: ROI receptive field visualization for sample gestures of
the Marshalling Signals dataset performed from different cam-
era distances.

Architecture Param FLOPs Accuracy [%]
ResNet18 [25] 11.7M 1810M 74.6
EfficientNet-B1 [25] 7.794M 690M 82.6
TRIP (This work) 4.13M 37.0M 83.6

Table 4.2: Performance comparison of TRIP against state-of-the-art
networks on the Marshalling Signals dataset.

4.3 Synthetic N-MNIST-based Dataset

The results in Table 4.3 show that TRIP allows network FLOPs to be reduced
from 32×32 to 16×16 without sacrificing accuracy. For the baseline network, this
reduction in resolution results in unacceptable accuracy loss (> 20%), while for
TRIP accuracy is only reduced by less than one percent. Additionally, the number
of FLOPs required to obtain 96% accuracy is nearly halved.

Visualization of the samples in Figure 4.3 shows the network is capable of con-
sistently focusing the receptive field on the digit even in the presence of structured
noise. This suggests the network is not merely being triggered by presence of ac-
tivity, but is in fact capable of discerning informative regions from uninformative
ones.

4.4 Hardware Implementation: Benchmarking Results

The hardware implementation of TRIP is compared with other neuromorphic hard-
ware implementations in Table 4.4. Since different works vary in whether they
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Figure 4.3: ROI visualization on three different N-MNIST samples
(left to right: digit 7, digit 3, and digit 0).

Architecture Param FLOPs Accuracy [%]
(mean ± std)

Baseline (16x16) 0.31M 6.0M 71.8± 2.3
Baseline (32x32) 0.67M 24.4M 93.0± 0.6
Baseline (64x64) 0.67M 57.4M 96.2± 0.9
TRIP (16x16) 0.30M 16.0M 95.4 ± 0.4
TRIP (32x32) 0.65M 28.0M 96.1 ± 0.3

Table 4.3: Performance comparison of TRIP against baseline net-
works on the synthetic N-MNIST dataset.

report metrics for single or multiple timebins, TRIP and the SENECA baseline
are evaluated on both metrics to enable comparison against all of the reported
works. The TRIP implementation consumes less area and energy than all the
other reported solutions, while also decreasing the error by 50% or more. One
implementation outperforms TRIP in latency by 3 ms. This is a result of a very
high degree of network parallelism in the implementation, which sacrifices a large
amount of area (7× more than TRIP) in order to minimize latency. While the
Loihi implementation succeeds in reducing the latency significantly, this trade-off
limits the scalability of the solution, in particular for higher resolution inputs.

The baseline network on SENECA consumes less area than TRIP, due to
requiring one less core as a result of not including the DAP block and having one
less FC layer. However, the latency is 3× higher and energy 2.5× higher compared
to TRIP, due to larger input dimensions of the convolutional layers increasing the
number of events that have to be processed.

The memory utilization, energy, and latency of each individual core the TRIP
implementation is visualized in Figure 4.4. The figure also visualizes the paral-
lelization of the three components classification, ROI generation, and ROI predic-
tion. The most significant energy is consumed by the earlier convolutional layers
in either network, due to having the largest input dimensions and thereby the
largest number of events to process.
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Single Timebin Multiple Timebins
Hardware Solutions Area Latency Einf Accuracy Latency Einf Accuracy

[mm2] [ms] [uJ] [%] [ms] [uJ] [%]
Loihi [7] SCNN [29] >8.20 11 – 89.6 – – –
Loihi [7] SCNN [22] 24.19 – – – 22.0 2731 96.2
TrueNorth [1] SCNN [2] 383.8 – – 91.8 104.6 18702 94.6
SENECA [33] Event-CNN 3.29 – – – 78.9 1069.2 97.3
SENECA [33] TRIP 4.23 2.7 35.86 91.1 25.8 430.32 98.3

Table 4.4: Comparison of TRIP and SENECA baseline with state-of-
the-art neuromorphic implementations on DVS Gesture dataset.

Figure 4.4: Overview of per-core utilization of TRIP implementa-
tion, including latency, memory usage, and energy of each core.



26 Results and Discussion



Chapter 5
Outlook and Conclusion

The TRIP framework was successfully applied to improving the hardware efficiency
of event-based classification on a neuromorphic processor. Compared to the higher
resolution baseline network, energy, latency, and accuracy could be improved. The
combined hardware-optimizations resulted in the implementation outperforming
state-of-the-art neuromorphic chips in all hardware metrics. The only exception
is one implementation that was able to achieve a minor improvement in latency
by using scaling-inhibitive and highly area-consuming parallelization techniques.
Algorithmic analysis revealed major efficiency improvements over state-of-the-art
baseline networks across multiple datasets, highlighting the effectiveness of the
TRIP approach to hard attention in both software and hardware. Through its
substantial efficiency improvements, TRIP delivers an effective method of enabling
high resolution processing on neuromorphic processors.

In the future, the method outlined in this work could be expanded and applied
to high resolution event-based object detection datasets. Currently the Prophesee
automotive dataset promises to enable efficient event-based sensing for applications
such as autonomous driving [28]. However, huge challenges with processing the
high resolution data limit the ability of networks to process the dataset. Difficulties
in both achieving high accuracy and limiting the computational cost are holding
back the devlopment of efficient systems that can leverage high resolution event-
based datasets. The TRIP framework offers a potential solution to both these
problems, but would need to be reworked for the object detection task.

Additionally, the observations made in this work can inform future develop-
ment of in-sensor processing capabilities for event-based cameras. Developers of
event-based cameras such as Prophesee are expanding to include increasingly so-
phisticated pre-processing on the visual front-end to improve the overall efficiency
of the entire system containing camera and processor hardware [37, 38, 17]. Framed
in this context, TRIP highlights the usefulness of in-sensor pre-processing capabil-
ities for average pooling operations and similar downsampling operations. Despite
maximized hardware optimization, the ROI generation step using dynamic aver-
age pooling still consumed significant latency and power. An integrated, in-sensor
pre-processing capability could increase the efficiency of this step and significantly
improve the overall efficiency of the entire pipeline.
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