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Abstract

Current automated haematology systems lack the functionality of avian blood
analysis using 10x magnification, which is an important feature as it allows for
faster and more cost-effective blood analysis. The problem originates from the
difference in red blood cell morphology in avian blood compared to mammalian
blood, as the former are nucleated. The project was divided in two objectives,
finding monolayers and localising white blood cells within them. For the first
task, a convolutional neural network was optimised with particular focus on
monolayer precision and the model’s ability to distinguish between classes. This
was trained with a multiclass dataset using semi-supervised learning. The pro-
posed model, including loss concentrating on challenging instances, reported an
overall accuracy of 95.1% as well as recall and precision values over 87%. Monolay-
ers could be found with 79.9% precision. Future improvements could be expert-
based dataset annotations as well as k-fold cross-validation to validate the ro-
bustness of the model. The second task deployed an object detection optimisa-
tion with varying augmentation settings for white blood cells in 333 samples. The
best performing model showed an average precision of 13.7% and a slightly higher
value of 48.6% with an overlap threshold of 50%. This signified that the model
had difficulties with precise localisations of the white blood cells, which might
be explained by the cells having too small relative areas. Future improvements
could hence include alternative base models with more suitable architecture for
distinguishing small objects in dense images as well as techniques to recreate
higher resolution, mimicking images collected with higher magnification.

Keywords: Convolutional neural networks, monolayers, avian, machine learning, object
localisation
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Chapter 1

Introduction

Blood analysis has been a common diagnostic tool in both human as well as veterinarian
medicine, due to the extent of real-time physiological information that can be conveyed
through the blood [1]. It is therefore an essential step in supporting evaluation of a patient’s
health status [2]. Non-surprisingly, blood samples therefore also have the highest prevalence
in laboratory medical facilities compared to other diagnostic tests [1]. Since rapid and accu-
rate diagnoses are significant for a successful treatment of a disease, it is necessary to perform
the analysis as quickly as possible [3]. Blood can be analysed on both chemical and physical
properties in both qualitative as quantitative approaches, such as the number of red blood
cells (RBCs), white blood cells (WBCs), haemoglobin (Hb) concentration, antigens, activity
of enzymes, viscosity, acidity and clotting abnormalities, among other things [4]. There are
today over one hundred different haematological tests and procedures for a single sample,
many of them possible to perform both manually and automatically [2]. Manual blood anal-
ysis can be performed through conventional light microscopy by an expert in the subject and
has been the standard in modern medicine for decades. But this approach is also time con-
suming and resource intensive and the result can easily be affected by inter- and intraobserver
variability [4, 5]. Automatic and digital analysis methods based on artificial intelligence have
therefore become an important step in making the analysis both more accurate and efficient
[5, 6].
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1. Introduction

1.1 Blood smear
A peripheral blood film (PBF) or smear (PBS) is a blood test that examines size, shape, the
amount of blood cells and potential foreign bodies in the studied sample and therefore works
as an important haematological diagnostic tool. Ideally, the PBS should contain three observ-
able areas: the head of the smear beginning from the application point, a monolayer and a
feathered edge [6, 7, 8, 9] , which can be seen in Figure 1.1. The head of the PBS is located at
the beginning of the smear on the glass and is usually the thickest part of the test. This means
that most cells overlap. The monolayer is a region of the sample which contains a continuous
layer with one cell thickness, ideally with no overlap of cells, but often with cells lined up
side-by-side. This area can usually be found just adjacent to the feathered edge [8, 10]. The
feathered edge is the region on the outer part of the blood smear consisting of sparsely placed
cells. These cells are prone to being damaged. Normally, the monolayer is the ideal region to
perform RBC and WBC analysis as it enables easier visualisation for the examination, but it
can lack information about denser abnormalities, such as erythrocyte aggregation [7, 8, 9, 11].

Figure 1.1: Example of a blood smear with its basic components.

1.2 Red blood cell morphology
A red blood cell, or an erythrocyte, is responsible for, among other things, transporting gases
such as oxygen and nutrients to and from the tissue [12]. Since blood, and by extension
erythrocytes, carry such an essential functionality in the body and is in close relation with
tissues, it is very easily affected by external factors. Examining the blood of an organism can
therefore relay information regarding potential threats, inflammation and diseases - giving
blood tests a good supportive role in diagnostics [11].
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1.2 Red blood cell morphology

The hematopoietic cells of vertebrates are derived from pluripotent stem cells in the bone
marrow. These cells are nucleated and can be used to create any cell or tissue the body [13, 14].
In the human species as well as other mammals, erythropoiesis, the development into a ma-
ture red blood cell, includes losing organelles and nucleus during maturation; by the time
RBCs reach the blood, they are therefore mostly enucleated [13, 15, 16].

1.2.1 Avian red blood cell morphology

In contrast to RBCs of mammals, erythrocytes of other vertebrates, including almost all
fish, amphibian, reptile and bird species, mostly remain nucleated throughout their lifes-
pan. Alongside keeping the nucleus, some species also possess organelles such as mitochon-
dria and ribosomes in their mature erythrocytes. This has been demonstrated in fish species
and occasionally in amphibians [15]. Avian species’ RBCs also contain organelles, even if
the investigation regarding functionality of the organelles in RBCs is lacking [15, 17]. This
discovery has been somewhat contradicting common beliefs as birds and mammals both are
endothermic and presumably face comparable selection pressures [18].

The typical avian erythrocyte is described as ovoid with a centrally placed ovoid nucleus. This
appearance is mostly uniform across different avian species, although the size and proportion
of blood cell and nucleus can vary [19, 20]. The nucleus consists of clumped chromatin, which
increasingly condenses as the erythrocyte ages [21]. There is currently no clear evidence as to
why birds keep their nucleus and organelles, and if these are fully functional compared to a
normally nucleated cell. However, there have been some studies investigating this. Opposed
to mammal erythrocytes, avian RBCs seem to have some level of DNA transcription activ-
ity within the nucleus [19]. This is further supported by findings of protein level changes in
the cell depending on different environmental or physiological situations [22]. Studies also
indicate that avian erythrocytes have direct immunological activity, including antigen pre-
sentation and interleukin-like production, but some antiviral functions can to some extent
also be seen in enucleated RBCs. Another hypothesis for the existence of nucleated erythro-
cytes is the lack of Hb-storing in the spleen for birds [23] - suggesting that the functionality
of the RBC can help synthesise and repair Hb de novo [17]. This process can for example be
seen in fish [24]. Avian erythrocytes have also been shown to contain a higher amount of ATP
compared to mammal RBCs, which can indicate that the nucleated RBC takes greater part
of energy production in avian species. Avian mitochondria in erythrocytes have also been
suggested to act as a reservoir of antioxidants to counteract higher production of reactive
oxygen species (ROS), helping to regulate the redox status in the cell, as avian RBCs contain
a lot of catalysts for ROS production including molecular O2 bound to Hb causing autoxi-
dation. Furthermore, considering that flight provides the need to regulate oxygen to adjust
for different altitudes as well as demands a lot of energy, it’s hypothesised that the nucleated
RBCs allows for higher finetuning of Hb-O2 binding affinity [17].
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1. Introduction

1.2.2 Extracting avian blood
Peripheral blood from birds is collected through venipuncture. For small birds this is most
often collected through the jugular vein while larger birds’ blood is collected from the ulnar
or wing vein. Alongside proper addition of additives depending on the desired analysis, the
blood is prepared on a blood film with the standard two-slide wedge technique also used in
human haematology. The blood film is then stained after desired outcome, for avian medicine
it is common to use Wright’s stain [21].

1.3 Problem statement
Some of the currently most advanced automatic haematology analysers used on the market
are today developed by CellaVision. As a company specialising in developing automated dig-
ital haematology systems, CellaVision today has a number of different systems in use with
different sizes, features and complexities - including DC-1 and DM9600, see Figure 1.2.

Figure 1.2: CellaVision’s automatic haematology systems DC-1(left)
and DM9600(right) [24, 25].

Similar to traditional microscopy, the automatic haematology systems utilise monolayers
when performing blood analysis. However, due to the differences in cell structures between
various animal species previously mentioned, the current haematological analysis methods
used in the existing systems are unreliable for avian blood samples when using microscopic
lenses smaller than 100x, as it is more difficult to find the desired monolayer. Currently, the
DC-1 is the only system that includes some form of analysis for avian medicine. However,
by being the smallest analyser in the product range, this system has limitations; DC-1 can
only analyse one sample at a time, thereby making the process of analysing a large number of
samples very time consuming - considering that it approximately can scan up to 10 individ-
ual slides an hour. Additionally, it does this analysis at a higher magnification than desirable.
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1.3 Problem statement

In order to make analysis more time efficient, and thereby more useful in laboratories with
high demand, it is essential to use lenses with a lower optical power, preferably at a 10x mag-
nification. Larger systems like DM9600 have the ability to analyse samples in batches and
are thus more efficient. They can furthermore analyse and find monolayers within a range
of different magnitudes, including 10x, for mammalian blood, but they lack this ability for
avian blood analysis.

1.3.1 Aim of the thesis
The aim of this thesis is to demonstrate the application of a deep learning approach, utilising
its strong pattern recognition capabilities, to avian blood smear images in order to find their
monolayers. In further detail, the aim includes using the features of the DC-1 system to
construct a neural network able to determine the existence of a monolayer in images with
lower magnification (10x). This is important to be able to efficiently observe and analyse
the contents of the blood and thereby perform the desired blood analysis. Furthermore, a
secondary aim is to be able to identify and localise the white blood cells in avian samples by
using object detection models. Ideally, this will be able to give an automated differentiation
from the nucleated erythrocytes and by extension make it possible to perform a WBC analysis
in the future.
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Chapter 2

Literature review

There have been several attempts to make avian blood cell counting more efficient. Meechart
et al. [26] developed a computer vision algorithm based on a threshold selection method while
others tried to achieve the same through image cytometry by manually extracting features
such as shape and intensity [27]. Although giving promising results, both studies mentioned
that further investigations and research were needed to refine the techniques and give more
satisfactory results.

Govind et al. [8] tried to relieve the process of manual examination by using whole slide im-
ages, as it is common practice to scan and archive high resolution images of a full blood smear.
The authors developed a method of finding an optimal area for RBC morphology quantifi-
cation from these whole slide scans for blood smears across several species including reptiles
and one avian species. Similar methods are mentioned to attempt the quantification, such as
excluding overlapping cells from the analysis, morphology-based techniques and automated
analysis such as CellaVision’s Advanced Red Blood Cell Software. However, these techniques
are referred to as either decreasing sample size too much, being non-applicable to abnormal
morphologies or being too economically and computationally expensive. This further meant
that the study was not aimed specifically at finding the monolayer, but argued that inclusion
of all erythrocytes within the defined optimal area would lead to higher accuracy compared
to that in just the monolayer. The study was performed in a two-stage extraction system -
by scanning smears with low resolution and then deciding on decision boundaries with the
help of a quadratic determinant analysis classifier. The decided area was then analysed and
refined with higher resolution. Subsequently, the cells were segmented based on the species’
cell morphology and fed into a convolutional neural network, see Section 3.5, with a SGD
optimiser, see Section 3.4.5, for classification. The study’s proposed method demonstrated
a more sensitive method for cell segmentation performance compared to that of existing
literature. However, the lowest magnification used in the study was 40x, which allows for
easier separation and hence easier classification of cells compared to 10x as is the aim for this
project. Also worth mentioning is that the study did not contain a deep learning approach to
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2. LiteratureReview

finding the optimal area, as deep learning techniques were confined to classifying individu-
ally cropped out detected cells from the optimal area, which then were classified to a specific
species.

A study conducted by Vogelbacher et al. [28] develops the idea of Govind et al. For the study,
whole slide images at x40 and x100 magnification were captured of avian blood samples,
which were then annotated by an expert. The whole slide image was then tiled and labelled
positive if the cells were evenly distributed, contained no overlapping cells or had high qual-
ity. On the other hand, large free spaces, overlapping cells and low quality were considered
to be negative. Further annotation included individual cells with segmentation boxes, giving
each cell instance a specific mask and label. However, while increasing performance due to
less overlap between segmentation masks, it is also mentioned to be very time-consuming.
The cells were further labelled according to their cell type. The first neural network, based on
EfficientNet, was developed to find an optimal region of blood cell counting, similar to that
of the previously mentioned study, while the second neural network, CondInst instance seg-
mentation model, is used for detecting and classifying blood cells by instance segmentation.
The study provided great results in both AP, see Section 3.6.2, and interference runtimes, but
again, only addressed the problem with a higher magnification.

The effect of magnification of images was addressed in a study conducted by Hoefling, Sing
and Moulin [29]. The study compares different deep learning models in a histopathology set-
ting, more specifically VGG-16, ResNet-50 and Inception-v3, all pretrained with ImageNet,
at different magnification levels. It further discusses challenges of deep learning in computa-
tional pathology particular to whole slide imaging, including large image sizes, artefacts, the
multiscale nature of the data as well as difficulty in obtaining annotations within the field.
The whole-slide images for the study were generated using 40x magnification and manually
manipulated to represent magnification ranging down to 1.25x. The studied objects were
however of tissue-size, which means the object size could vary but generally contained larger
areas compared to cells. Out of the proposed models, Inception-v3 and ResNet-50 outper-
formed VGG-16, with Inception-v3 having superior performance. In general, the tissue pre-
diction was increasingly reliable with lower magnitude, which naturally is a consequence of
having more structures of the tissue present in the image and hence becomes more distin-
guishable.

Kittichai et al. takes a deep learning approach in their study [30], deploying a comparison
between different convolutional neural networks with the purpose of automatically classify-
ing an avian malaria parasite in blood samples and by extension decrease the inter- and intra
examiner variability. Four different CNNs were considered: Darknet, Darknet19, Darknet
19-448 and Densenet201, trained with a dataset of 12761 single-cell images. The study was
performed in two stages by combining the object detection model YOLOv3 with the classi-
fication models. A hybrid solution of two CNNs was argued to demonstrate increased pre-
diction accuracy. Further, it is also said that a hybrid platform in the object detection model
including the YOLO model with a different detector improves the average precision in the
proposed detector. The object detection model YOLOv3 was used to detect individual RBCs
in microscopic images with 1000x oil immersion magnification. The cropped, single RBCs
were then used as inputs for the following classification model. In order to avoid overfitting
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in the models, augmentation, see Section 3.2.2, such as rotations, brightness, contrast, blur-
riness and Gaussian noise was applied. For this specific dataset, Darknet yielded the highest
accuracy and precision of the proposed models.
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Chapter 3

Theory

3.1 Artificial intelligence
The idea of making technology think originated as early as 1950 [31], and the field quickly
experienced substantial development into what today is known as artificial intelligence (AI).
AI is based on the concept of understanding human intelligence and, ideally, beyond, as well
as building entire intelligent entities. Primarily, this is focused on computational ability to
solve problems and accomplish set tasks [32, 33]. AI is a general term containing several sub-
fields such as machine learning (ML), deep learning, natural language processing and com-
puter vision.

AI is also becoming increasingly more important to use in medicine and healthcare, even
though the field has higher regulatory conditions to fulfil. AI can be useful in informat-
ics approaches such as electronic health records and omics, but also with medical diagnosis,
medical statistics and robotic [34]. AI is particularly useful in acting as a complement in
diagnosing patients’ health statuses, leading to a more secure and efficient process as well
as advancing the field further. In pathology, AI often uses pattern recognition methods to
incorporate clinical, radiologic and genomic data. Diagnostic pathology mostly utilises mi-
croscopic morphology, but this technique has a large error rate in interobserver variability
with manual use. Introducing algorithms and AI to diagnostic pathology, especially in terms
of segmentation, detection, classification and quantification, to get more consistent and ac-
curate results has hence been proven effective [35].
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3. Theory

3.2 Machine learning
With the increasing amount of data circulating in our society, machine learning (ML) has
become more and more relevant across multiple fields and industries, such as healthcare,
education, manufacturing and marketing; changing the way technology works over just a
couple of decades. ML is a subfield of AI that uses algorithms to identify patterns, model
data and perform tasks such as classifications and decisions. The goal with ML is to build
systems that automatically can improve its own performance through experience [36]. This is
based on the idea of showing the models real life data with certain inputs and outputs, which
is a far more efficient approach compared to anticipating all possible outcomes manually.
Furthermore, it helps with managing large amounts of data, which can be difficult to tackle
manually. Typically, ML tasks involve extracting domain-specific features from raw input.
This is usually followed by statistical modelling and learning different kinds of models de-
pending on the task at hand. Some common models are tree-based decision models, support
vector machines (SVM) and linear regression models [35].

3.2.1 Different types of learning
There are several ways to learn and train a system. The most frequently employed method
is supervised learning, especially for prediction [37, 38]. Supervised learning is characterised
by utilising annotated training data to instruct the model how to associate the labels with
the input data. Thus, the idea is that unseen data will behave similarly to the distribution
in the labelled training data and therefore make accurate predictions on new unseen data [39].

Another approach to learning is through unsupervised machine learning methods. Here,
the model is trained on non-labeled data to find patterns and relationships. This is for ex-
ample performed through clustering or dimensionality reduction. The method is especially
suitable for description tasks as they lack a variable that can supervise accuracy of for exam-
ple correct predictions. It can be beneficial to identify underlying or unobserved structures
that are difficult to find manually [38].

The two different techniques can also be combined in what is called semi-supervised learn-
ing. Semi-supervised learning (SSL) is especially useful in areas where annotation can be
difficult, such as medicine and agriculture. It is further practical if the labelling processes
are time-consuming, as they in some cases can take too long in order to be beneficial and
are often prone to human error. The community has hence tried to develop alternatives to
supervised learning, where partial sets of data are annotated while the rest is not. A tech-
nique commonly used within the realms of SSL is pseudo-labelling [40]. In pseudo-labeling,
a model is firstly trained with the annotated data. The unannotated data is then iteratively
classified after predictions of the trained model. When both annotated data and unlabelled
data have been divided into categories, the model is further trained while including the new
samples [41].

20



3.2 Machine learning

3.2.2 Training ML models
Training ML models can be a challenging task, both in terms of time spent fine-tuning hy-
perparameters, which form the model configuration settings, to reach desirable performance
and generalisation, but it is also computationally expensive due to the number of parame-
ters needing optimisation. Many ML models inherently support the ability of incremental
learning, which is a methodology to learn and enhance a designed model by remembering
previously learned knowledge [42]. The aim is to learn enough about the data that the model
is being trained on, while also keeping its generalisation and thus be able to adapt to new,
previously unseen data with adequate performance relative to the training performance. In
order to track generalisation, datasets are usually divided into three parts: the training set
the network is being trained on, a validation set used to fine-tune hyperparameters, and a
test set for a final evaluation of the model’s performance [43]. The hyperparameters can be
tuned in two different strategies, either using grid search or random search. With grid search,
a number of possible values of the hyperparameters will be chosen and then models with dif-
ferent combinations of these will be trained to find the optimal configuration of the given
choices. Random search, on the other hand, is, as implied, randomly training models with
randomly chosen combinations of hyperparameters. This gives the advantage of covering a
larger amount of hyperparameters compared to grid search, but is more difficult to repro-
duce [44].

When a model achieves good performance on the training set but not on the validation or
test set, the model is overfitted. One reason for this could be that the dataset doesn’t contain
enough samples. A too small set of samples means that the possibility of the training set con-
taining samples similar to those in the test set decreases, thereby increasing the generalisation
loss, see Figure 3.1.

Figure 3.1: The effect on training and generalisation loss by number
of samples and model complexity.

Another possible reason is the model becoming too complex. A higher number of parameters
are usually able to fit both the true regularities as well as the accidental ones. This means that
if the model has too few parameters, it fails to find the true patterns between the samples,
thereby underfitting the model. However, if given too much complexity, it will completely
learn the training data and fail to generalise, thereby increasing the generalisation loss. It
is therefore of importance to find the optimum between under- and overfitting in order to
receive better performance [45]. These concepts are illustratively explained in Figure 3.1.
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Regularisation

Another common approach to reducing overfitting is using regularisation. Regularisation
helps to constrain and control model complexity by adding penalty terms to the loss func-
tion. This in turn will regulate the estimated gradients and influence parameter updates,
hence leading to a model with better ability to generalise. The most commonly used reg-
ularisation techniques are Least Absolute Shrinkage and Selection Operator (LASSO), also
called L1 regularisation, Ridge or L2 regularisation, and Elastic Net, also called L1/L2 regu-
larisation. L1 regularisation adds the absolute value of weight magnitude as a penalty term
to the loss function while ridge regularisation instead adds the squared magnitude of the
coefficient. This means the L1 can set coefficients to exactly 0, making the model ignore
features that are of no use to the model learning. This encourages sparsity as it introduces
feature selection, hence working well in models with a high number of features. Penalising
with the squared magnitude will instead reduce the impact that irrelevant features have on
the model without completely removing them, which will stabilise the model while keeping
all information [46, 47]. Elastic Net regularisation (L1/L2 regularisation) is a combination of
the two regularisation techniques, effectively combining the strengths of both. This has been
shown to perform better compared to other linear regression techniques, thereby presenting
as robust while also helping with feature selection and parameter shrinkage [47].

Data augmentation

Although machine learning can solve complex problems today, it also comes with the re-
quirement of a large amount of data in order to perform adequately. This is a big bottleneck
in fields such as medicine, especially while handling visual data [40]. In this situation, data
augmentation can prove itself helpful by artificially introducing random distortions to ex-
isting samples. This technique will hence increase the training set with small variations such
as geometric and colour space transformations, as well as for example combining images and
random erasings. Furthermore, data augmentation will also help models from overfitting, re-
duce bias, and possibly increase the general model performance. Data augmentation is usually
included in the model pipeline [48]. For cell segmentation, data augmentation with random
elastic transformations seem to improve performance, especially when having few training
samples, as it gives the network a possibility to get used to deformations in the data [49].

3.2.3 Evaluating performance of ML models
While it is custom to track ML models’ learning through training and validation accuracy as
well as loss over time, there is also a need to perform a proper evaluation to understand the
performance and capability of the model. Evaluation of machine learning systems is essential
in all applications, especially due to lack of explainability in ML. Quantifying the quality
of performance helps the understanding of the system’s solution [50]. Both qualitative and
quantitative evaluation can be used to determine performance. Qualitative evaluation means
for example asking the users if the result is satisfactory while quantitative evaluation focuses
on statistical and mechanical methods to validate the performance [51].
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Confusion matrix
When it comes to classification tasks, the predicted values can be divided into true positives
(TP), true negatives (TN), false positives (FP) and false negatives (FN), where the true values
signify a correct prediction and vice versa for the negative examples. In an ideal model, FP
and FN should be zero, as these indicators signify the wrong classification. Based on situa-
tional applications of models, the importance of a non-zero value can vary. In medicine, FN
cases can for example indicate that a patient with an illness has been diagnosed as healthy
which in the worst case scenario can lead to a fatal outcome. These categories of predicted
values are therefore used to calculate metrics with the purpose of measuring model perfor-
mance with varied significance to outcome [52, 53].

The cross classification these categories explain can be represented by a confusion matrix,
also called error matrix, and is commonly used in the area of ML, both for binary and mul-
ticlass classification. The layout allows for easier visualisation of performance measurement
[54]. Each column illustrates instances of predicted values while each row shows the true
instances, as seen in Figure 3.2.

Figure 3.2: Layout of a binary confusion matrix.

Evaluation metrics
Accuracy describes the proportion of true results, that is the number of correct assessments
across all samples. This can be calculated as

Accuracy =
TN + TP

TN + TP + FN + FP
(3.1)

Accuracy might be the most intuitive metric for the model performance, but most often this
can be misleading and not show the true quality of the model, especially in very imbalanced
datasets [55]. For a more fair assessment, recall and precision can be used.
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Recall, or sensitivity, signifies how well the model can correctly identify the true positives.
Recall can be described as

Recall =
TP

TP + FN
(3.2)

Precision consists of the ratio of identified positive class cases of all positive predictions and
will hence determine how many of the positive identifications actually were correct. Mathe-
matically, it can be expressed as

Precision =
TP

TP + FP
(3.3)

Precision is most often a trade off with recall, as increasing recall might detect all cases but
can also over-classify into that class, thus ending up with potentially affecting unnecessary
cases. On the other hand, if the aim is high precision, there is a higher risk of missing cases,
which can be harmful in for example diagnostic medicine. When both precision and recall
are of importance, the F1 score can combine them using a harmonic mean. This will mean
that maximising the F1 score will maximise both precision and recall in relation to each other.
F1 score can be explained as

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(3.4)

Which metrics are the most significant depends on the situation of which the model is applied
on [56, 57].

Receiver operating characteristic curve
A receiver operating characteristic (ROC) curve is a different way of displaying model per-
formance, where the true positive rate (TPR), also known as recall, is plotted against the false
positive rate (FPR), which is the proportion of incorrectly classified negative instances. An
illustrative example is shown in Figure 3.3. TPR will measure how well the model correctly
identifies the true instances while FPR measure the rate at which the model incorrectly pre-
dicts negative cases as positive. Ideally the curve aims to the top left corner, where the FPR
is minimised while having a high recall value. This means that the model correctly classifies
all true instances while making no false predictions. Ergo, all positive cases will be predicted
as positive and all negative cases as negative and therefore presents as the optimal balance
between being able to detect all the true instances while avoiding classifying false instances
as true. This will maximise the model performance across all thresholds and will by exten-
sion maximise the area under the curve (AUC). ROC AUC score quantifies the performance
illustrated in the ROC, where a higher value indicates better performance and better ability
in distinguishing between classes. Usually, a ROC AUC above 80% is considered good, and
over 90% excellent. A value of 50% indicates a random classifier.
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Figure 3.3: An example of a ROC curve.

3.3 Deep learning

Deep learning (DL) is a subfield in ML and is today considered to be a core technology [58].
DL uses networks composed of multiple nested layers to solve tasks by extracting features
from inputs. The features are extracted according to hierarchy, where simpler features such
as lines and curves form lower levels while more advanced structures form higher levels. The
hierarchical nature gives the system the possibility to learn more complex relationships in
the data as it builds them out of several simpler ones [59]. This gives the opportunity to per-
form learning without the feature modelling step usually necessary in common ML models.
Additionally, it also differs in its efficiency when dealing with larger amounts of data. DL
firstly became popular after its success in visual object recognition [60] and has since been
applied in numerous applications such as healthcare, cybersecurity and text analytics [58].
However, due to it being more complex compared to traditional ML models, explainability
of DL models is extremely challenging as their interpretability may decrease [58, 60]. Fur-
thermore, it can also be very difficult to optimise a model to ideally fit real-world data, due
to its varying nature [58].
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3.4 Artificial neural networks

3.4.1 The single neuron
Artificial neural networks (ANNs) are based on the function and structure of the biological
natural circuit of neurons that exists in the human brain. Biological neurons are highly inter-
connected and transmit signals using electric excitation or inhibition in order to relay infor-
mation. The neuron can be compared to a step function, as it receives and summarises input
information and, if the threshold limit is reached, generates a full response independently of
the magnitude of the input [61]. Similarly, in ANNs, these electrical signals are represented
by positive and negative weight values in the artificial neurons, and thus, neurons form the
basic unit of computation in ANNs. As seen in Figure 3.4, each neuron receives input, Xi,
from one or several connecting inputs, which for example can contain features of a dataset
or images. The inputs are each associated with specific weights, wi, which are based on the
inputs’ relative significance to the other sending nodes. Apart from inputs and connected
weights, the neuron further needs bias, b, summation function and activation function, f, in
order to form an output, Y.
The activation function is necessary to give the model non-linearity and can be compared to
the biological function that only signals exceeding a certain threshold will be transmitted.
There are several different activation functions, but some of the most common are sigmoid,
tanh, Rectified linear Unit and Softmax [62]. The bias is a constant and works to shift,
adjusting its position, the activation function, and by extension the product of features and
weights. The summation simply sums together the resulting product with added bias and
forms the input to the activation function [61, 63].

Figure 3.4: Example of a neuron with inputs x, weights w, bias and
applied activation function.
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3.4.2 Neural networks
Just as ensembles of neurons in the brain can form functional physiological units with specific
functions and qualities - the nodes can also be structured in combinations to form computa-
tional models that can attempt solving different kinds of problems [61]. Typically, the amount
of neurons in a network can range from very few to millions of nodes, arranged in layers. The
single computational layer is called a perceptron [63]. By combining these single units inter-
connectedly and adding non-linearity, the ANN can effectively model complex relationships
between input and output data to simulate real-world problems and solutions [63, 62]. The
neurons can then efficiently form multi-layer networks where the initial input and output
layers are separated by intermediary stages called hidden layers [63, 64], see Figure 3.5. The
input is transformed within these hidden layers, which perform their computation through
their assigned neurons. The output from each neuron and layer will then be received by the
next layer of neurons, where further computation will take place. A network’s architecture
is determined through the number of hidden layers, often referred to as a network’s depth,
and the neurons in each of those layers, called the network’s width. Generally, the deeper the
network, the more complex relationships it can capture and similarly, the wider the network,
the more information about the data can be recorded. However, this comes with drawbacks
like requiring a larger amount of data and more computational power in order to learn. Fur-
thermore, the more information in the data it will capture, the higher the risk of overfitting
to the training data [65].

Figure 3.5: Illustrative example of a network.
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3.4.3 Forward propagation and backpropagation
To pass information into a network, the most straightforward iteration of a network is called
a feedforward network [63]. A feedforward network utilises forward propagation, which
means that the network flows the data forward through the nodes. This is performed by the
nodes receiving inputs, the weighted sum of inputs in a previous layer (or the first input) and
then compute the output based on the activation functions while incorporating weights and
biases in the receiving layers [66]. Most neural networks combine forward propagation with
backpropagation, both being performed iteratively during the training to increase accuracy
of the predictions. Minimising the function loss in a set task is the main goal of the training
process of a neural network, as a lower error rate means that the network is learning the
data. Backpropagation is a crucial part of the training process for most neural networks, and
means backward propagation of errors. The purpose of this is to adjust and finetune the
weights of the nodes in the network based on the error rate, also known as loss, computed
for each output unit [67]. Despite not being based on a biological function, ANNs trained
with backpropagation have been shown to perform better than existing alternatives [68].

3.4.4 Loss functions
How the weights and biases of nodes are adjusted during the backward propagation heavily
depends on the loss function. The loss function will quantify the error between the predicted
output and the given target label, ergo telling the network how far away from the correct an-
swer it currently is and thereby tracking how far from an accurate prediction the network is.
There are currently numerous loss functions available, each with different methods of calcu-
lating losses and penalising large errors. This will hence mean that different loss functions
affect the model’s performance differently [69].

Cross-entropy loss
For classification tasks, binary and categorical cross-entropy loss are commonly used, also
called negative log-likelihood, softmax loss or log loss. Cross-entropy will measure how much
two distributions differ from each other, in this case the model distribution and the true dis-
tribution. Minimising this loss hence means that the two distributions will be closer to each
other and thus give a higher amount of correct predictions; a perfect model would have zero
in log loss [69]. The loss can be calculated by quantifying the degree of entropy, uncertainty,
in the predicted value, and then summed across all variables. For multiclass classification,
the loss can be explained as

LossCross−Entropy = −

M∑
c=1

log(pt) (3.5)

where M is the number of classes and pt is defined as

pt =

p if y = 1,
1 − p if y = 0.
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with y being the binary indicator if the class label is correct. One of the advantages of cross-
entropy loss is that the shape of the function simplifies finding the minimum when using
gradients to optimise the network [70]. However, cross-entropy loss works less well when the
data contains class imbalance, as the majority class features will dominate the loss function,
therefore pushing the adjustment of weights closer to a more confident majority prediction.
The minority classes can thereby easily become neglected [71].

Focal loss

Focal loss was originally developed to address foreground-background class imbalance in ob-
ject detection tasks. Focal loss manipulates standard cross-entropy loss by assigning less im-
portance to examples that are well classified. This leads to predictions of difficult samples
improving with training compared to higher confidence in easily classified samples. Reduc-
ing the influence of well classified examples is done through down weighting, which adds a
modulating factor to the loss. Focal loss can be explained as

LossFocal = −

M∑
i=1

(i − pt)γlog(pt) (3.6)

where (1 − pt)γ is the modulating factor with γ as focusing factor. When γ = 0, it equals
to cross-entropy loss. Higher γ leads to rescaling of the modulating factor and an increase
will lead to more down-weighting of easy examples. Earlier studies have shown that γ = 2
usually leads to the best performance [72].

α-balanced focal loss

Cross-entropy loss can also address class imbalance by adding a weighting factor, α, to each
class - thereby balancing the loss. It is suggested that α could be the inverse class frequency.
Balanced cross-entropy can be explained as

LossBalancedCross−Entropy = −

M∑
i=1

αilog(pt) (3.7)

However, balanced cross-entropy does not address distinguishing between learning easy and
hard examples. Therefore, balanced cross-entropy can be combined with focal loss to create
α-balanced focal loss. This loss function utilise both the weighting factor α as well as the
focusing parameter γ, thus decreasing the previously mentioned issues[72]. α-balanced focal
loss can be described as

LossBalancedFocal = −

M∑
i=1

αi(i − pt)γlog(pt) (3.8)
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3.4.5 Optimisation
An efficient modern optimisation technique is with the help of gradients, with the goal to
adjust the model parameters during backpropagation in order to minimise the set loss func-
tion. When minimising a function, its derivative can be useful as it will specify how a change
in input will affect the output. The gradient will not only reveal whether the direction should
change or not, but also the relative importance of weights, as some connections are more im-
portant to the network than others for the specific inputs. An optimisation algorithm called
Gradient Descent (GD) utilises this by calculating the gradient at the current position fol-
lowed by taking a step in the direction of the steepest descent. When repeating this, this will
converge the output closer to the local minimum [59].

The learning rate can scale the gradient and thereby control the size of the next step. This is
performed as

Wnew = Wold − α
∂J
∂W
, (3.9)

for the weight update where W represents the weights, alpha the learning rate and J the
averaged loss of the entire dataset. Similarly, the bias update can be explained, with b as bias,
as

bnew = bold − α
∂J
∂b
. (3.10)

The learning rate is one of the most important settings when configuring a neural network
but is also very difficult to balance. If the learning rate is too low, the network might not be
able to reach the minimum fast enough. On the other hand, a too large value can push the
network to set suboptimal weights too fast and create unstable and diverging training [73],
see Figure 3.6.

Figure 3.6: Effects of an optimal and a too high learning rate.

The learning rate can be configured with different approaches to find a better fit for the spe-
cific network. Apart from having constant learning rates, techniques such as decaying learn-
ing rates, which starts with a larger learning rate and then decays it for example exponentially
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multiple times [74], and cyclical learning rates, which varies the learning rate between a min-
imum bound and maximum bound throughout the training, have been proven efficient for
some applications [75]. There are several optimisers besides GD that utilise the gradients and
learning rates for a better optimisation. The Stochastic Gradient Descent (SGD) optimiser
is widely used in many approaches and is a variation to the traditional GD algorithm. In
contrast to GD, which uses the gradient calculated over the entire dataset, SGD instead com-
putes the gradient using a single data point. Introducing randomness in this way can make
the training more stochastic but also make it run faster. The advantage of SGD compared to
GD is that it is more memory efficient since it only uses subsets of the data at each calcula-
tion [76]. However, due to its stochastic nature, SGD converges less regularly since it keeps
oscillating towards convergence. This effect can be decreased with the help of momentum.
The purpose of momentum is to accelerate the convergence by smoothing out oscillations
in the gradient. The momentum builds up when the gradient consistently stays in the same
direction for several iterations, and therefore includes not only the current gradient but also
the historical gradients when updating the parameters as a weighted average, thus increasing
the speed to convergence [77].

Although SGD has proven to be very efficient for a long time, and is still in use, it has some
limitations due to fixed parameters. Therefore, techniques using adaptive learning rate were
developed.

Root Mean Square Propagation (RMSProp) is one algorithm that uses adaptive learning rate.
This was originally developed to address the vanishing gradient problem. This problem arises
when the network is very deep, and as the gradients are back propagated the overall gradi-
ent can start to approach zero since the partial gradients can be very small. This results
in very slow convergence and difficulty learning hierarchical data. Additionally, there can
also be a problem with exploding gradients, which occurs when the gradients become very
large in deep networks. This causes the network to diverge and become unstable. RMSProp
normalises the gradients, which means that the step for large gradients will be decreased and
vice versa for smaller gradients. The normalisation is done using a moving average of squared
gradients, where the moving average is calculated as exponentially decaying. This means that
the influence of past gradients depends mostly on the closest gradient and less on the earlier.
By doing this, it is not necessary to accumulate all the historical gradients, thus decreasing
the memory requirement. The gradients are then divided by the square root of these moving
averages, and parameters updated accordingly [78]. RMSProp itself has not been officially
published, but is still included in most deep learning frameworks and very well known.

Another commonly used optimiser is based on the Adaptive Moment Estimation (ADAM)
algorithm. ADAM is very versatile and gives good optimization for a range of different tasks
and is therefore one of the most commonly used optimisers [78]. ADAM combines RMSProp
and momentum, making it more memory-efficient. ADAM adapts the learning rates based
on the first and second momentum, the gradient and the squared gradient, but also smooths
the gradient with the help of momentum [79].

The different optimisers perform differently depending on the input data and the tasks, and
the most fitting one is usually left for experimentation [59].
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3.5 Convolutional neural networks
Convolutional neural networks (CNN) are widely used with image recognition tasks, as it is
particularly successful with predictions made in grid-like topological spaces. Hence, it has
today become one of the most important types of networks, especially in fields like computer
vision and natural language processing, and has enabled achievements such as face recogni-
tion and intelligent medical treatments. A CNN is based on the idea of using the convolu-
tion operation in one or several layers, instead of using fully connected layers like previously
[80, 81, 82]. This makes it possible to automatically extract features from data into feature
maps. The convolutional operation is an integral expressing how one function is being mod-
ified while shifting another function on top of it; blending the two functions together over
a space [83]. For discrete input signals, the operation can be mathematically explained as

( f ∗ g)[n] =
∞∑

m=−∞

f [m] · g[n − m], (3.11)

where f and g are two discrete or continuous functions and m and n is the position of the
input and the output signal respectively. The asterisk represents the convolution. In the con-
text of neural networks, a convolutional filter or kernel, which is a matrix of weights, slides
across an image with a certain stride value until it traverses the entire image and performs
convolution between the kernel and the image pixels [84], see Figure 3.7.

Figure 3.7: Example of a convolutional operation on an input matrix
with a kernel size 3x3.

The output is then stored in an output feature map. When dealing with multiple channels,
the kernel has the same depth as the input image, which output maps are combined into a
one-depth channel output. Depending on the size of the filter as well as its contents, this can
affect how the features are extracted and consequently affect the prediction. The filter size
is often left for network optimisation while the weights are learnt by the model. To increase
performance, the convolutional operation can be used in several filters and layers, thereby
capturing multiple high-level features [85]. Hence, convolutional layers effectively combine
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local information by a smaller number of pixels in order to extract key information that hi-
erarchically distinguishes images, objects, structural patterns, lines etc. from each other [84].
Due to the nature of CNNs, it is more computationally effective compared to fully connected
layers. This can be explained by the neurons not having connections with all the neurons in
the previous layers, hence reducing the number of parameters. The parameters are further
reduced with the help of sharing weights in groups of connected neurons [86].

In a CNN, a convolutional layer is most often followed by a pooling layer. A pooling layer
is responsible for reducing the dimensionality of the feature map in preparation for the next
convolutional layer, with the aim of reducing the necessary computational expense and de-
creasing the risk of overfitting [87]. The resulting input to the next convolutional layer is
performed on the summarised features after pooling, which means that the model becomes
more robust to variations in position. Similar to convolutional layers, a pooling layer also
slides a filter across each channel of an image. The two most commonly used types of pooling
layers are max pooling and average pooling, see Figure 3.8. In max pooling, the maximum
value across the current field of interest is chosen as output. This means that the resulting
output contains the most prominent features of the previous feature map while discarding
less relevant information. Average pooling instead computes the average of all the elements
covered by the filter area. Consequently, this will present the average of the features, thus
containing more information than max pooling [88].

Figure 3.8: Illustrative example of the max and average pooling.

Apart from the two previously mentioned layers, a CNN also contains a fully connected
(FC) layer. A FC layer, or a dense layer, is usually present at the end of a CNN and works as
a classification layer. A FC layer is used to connect all the neurons between the two different
layers with each other. It utilises the flattened output and hence the extracted features from
all neurons in the previous layer, usually from a pooling layer, in order to generate a final
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classification or regression to the output layer. This follows the principle used with other
feed-forward ANNs [89]. An example of a simple CNN can be seen in Figure 3.9.

Figure 3.9: Illustrative example of a simple CNN architecture.

Similar to other ANNs, a CNN also contains activation layers in order to add nonlinear-
ity. Additionally, it is also common practice to add batch normalisation and dropout layers.
Dropout is added in order to reduce overfitting, as this can be prominent when all the features
are connected. Here, a number of neurons, determined by the dropout rate, are dropped,
which efficiently reduces the size of the model. In order to prevent vital information loss, the
neurons that are disabled are chosen at random during each training iteration [89]. Generally
with all deep neural networks in supervised learning, they need to train on a large amount
of labelled data to be able to associate features with specific labels. Training is further com-
plicated by the parameters of the previous layers changing during training, thereby changing
the distributions of the current layer’s inputs, and requires careful finetuning of parameters.
Batch normalisation was added as a way to make this process easier as it aims to standardise
activations of the input variables, thereby making the assumptions about the previous layers’
distributions differ less. As a result, it will speed up the training process and stabilise the
network [90].

3.6 Object detection
Computer vision (CV) is another type of AI that focuses on making technological systems
interpret the real world visually. The human visual system can easily identify multiple differ-
ent objects with an incredible speed, and for the sake of automation, among other things, it is
desirable to make systems try to mimic the human way of seeing and understanding their en-
vironment. It has become a wide-spread application in multiple fields, especially industries
based on automation and medical domains[91]. A popular CV technique is object detection,
which aims to locate instances of specific classes in images or videos - answering firstly, if
there is an object in the image and secondly, where in the image these specific objects are
located. It is currently mostly performed with the help of deep learning and CNN, due to
their high performance with complex problems and visual data [92, 93]. Object detection is
well studied within areas such as detection of faces, pedestrians or vehicles, making it useful
for applications such as video surveillance [92].
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3.6.1 Principles of object detection
The problem of locating objects has earlier been solved with, among other things, machine
learning strategies, for example analysing the colour histogram and clustering of pixels. These
were then used as features into regression models. With a deep learning approach, the general
idea behind object detection is creating so-called bounding boxes that surround objects of
interest. The bounding boxes’ x- and y-coordinates represent where these objects are located
in the image. The bounding boxes are then used as input along with the corresponding im-
ages to the deep learning model of choice, which in turn will be trained and finally result in
refined bounding boxes as outcome [93]. When classifying a single class, it can be considered
an object localisation problem, or a single class object detection, but it can also be extended
into a multi-class problem, where it is necessary to both localise and classify different ob-
jects. This will transform the problem into an object detection problem; object detection is
a combination of both image classification and object localisation [91].

In order to provide a relatively fast solution to a given task with adequate accuracy, most
networks use anchor boxes for detection. Anchor boxes are predefined bounding boxes with
specific measurements in height and width, see Figure 3.10.

Figure 3.10: Anchor boxes tiled over image while being mapped by
CNN output.

The anchor boxes are tiled over the image while the network calculates predictions based on
content in that specific anchor box - such as background, probability of intersection over
the ground truth bounding boxes and their offset, the adjustments of coordinates to align
the anchor boxes more accurately, see Figure 3.11. With further training, the anchor boxes
get refined to better match the bounding boxes with the help of the predictions [94]. The
use of anchor boxes allows for real-time detection, as it can detect multiple objects across
the whole image at once with the help of the spatial awareness of CNNs, as opposed to for
example detectors with sliding windows [95]. After optimising the predictions for anchor
boxes, the anchor boxes predicted to belong to the background are removed while the re-
maining boxes are filtered depending on their prediction’s confidence level. The technique
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Non-maximum suppression (NMS) is then used to eliminate potential duplicates. This is
performed by choosing the proposed boxes with the highest confidence score and calculating
the intersection over union (IoU), displaying a ratio of overlap, against every other proposed
box. If the IoU is higher than the set threshold, it will be used as output. This process is
repeated until all proposed predictions are analysed, leaving the final output [94].

Figure 3.11: Two different anchor boxes and their tiling over an im-
age.

Object detection was at first proposed with a two stage approach, where the detection process
is divided into firstly recognising regions of interest, usually with the help of the mentioned
anchor boxes, and secondly classifying and refining the regions. This approach includes fa-
mous models such as R-CNN, Faster R-CNN and Cascade R-CNN [96]. As opposed to these
two-staged detectors, one-stage detectors are becoming increasingly more common. They
include a detector using a single pass through the network without using previous compu-
tation. Popular one stage detectors using anchors are Single Shot MultiBox Detector (SSD),
RetinaNet and early versions of You Only Look Once (YOLO) [97]. While anchor boxes can
be helpful in guiding the model into the size range of interest of the objects, more state-of-
the-art models provide an anchor-free detection, allowing for more flexibility in detecting
objects with various sizes and ratios as well as decrease the complexity of the model. This will
in turn allow for a faster computation. This can be seen in models such as Fully Convolu-
tional One-Stage Detector (FCOS) [96]. This is performed by directly predicting bounding
boxes from extracted features, pixel-wise instead of anchor-wise. The models can be divided
into three parts: the backbone, the neck and the head. The backbone is the main feature
extractor, most often consisting of some sort of CNN architecture, providing a hierarchical
representation of the input. The choice of backbone can therefore significantly influence the
performance of the model. The neck will follow by including more contextual information
[98]. Many anchor-free detection models, as well as some models using anchors, rely heavily
on feature pyramids in their neck part. Feature pyramids are feature extractors that stack the
same image several times on top of each other in different scalings, using a bottom-up and
top-down pathway, which can be seen in Figure 3.12. The bottom-up is commonly applied
in CNNs’ feature extraction, where the spatial resolution decreases on higher levels, increas-
ing the abstraction. This means that features with semantic value can be extracted, but they
may be distorted due to manipulations of the image. Thus, layers are reconstructed to give
lateral connections to the semantic layers and thereby increasing the accuracy of the object
locations [99]. Lastly, the head is responsible for the model’s predictions, including bounding

36



3.6 Object detection

boxes and confidence levels [98]. However, despite one-stage detectors normally being faster
compared to two-stage detectors, it usually comes with the cost of worse performance [97].
In order to improve performance of a detector, similar strategies as previously mentioned
can be deployed, including hyperparameter finetuning, data augmentation and optimisation
algorithms.

Figure 3.12: Feature pyramid network with its bottom-up and top-
down pathways.

3.6.2 Evaluating performance
Evaluation metrics in object detection include Intersection over Union, Average Precision
(AP) and Mean Average Precision (mAP). IoU compares the bounding boxes of the ground
truth to the prediction and can be seen as an accuracy of the model for detection tasks. IoU
can be calculated by dividing the area of intersection of the two bounding boxes with their
union area, see Figure 3.13, giving a ratio [100]. Normally, an IoU score of >0.5 is considered
a good prediction, as it is unlikely that an exact match will be predicted. Furthermore, in
most cases, coordinates with a close match will provide equal information when working
with bounding boxes [101].

Similarly to classification, true positives, false positives and false negatives are still highly
relevant in object detection as this can be seen as the model’s accuracy. In object detection
terms, TP will mean that the predicted bounding box of a model exists at a certain position
and that it is correct for the set IoU threshold. Following, a bounding box is FP if the bound-
ing box exists in a certain position but is incorrect. Lastly, FN is used when the model did not
predict an expected bounding box at that particular position when there should have been
one. TP, FP, FN can then act as foundation for calculating precision and recall. Ideally these
should both be high, but is often a tradeoff between the two metrics [102, 103]. Generally,
this can be adjusted with the model’s probability confidence threshold, which will determine
the confidence level of the model’s predictions. A higher confidence level will mean that the
model is more confident in its predictions, which will increase the precision but decrease the
recall.
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Figure 3.13: Intersection over Union forms a ratio describing the
amount of intersection between two boxes.

On the other hand, a lower confidence threshold will predict more boxes and thus increase
the chance of not missing a ground truth box and therefore increase the recall but lower the
precision as it provides more FP. This can visually be represented in precision-recall curves,
which plots recall over precision at different confidence thresholds. Another approach to
precision-recall (PR) curves can be plotting at different IoU thresholds, as this will affect the
sensitivity of what classifies as TP, affecting both precision and recall [59, 104, 105]. This
approach is for example used to evaluate the large Common Objects in Context (COCO)
dataset [106].

The PR curve can be extended into the metric AP, as it is represented by the area under the
PR curve. This will hence quantify the balance between FP and FN, meaning that a higher
value indicates a better model performance , and also decrease the arbitrariness of considering
different thresholds. Each class has its own AP, but can be summarised in mAP [107]. It can
thereby be argued that this metric gives a more realistic evaluation for real-life applications
[108]. The metric mAP can hence be explained as

mAP =
1
N

N∑
i=1

APi, (3.12)

where N is the total number of classes and APk the AP of class k [107]. Which metric to use
under what circumstances depends on application. For the COCO dataset evaluation, mAP
is calculated in a range of IoU thresholds between 0.5 and 0.95, with a 0.05 step interval. The
PASCAL VOC metric is instead the AP at the IoU threshold 0.5 [106].
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3.7 Transfer learning
Although DL algorithms now show superior performance for image analysis tasks, it also
comes with some limitations. Most DL algorithms are developed under the pretence of a
large amount of data, as it is based on learning common features between data samples. This
is especially true for convolutional neural networks, which today is the top performing DL
technique when it comes to medical image analysis. However, in the medical community, data
scarcity and limited expert-annotated data is a major bottleneck for these approaches, due to
inaccessibility and high expenses. In order to solve this, many practices now involve transfer
learning (TL) and domain adaptation techniques [109]. Traditionally, machine learning as-
sumes the same data distribution and feature space in both the training and testing data. TL
instead mimics the human cognition and experience of learning, where knowledge in similar
contexts can be applied in new settings - thereby giving better performance compared to
that of no previous skills or information. The purpose of TF is hence to improve learning by
transferring knowledge from one domain to a different but similar domain [110], thus reduc-
ing training time for acceptable performances and potentially increasing evaluation metrics
[109].

Models pre-trained with the dataset ImageNet [111], containing millions of labelled natu-
ral images, are commonly used with TL. These models are usually CNNs of different depth
and have led to significant development of performance in natural image analysis tasks. Fur-
thermore, this has also been seen improving tasks in the biological field [112], even though
the distance from natural images to medical imaging dataset is highly influential to the net-
work’s performance. However, as with all ML solutions, setting the hyperparameters is still
of utmost importance in order to achieve satisfactory results. Furthermore, in order to adapt
the pre-trained models to the data of interest, it can be necessary to fine-tune the network -
freezing and retraining some, or all, of the model’s latest layers. Some studies in the subject
of histopathology image classification have however shown that fine-tuning top layers, the
final layers of the model, does not provide significant improvement to justify further training
[113]. The amount of layers to freeze or retrain is left for optimisation, and based on the level
of abstraction decreasing from the lowest level and up [114].

3.7.1 InceptionV3
The Inception network was originally developed by Szgedy et al. [115] as part of GoogleNet
for the ImageNet Recognition Challenge in 2014 . The motivation behind Inception was
to create a network with an increased number of network levels and number of units at
each layer in order to be able to deal with difficult challenges. However, deeper and denser
networks usually entail increased computational expense. This issue was approached by de-
signing a CNN with sparse architecture instead of with fully connected layers like previous
networks. Thus, the network was designed to consist of repeated components called incep-
tion modules. These layers have several parallel convolutional layers with different sizes and
are concatenated into a single output vector. The dimensionality issue was further addressed
by including 1x1 convolutional layers - effectively reducing dimensionality - as well as parallel
max pooling layers in the inception layers. In order to improve performance, further versions
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were created with an increased number of network levels and number of units at each layer -
with the motivation of a larger network being better at handling difficult challenges. While
deeper networks usually are more computationally expensive, this was solved by decreasing
the convolution size from 5x5 in InceptionV1 to 3x3 in InceptionV3. InceptionV3 also adds,
among other things, an RMSprop optimiser and more batch normalisation [116, 117].

The general architecture of the InceptionV3 can be seen in Figure 3.14.

Figure 3.14: Architecture of InceptionV3.

3.7.2 YOLO
You Only Look Once (YOLO) is a series of open-source computer vision models that cur-
rently are state-of-the-art with superior performance. The given name stands for the ability
of predicting every present object within one forward pass, therefore “only looking once”.
The YOLO models were created as a regression task instead of classification for predicting
box coordinates. The latest iteration of the model series is YOLOv8 [118], released in 2023.
Instead of using anchor-based detection, YOLOv8 predicts object centres which simplifies
the model and decreases the computational complexity. YOLOv8 uses the concept of grid
cells, dividing the image into cells depending on the scale and resolution, where each fea-
ture map or grid cell predicts an object whose centre exists in that cell. The predictions are
then stacked together to create final predictions with the help of feature pyramids. As of
today, YOLOv8 is not published in any official paper, but an architecture, recognised by the
developing team, can be seen in Appendix A.1.
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Chapter 4

Method

4.1 System overview
To perform the project, a stationary computer with the graphic card NVIDIA GeForce RTX
3060 Ti with 8 GB of memory was used. CUDA toolkit 12.2 and NVIDIA CUDA Deep Neu-
ral Network (cuDNN) 8.9.6 were utilised in order to execute the network training efficiently
with the mentioned GPU. The code was developed in Python 3.9.18 with Keras and Tensor-
Flow 2.8 for the monolayer task. The localisation task was performed in Python 3.10.12 with
Keras and Tensorflow 2.15 using a WSL2 Ubuntu virtual environment.

4.2 Finding monolayers
The following section refer to the first part of the project that focuses on finding monolayers
in avian blood samples.

4.2.1 Data collection
Using the DC-1 system, a number of avian blood samples accessible at CellaVision were anal-
ysed using 100x magnification. The performed analysis included scanning the blood smear
and thereafter providing a monolayer coordinate range, if the monolayer region existed in
the specific sample. The coordinates for the WBC monolayers in relevant samples could then
be extracted from the log file of the system.

Images from the same samples were then collected from the DM9600 system in 10x mag-
nification. As both systems had individual limitations, not all image data of the relevant
samples from the DC-1 system could be collected. Therefore, the data that existed across
both the DC-1 and DM9600 were matched up and the rest of the data was discarded. In

41



4. Method

total, 13020 images could be collected for 110 samples. The collected images were originally
captured with magnification power 10x in 640 x 480 pixels. The sample as a whole can be
represented by a reference system, as seen in Figure 4.1, with the range [5000, 21000] µm in
x-axis and [5000, 50000] µm in y-axis. Each image can be related to the reference system and
the blood smear through its midpoint coordinates.

Figure 4.1: Reference system for blood slide sample.

Initially, the data was labelled in a binary manner, where images within the coordinate range
of monolayer were classified as ‘monolayers’ whereas the rest were labelled as ‘not monolayer’.
The distribution of samples can be seen in Figure 4.2. This configuration of the dataset will
henceforth be mentioned as the binary dataset.

Furthermore, the data was also labelled into a second multiclass dataset, with the classes:
‘too sparse’, ‘monolayer’ and ‘too thick’. A threshold for the monolayer label was set to be
49.5%, ergo an image needed to at least contain 49.5% monolayer in its range to be classified
as a monolayer. This further meant that 35 samples contained no monolayers as it fell below
the threshold, resulting in 75 samples containing at least one image classified as a monolayer.
The other labels were set on a visual basis; the images that were less dense compared to the
monolayers were classified as ‘too sparse’ and the images that were more dense compared to
monolayers were classified as ‘too thick’.
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Figure 4.2: Class distribution of the binary dataset.

Moreover, there was also a need for manual adjustments of some images, as they, after visual
inspection, were distinctly different to a monolayer even though they were in the monolayer
coordinate range, most likely due to errors of the analysers. Some examples of these types of
misclassifications can be seen in Figure 4.3. No ‘monolayers’ labels were added to any images,
even if they visually could be estimated as one.

Figure 4.3: Examples of images in need of manual adjustments, from
label ‘monolayer’ to ‘too thick’ or ‘too sparse’.

Arbitrary examples of the final dataset with their corresponding labels can be seen in Figure
4.4 and the final distribution can be seen in Figure 4.5.
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Too sparse Monolayer Too thick

Figure 4.4: Examples of images being classified as too sparse, mono-
layer or too thick.

Figure 4.5: Class distribution of entire multiclass dataset.
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Dataset for semi-supervised learning

With the purpose of trying to lessen the subjectivity of classifying the images, a dataset for
pseudo labelling was also prepared. 164 images were left out of labelling, based on the level of
difficulty to determine which class it belonged to, corresponding to 1.3% of the entire dataset.
Examples can be seen in Figure 4.6.

Figure 4.6: Examples of images with no label.

The dataset distribution used with pseudo labelling can be seen in Figure 4.7.

Figure 4.7: Class distribution of the entire multiclass pseudo dataset.
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4.2.2 Pre-processing
Pre-processing involved downsampling images to the correct dimensions corresponding to
the specific networks, that is 224x224x3 for EfficientNetB0 and ResNet50, 240x240x3 for
EfficientNetB1, and 299x299x3 for InceptionResnetV2 and InceptionV3 [119]. Furthermore,
pre-processing also included normalisation to a pixel value in the range of 0 to 1. Images were
loaded into memory in batches in order to accommodate the memory limitation, and split
into a training, validation and test set in a (0.6, 0.2, 0.2) ratio. Further, different configura-
tions of data augmentation were applied to the images. Both normalisation and augmenta-
tion were built as layers of the model architecture. This limited the possible augmentation
techniques to those available in the Keras Layers API. As a final step of preparing the dataset
for training, the labels were one-hot encoded.

4.2.3 General test design
The general model design included using a pre-trained transfer model as a base model ini-
tialised on the ImageNet dataset with average pooling. As previously mentioned, the model
design also included preprocessing layers in a sequential manner, such as resizing and nor-
malisation of images, as well as the desired augmentation. Additional layers were then added
to make the model better fit the created dataset. The added layers initially consisted of a
flattening layer and a dense layer, with a value equal to the number of classes, giving the out-
put with a softmax activation function. The network was trained for a predefined number
of epochs while monitoring training as well as validation loss. Throughout the process, the
model with the lowest validation loss was consistently saved, in order to ensure preservation
of the best performing model. After training the network for the set number of epochs, the
probabilities associated with each class of the images were computed by the trained model.
The classes were then assigned to the images by selecting the classes with the highest prob-
ability in the predicted outcomes. Finally, evaluation metrics such as accuracy, precision,
recall and F1-score were calculated. In most tests, performance was also calculated in terms
of class precision, specifically the class representing monolayers.

The models in the following tests were created, trained and tuned experimentally, follow-
ing results of previous models and not in a purely sequential manner as presented below. The
presented tests are organised as follows: I relates to the binary dataset, II to the multiclass
dataset and III refers to semi-supervised learning of the multiclass dataset. Additional tests
can be seen in Appendix B.

4.2.4 Initial tests with binary dataset
Test Ia: Selection of baseline architecture
Initially, a smaller exploration of different pre-trained transfer learning models with the bi-
nary dataset was conducted in order to evaluate which transfer learning model architecture
could be the most suitable for the created dataset. The considered transfer learning mod-
els were based on accessibility in Keras Applications, which is part of the library housing
pre-trained deep learning models, as well as successful models identified in the performed
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literature review. Thus, the selected models were EfficientNetB0, EfficientNetB1, Inception-
ResNetV2, InceptionV3 and ResNet50. These models incorporate diverse architectures with
varying numbers of parameters - ensuring a spectrum of complexities. The test was per-
formed with identical parameter configurations, which included a constant learning rate of
10−5 with a batch size of 32 trained for 50 epochs. The training was optimised with the
optimiser ADAM set to minimise the cross-entropy loss. They all had mild augmentation
applied, presented in Table 4.1. Due to the class imbalance in the binary dataset, the models
were mostly evaluated based on class precision and class recall for the monolayers, on top of
the general evaluation metrics. The best performing model was chosen as the base model for
the following tests.

Table 4.1: Augmentation for testing of transfer learning models with the binary
dataset.

Augmentation Configuration

Random Flip Horizontal & Vertical
Random Rotation 0.4, filled with reflected pixels
Random Translation Height and width factor 0.2, filled with reflected pixels
Random Zoom 0.3
Random Contrast 0.4

Test Ib: Adding generalisation
As a continuation of the previous test, some hyperparameters were changed in order to in-
vestigate generalisation and decrease overfitting of the transfer learning model InceptionV3.
This included adjusting the learning rate as well as adding dropout and an additional dense
layer.

Test Ic: Dropout and batch size with fine-tuned TL models
Generalisation was further tested in combination with fine-tuning of the pre-trained trans-
fer learning models. Fine-tuning was necessary to test in order to find out to which extent
the model needed to be fine-tuned, if at all. The fine-tuning was performed by firstly fixing
the lower layers of the pre-trained network, thereby preserving the previously learnt knowl-
edge of feature representation in ImageNet. The top layers of the model, believed to be more
task-specific, could then be trained with a learning rate of 10−3 for a set number of epochs.
The fine-tuning of top layers was then followed by training of lower layers. The learning rate
was lowered to enable easier adjustment of the learnt weights to the domain of the custom
dataset. For this step, two different learning rates were tested: 10−6 and 10−7, thereby cre-
ating two different configurations of the models with fine-tuning. These two configurations
were further tested with an added dropout layer with two different values, 0.5 and 0.8, to
increase generalisation. Lastly, the batch sizes were varied between three values: 16, 32, 64.
Larger batch sizes could not be considered due to memory limitations in the GPU.
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4.2.5 Multiclass testing
Test IIa: Batch size and effect of fine-tuning in multiclass dataset
Test IIa was performed closely related to test Ic but set in the multiclass environment, in
order to see how the multiclass dataset was affected by the similar parameters and training.
The multiclass testing started based on knowledge learnt from previous tests, and the tests
were thereby based on the best performing models and hyperparameters. As opinions of how
significant it is to fine-tune the pre-trained transfer learning models seemed to be contradict-
ing, as previously mentioned, it was important to test whether this would affect performance
with the given data. Like Test Ic, the top layers were trained with the learning rate 10−3. The
learning rate of the lower layers was set to 10−6. The performances of these models were
then compared to performances of models without fine-tuning, trained for the same amount
of epochs and with the learning rate that the majority of the layers were trained on in the
fine-tuning models, that is 10−6. The models without fine-tuning were still initialised on
ImageNet but set to train all layers at once. This testing was combined with two different
batch sizes.

Test IIb: Optimiser
The model was initially set up with the ADAM optimiser, but it might not be the ideal opti-
miser for all datasets. In order to test the effect of the optimiser, the ADAM algorithm was
compared to the RMSProp algorithm. Furthermore, ADAM contains the epsilon parameter,
which is a constant value added for numerical stability, to avoid dividing by zero when updat-
ing variables at times where the gradient is close to zero. The epsilon value defaults to 10−7.
It is generally desirable to have a lower epsilon as a larger epsilon value will mean smaller
weight updates which in turn makes the training progress slower. However, this might not
be the best value for larger networks such as InceptionV3 initialised on the ImageNet dataset.
For a more efficient convergence less sensitive to minor changes of the denominator for this
type of networks, a value of 0.1 is suggested instead [120]. Therefore, the data is also trained
on the ADAM optimiser with default value as well as with the suggested value to investigate
if this improves model learning. Other parameters were identical between the tested mod-
els in the training phase and based on previous results, including a constant learning rate of
10−6.

Test IIc: Learning rate adjustments
As learning rate is a crucial hyperparameter in network training, it was imperative to evaluate
the impact of different adjustments of the learning rate. Learning rate is to some extent
adjusted by the optimiser, as the RMSProp used in the model design is adaptive, but can be
set to have a specific shape. The effect of learning rates had to some extent been investigated
in earlier tests, but then mainly focusing on constant learning rates. This test instead aims
at figuring out the impact of different learning rate adjusters lowering learning rates in a
controlled manner, as this theoretically should allow the network to learn more details as it
trains in higher levels of the feature hierarchy. More specifically, the test focuses on learning
rate schedulers implementing either step wise lowering of the learning rate or implementing
exponential learning rate decay. Initial values and final values of the schedulers were varied,
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in order to optimise and find the most beneficial configuration for model performance. The
range of initial values varied between 10-3 and 10-4 and between 10−7 and 10−9 for the final
values. For the exponential learning rate decay scheduler, the decay steps with a decay factor
computed as

LrDecayFactor = (
lr f inal

lrinitial
)

1
epochs (4.1)

and the steps per epoch were calculated as

Stepsepoch =
size of training set

batch size
(4.2)

The general shapes of these learning rate schedulers as well as schedulers in later tests can be
seen in Appendix A.2.

Test IId: Loss functions
Optimisation during training of deep neural networks is based on the specified loss func-
tion, as this guides the model towards better parameter values for the dataset. This makes
the loss function an essential parameter for model performance, and what loss function to use
can vary between different objectives and approaches. Different loss functions have varying
properties, as some for example can be sensitive to noise and specific types of data. Depend-
ing on the nature of the data, it can be necessary to adjust the loss function to account for
data qualities such as class imbalance by for example choosing a loss function that focuses
on samples that are hard to classify. For a clear comparison, three models with different
loss functions were firstly trained with identical configurations. The investigated losses in-
cluded cross-entropy loss, α-balanced focal cross-entropy loss and hinge loss. The models
were trained with default values of loss hyperparameters. For α-balanced focal cross-entropy
loss, this meant values of 0.25 and 2.0 for α and γ respectively.

α-balanced focal cross-entropy loss was further investigated with varying values of the hy-
perparameters α and γ. The two hyperparameters used their default values as starting points
and were then tuned experimentally. α was varied with a single value between 0.005 and 0.4.
The suggested inverse frequency of classes was also tested. On the other hand, γ was varied
between 2.0 and 10.0. As γ controls the focusing effect of the focal loss function, an increased
value will enhance the effect of loss for misclassified samples, in particular hard-to-classify
samples. A value of 0 will mean that the α-balanced focal cross-entropy loss is equal to cross-
entropy loss. The test therefore focused on increasing the value instead of lowering it, with
the goal to increase precision for monolayers considered hard to classify. Most of the models
were trained for 50 epochs, but in some cases they were also trained for 200 epochs to give
the network longer time to learn.

Test IIe: Expansion of the model architecture
The architecture of a neural network plays a significant part when it comes to its ability
to extract relevant information from the data it is applied on. Therefore, it was important
to investigate whether the model performance could benefit from increased model capacity.
This was carried out by expanding the model from its general architecture by adding several
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dropout and dense layers to the existing model, which was the transfer learning base model
as well as a flattening layer and a classifying dense layer consisting of three neurons (equal
to three classes). These two types of layers were added in combination, as dense layers work
to add model complexity and number of parameters while dropout layers add regularisation
and therefore decreases the risk of overfitting the model. The layers were added after the
flattening layer, starting with an added dropout layer and then alternating between the two
different types of layers. Parameters that were tested included varying the number of added
layers, the number of neurons in the dense layers as well as the rate of dropout. The classes
were predicted by an identical dense layer with three neurons as used in previous architec-
tures.

4.2.6 Tests with pseudo-labelled multiclass dataset
Training the multiclass dataset with supervised learning was performed in two steps. Firstly,
the labelled data was trained for a determined number of epochs with a specified model just as
with the other two datasets. The best performing model from this training was then loaded
and used for prediction of the unlabelled data. The images were then sorted according to
their predicted classes and incorporated with the rest of the data. The labelled as well as
the previously unlabelled data was then trained together using the same model and similar
evaluation as previously were performed.

Test IIIa: Learning rates with semi-supervised learning
Learning rate adjustments done in Test IIc, were also tested with the semi-supervised learning
to assess the consistency across the different datasets. A constant learning rate of 10−6 was
used as a baseline for comparison. Two different step wise schedulers were considered starting
from two different values. The first one started with a learning rate of 10−4, trained for 10
epochs and then lowered while the second one started with a higher value of 10−3, lowered to
10−4 after 5 epochs and then lowered again after training for 10 epochs total. A third step wise
scheduler was created, starting with a linear warm-up of the learning rate. This is believed to
help add stability during early training and avoid erratic model behaviour of early training.
The linear warm-up was carried out during the first 5 epochs, and then behaved equal to the
second step wise learning rate scheduler. The general shapes can be seen in Appendix A.2.

Test IIIb: Multiple learning rate schedulers
Once training with semi-supervised learning involves continuing learning after the unla-
belled samples have been classified, this also means that the majority of the network has al-
ready been trained for a while when including the new samples. Therefore, it was of interest
to see whether a scheduler starting from a lower learning rate would improve the perfor-
mance of the model - assuming that the network has already learnt the lower levels of the
dataset also present in the new samples and then focus on learning details.

The data was firstly trained with the same exponential learning rate decay scheduler start-
ing from 10−4 and ending on 10−6. A second scheduler was created with varied initial and
final learning rates, ranging from 10−5 to 10−7. This was compared to the performance of
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two identical schedulers. The models were all trained with an expanded model architecture
trained to optimise focal loss.

The concept was also applied to a step wise learning rate scheduler. Here, different initial
and final values for both the first and the second scheduler were tested with the aim to find
the optimal combination. The values ranged between 10−3 and 10−6. These models were
trained to optimise performance on categorical cross-entropy loss using a dropout layer with
0.8 as drop out rate, a flattening layer and a classifying dense layer. The models were then
compared to a model trained using the same scheduler for both training phases.

Test IIIc: Image aspect ratio
According to the documentation, pretrained transfer learning models suggest a set image
size with equal height and width. As images were not collected in this ratio, they needed to
be preprocessed to fit the requirements. Two techniques were considered, either cropping
the images to maintain image ratio or distorting them by pushing them to have the same
height and width. Two models deploying the techniques of maintaining image ratio and
distorting image aspect ratio respectively, using an expanded architecture, were trained with
an exponential learning rate decay scheduler between the values 10−4 to 10−6 and 10−5 to
10−7. Performance was evaluated and compared to each other in order to find out which
image aspect ratio benefitted the aim.

Test IIId: Augmentation & Imbalanced data
Augmentation is a crucial step in network training, both in terms of added regularisation
and generalisation to the model, by for example introducing noise and variability, as well as
expansion of the dataset. It was therefore of interest to investigate how different augmenta-
tion techniques and their hyperparameters affected the capability of the model. As previously
mentioned, the augmentation was designed to be included as layers within the Keras model
design, which limited the possible augmentation techniques. The test originated with the
augmentation settings set in Table 4.1, including flipping, rotating, translating, zooming and
adding contrast. Hyperparameters within these were then adjusted and the performance was
then compared to the initial augmentation. The model was trained using a step wise learning
rate scheduler earlier introduced with top layers consisting of a dropout layer with dropout
rate 0.8, a flattening layer, and a classifying dense layer.

Some of the augmentation combinations were also tested with an upsampled dataset. An
imbalance dataset can often lead to bias towards the majority class, and thereby performing
poorly on minority classes. Upsampling can help with creating more samples of the under-
represented classes which then can be used to present these more often to the network. This
can furthermore help with allowing the network to learn classes more efficiently, with less
bias. Another strategy to handle imbalanced data is by downsampling the majority class, but
this can lead to information loss and is less desirable with sparse datasets [121]. Although
oversampling for class imbalance learning is a frequently used technique, some argue that it
is unreliable and ineffective [122]. The ‘too sparse’ class and the ‘monolayer’ class were up-
sampled to the same number of samples as the ‘too thick’ class. This was performed using
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the library Albumentations [123], by creating small variations to the original class samples
with mild augmentation. Two models were then trained with different augmentation settings
similar to previously and compared as they were trained with the same model configurations
besides the mentioned changes.

Test IIIe: L1/L2-regularisation with expanded model architecture
Test IIIe incorporated Elastic Net (L1/L2)-regularisation on the expanded model architec-
ture. Elastic Net-regularisation was used to add generalisation to the architecture in order
to reduce overfitting and provide a more stable training. The strength of regularisation was
optimised by varying values of both the L1 and the L2 kernel. L1 was varied between 10−6 and
10−5 while L2 was varied between 10−4 and 5∗10−5. All were trained using α-balanced focal
loss and compared to a model trained with identical configuration apart from regularisation.

4.2.7 Evaluation of proposed model
After concluding the series of tests, a final model was chosen based on the observed results.
The selection was particularly made with attention to precision of the class ‘monolayer’, con-
sidering the aim of the project. To ensure model stability and generalisation, the model was
then evaluated on the previously unseen test dataset. Besides performance metrics including
accuracy, precision, recall and f1-score as well as more specific metrics such as class precision,
the confusion matrix was calculated and ROC-AUC curve was plotted.

4.3 Locating WBCs
Data for the WBC localisation was extracted from monolayers collected in the previous task.
Box coordinates from these monolayers were calculated by manually circling possible WBC’s
in the images, using internal CellaVision software. The circles were transformed to boxes
using the minimum and maximum x- and y-values. These were then saved in an XML file
for that specific image. The box coordinates could then be extracted with its corresponding
file and saved in a dataframe. In total, 18666 boxes were collected representing WBCs in 333
images and 29 samples. Each image had an area of 480 x 640 = 307200 pixels2 with an average
box area of 216 pixels2.

In order to fit restrictions set by the transfer learning models, the height and width of the
image needed to be equal. As aspect image ratio is important for localisation, considering
the spatial awareness, the images were padded with zero padding to the correct dimensions
of 640x640 pixels. The data could then be divided into a training dataset and a validation
dataset. Similar to the previous task, augmentation was included as layers in the defined
model. Initial augmentation to the training dataset contained random horizontal flipping,
random contrast, jittered resize and random value of hue.

The model consisted of a pre-trained YOLOV8 Detector with a backbone. A range of dif-
ferent backbones were tested by varying different sizes, depths of feature pyramid depths
and architectures. The backbones were further tested by freezing pre-trained weights and
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only training top layers, as well as training all layers at once. The best performing backbone
was then chosen based on the evaluated results and used in the following tests. The models
were then trained on the training data for 200 epochs, initially using an exponential learn-
ing rate decay scheduler with initial value 10−3, calculating the decay steps and learning rate
decay factor as previously. The training was set to optimise the loss function Complete IoU
(CIoU) using ADAM. Finally, COCO metrics were computed through a callback function
during training. This had to be done to efficiently be able to perform necessary calculations
while minimising storage of previous predictions and thereby consider limitations in system
memory. The model was saved based on the best validation mean average precision and used
for evaluation. Finally, tracked metrics could be extracted and precision and recall could be
calculated at determined thresholds for a more extensive evaluation.

Hyperparameter optimisation was performed in several steps. After the backbone was de-
cided, image and batch size was tested and determined. These hyperparameters had to be
tested in combination, as a larger image size put constraints on the maximum batch size.
The tests were initialised on a batch size of 4, but a batch size of 2 was also considered in
the test. The need to increase image size was to account for the small magnification, and in-
creasing image size would also increase the size of the WBC boxes. Hence, increasing image
size was assumed to help the network find small objects. Therefore, apart from the origi-
nal 640x640 pixels, 800x800 pixels and 960x960 pixels were tested while the batch size was
decreased accordingly. 960x960 was the largest image size possible to test considering the
memory limitations.

Moreover, the loss function was tested by training three models with similar model con-
figurations on three different types of losses. Only the box loss was considered, as there
was no classification problem to solve. The tested losses included Complete IoU (CIoU),
mean squared error and Smooth L1 loss. The learning rate was tested in a similar manner;
four different models with the same configurations were trained using different learning rate
schedulers and varied values of initial learning rate.

The most extensive test in this task included adjusting augmentation settings, which was
deemed important as the dataset was relatively sparse. This included testing more com-
monly used parameters such as hue, brightness, colour channel shift, saturation, and flip.
Elastic transformations suggested to improve performance in cell environments were tested
in the form of shear deformation. More advanced techniques such as grid masks were also
tested. Grid mask was considered as a way of introducing diversity and robustness to the
training data and thus increase generalisation. Grid mask divides the image into a grid in
which certain cells are masked out. As the network then can not learn from the blocked cells,
it forces the model to learn from other features. Thus, the bias of the model might decrease
as it might stop relying on specific patterns, which leads to better performance.
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Chapter 5

Results

5.1 Finding monolayers
5.1.1 Initial tests with binary dataset
The following section explains the results following the tests performed in Section 4.2.4

Test Ia: Selection of baseline architecture
Evaluation metrics of the performance of five different transfer learning models trained with
the same hyperparameter configuration following Test Ia can be seen in Table 5.1. Accuracy
and loss over epochs for the training and validation dataset trained with the InceptionV3
network as a base model as well as its related ROC curve can be seen in Appendix A.3.

Table 5.1: Initial exploration of pre-trained transfer architectures presented with their
respective number of parameters.

Model Number of
parameters

Accuracy Class precision
(mono/no mono)

ROC AUC

EfficientNetB0 5.3 M 0.88676 0.00000/0.89258 0.569636

EfficientNetB1 7.8 M 0.89712 0.55000/0.91098 0.58925

InceptionResNetV2 55.8 M 0.92253 0.67014/0.96331 0.82671

InceptionV3 23.8 M 0.91206 0.67949/0.94981 0.82386

ResNet0 25.6 M 0.90015 0.60938/0.93367 0.76986
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Test Ib: Adding generalisation

Shown in Table 5.2 are the performances of Test Ib; models using InceptionV3 as base model
with varying added layers on top, including a dropout layer, one or two dense layers and a
flattening layer and two different learning rates. The training history for the first model can
be seen in Appendix A.4.

Table 5.2: Evaluation metrics of models with changed constant learning rates and added
generalisation in the top layers.

Learning
rate

Top layers Accuracy ROC AUC

10−6 Flatten, Dropout (0.5), Dense(2) 0.91129 0.83110

Flatten, Dense(1024, relu), Dropout(0.5),
Dense (2)

0.90668 0.73310

10−7 Flatten, Dropout (0.5), Dense(2) 0.89977 0.55273

Test Ic: Dropout and batch size with fine-tuned TL models

The results of testing with the transfer learning approach of fine-tuning top layers in the
InceptionV3 network followed by training of lower layers, as defined in Test Ic, can be seen
in Table 5.3

Table 5.3: Parameters and metrics for models with fine-tuned transfer learning approach.

Epochs Dropout Learning rate Batch size Accuracy ROC AUC

50∗2
0.5

10−3+10−6

16 0.92166 0.84167

32
0.91936 0.84834

0.8

0.92628 0.86888

100∗2

16 0.91934 0.85074

64 0.92128 0.84941

10−3+10−7 16 0.91283 0.77312

64 0.91359 0.80854
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5.1.2 Multiclass testing
Following section refer to tests performed on the multiclass-labelled dataset, explained in
Section 4.2.5

Test IIa: Batch size and effect of fine-tuning in multiclass dataset
Table 5.4 shows how model performance is affected by varying batch sizes between 16 and 32
as well as the effect of fine-tuning top layers of the determined model architecture.

Table 5.4: Effects of fine-tuning with different batch sizes in multiclass dataset.

Epochs Learning
rate

Batch
size

Accuracy Precision Recall F1-score ROC
AUC

50 10−6 16 0.88642 0.75004 0.75978 0.74539 0.82011
32 0.90867 0.78974 0.81858 0.79871 0.84738

50∗2 10−3+10−6 16 0.88411 0.75713 0.75743 0.74266 0.82215
32 0.89985 0.79707 0.82821 0.81095 0.84930

Test IIb: Optimiser
The resulting table for testing two different optimisers and adjusting the epsilon parameter
according to Test IIb can be seen in Table 5.5.

Table 5.5: Evaluation metrics for comparison between ADAM and RMSProp optimisers.

Optimiser Epochs Epsilon Accuracy Precision Recall F1-score ROC
AUC

ADAM
50

10−7 0.90867 0.78974 0.81858 0.79871 0.84930

0.1 0.84996 0.59586 0.46545 0.49215 0.76322

200 0.1 0.89946 0.80049 0.65033 0.66740 0.86782

RMSProp 50 10−7 0.92671 0.81189 0.86814 0.836098 0.87775

Test IIc: Learning rate adjustments
Table 5.6 presents the evaluation metrics obtained from the conducted Test IIc of specific
learning rate adjustments; learning rate schedulers with step wise lowering of the learning
rate and exponential learning rate decay.
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Table 5.6: Performance of models trained with learning rate schedulers. Ep stands
for epochs while s, m and t stands for sparse, monolayer and thick respectively.

Type of
LR

controller

Learning
rate

Accuracy Precision Recall F1-
score

ROC
AUC

Class
precision
(s/m/t)

Scheduler
Ep<=10: 10−2

Ep>10: lr∗e−1
0.91903 0.78881 0.87866 0.82699 0.85068 0.80435/

0.57055/
0.99152

Ep<=10: 10−4

Ep>10: lr∗e−1
0.93553 0.81283 0.86198 0.83545 0.87600 0.76259/

0.68605/
0.98986

Exponential
learning

rate decay

10−3 −→ 10−9 0.92056 0.79295 0.82290 0.80720 0.85925 0.81226/
0.59289/
0.97371

10−4 −→ 10−6 0.93476 0.82207 0.85941 0.83921 0.87973 0.80000/
0.67443/
0.98179

Test IId: Loss functions
Table 5.7 shows the performance of a model trained while minimising three different types of
losses - cross-entropy, α-balanced focal cross-entropy and hinge loss. The attempt to further
adjust parameters within α-balanced focal cross-entropy is presented in B.2.

Table 5.7: Effects of different types of losses trained with default values.

Loss Accuracy Precision Recall F1-score ROC
AUC

Class precision
(s/m/t)

Cross-entropy 0.92517 0.80559 0.83212 0.81828 0.86769 0.81853/
0.62400/
0.97425

α-balanced focal
cross-entropy

0.92594 0.80904 0.80600 0.80602 0.87610 0.77193/
0.69006/
0.96512

Hinge 0.91289 0.77117 0.83700 0.80073 0.84184 0.77580/
0.55634/
0.98138
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Test IIe: Expansion of the model architecture
Performance following Test IIe can be seen in Table 5.8. This presents effects of expanded
model architecture, referred to as model configuration.

Table 5.8: Performance with expanded model architectures. Dr indicates a dropout layer
while D stands for a dense layer. F stands for flatten. The values within the parentheses
represent the value of dropout respectively the number of neurons.

Model
configuration

Accuracy Precision Recall F1-
score

ROC
AUC

Class precision
(s/m/t)

F, Dr(0.8), D(3) 0.93476 0.82207 0.85941 0.83921 0.87973 0.80000/
0.67443/
0.98179

F, Dr(0.2), D(128),
Dr(0.2), D(64),
Dr(0.2), D(32) ,D(3)

0.93707 0.83997 0.86768 0.85330 0.88870 0.87649/
0.66539/
0.97804

F, Dr(0.4), D(256),
Dr(0.4), D(128),
Dr(0.4), D(64),
Dr(0.4), D(3)

0.92594 0.79594 0.84487 0.81808 0.86234 0.78169/
0.62400/
0.98214

F, Dr(0.8), D(256),
Dr(0.8), D(128),
Dr(0.8), D(64),
Dr(0.8), D(3)

0.81581 0.27194 0.33333 0.29952 - -/-/ 0.81581

F, Dr(0.5), D(256),
Dr(0.5), D(128),
Dr(0.5), D(64),
Dr(0.5), D(3)

0.93208 0.83586 0.87639 0.85290 0.88173 0.89744/
0.62951/
0.98065

F, Dr(0.4), D(1028),
Dr(0.4), D(256),
Dr(0.2), D(128),
Dr(0.2), D(64),
Dr(0.2), D(32), D(3)

0.93208 0.80721 0.86822 0.83480 0.86962 0.79021/
0.64259/
0.98882

F,Dr(0.2), D(1028),
Dr(0.2), D(256),
Dr(0.2), D(128),
Dr(0.2), D(64),
Dr(0.2), D(32), D(3)

0.93937 0.84838 0.87219 0.85977 0.89395 0.88525/
0.68182/
0.97807
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5.1.3 Tests with pseudo-labelled multiclass dataset
The following section refer to tests performed with the pseudo-labelled multiclass dataset,
see Section 4.2.6 based on semi-supervised learning.

Test IIIa: Learning rates with semi-supervised learning
Model performance from training with four different types of learning rate shapes over
epochs, following Test IIIa, can be seen in Table 5.9.

Table 5.9: Evaluation metrics from models trained with three different types of learning
rates.

Type of
scheduler

Values Accuracy Precision Recall F1-
score

ROC
AUC

Class
precision
(s/m/t)

Constant 10−6 0.91524 0.78032 0.80679 0.79293 0.85115 0.77559/
0.59438/
0.97100

Scheduler
Ep<=10: 10−4

Ep>10: lr∗e−1
0.93896 0.83079 0.85768 0.84322 0.88789 0.81226/

0.69748/
0.98263

Ep<=5: 10−3

Ep>5 & <=10:
10−4 Ep>10:
lr∗e−1

0.94984 0.86026 0.87783 0.86875 0.90827 0.84211/
0.75309/
0.98559

Scheduler
with
linear

warm up

Ep<=5: Linear
warm up,
Ep>5& <=10:
10−3, Ep>10
& <=15: 10−4,
Ep>15:lr∗e−1

0.91330 0.77333 0.83975 0.80305 0.84299 0.78067/
0.55670/
0.98260

Test IIIb: Multiple learning rate schedulers
Table 5.10 performance metrics of three different models following Test IIIb. The first model
has identical schedulers for both training with and without the pseudo-labelled samples while
the second and third models have distinctly different schedulers when training including the
pseudo-labelled samples. These employ decreased initial and final values for the learning
rates schedulers.
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Table 5.10: Evaluation of training with two separate exponential learning rate decay
schedulers with different initial and final values. Trained with α-balanced focal loss.

First
scheduler

Second
scheduler

Accuracy Precision Recall F1-
score

ROC
AUC

Class
precision
(s/m/t)

10−4−→ 10−6 0.93935 0.82153 0.86695 0.84122 0.88264 0.78169/
0.69362/
0.98928

10−4−→ 10−6 10−5−→ 10−6 0.94090 0.84404 0.84858 0.84468 0.89748 0.81081/
0.74419/
0.97712

10−5−→ 10−7 0.95101 0.87460 0.88252 0.87787 0.91529 0.86853/
0.77533/
0.97994

The same concept applied to a step wise learning rate scheduler can be seen in Appendix B.3.

Test IIIc: Image aspect ratio

Following Test IIIc, the effect following two different pre-processing techniques in a model
with expanded architecture can be seen in Table 5.11.

Table 5.11: Performance of expanded model, trained with exponential learning rate decay
scheduler with two different image preprocessing techniques. Trained with learning
rates 10−4−→ 10−6 and 10−5−→ 10−7.

Aspect
ratio

Accuracy Precision Recall F1-score ROC
AUC

Class precision
(s/m/t)

Distorted 0.94751 0.85607 0.88773 0.87081 0.90251 0.86864/
0.71168/
0.98788

Preserved 0.93974 0.85713 0.81882 0.82848 0.90893 0.79105/
0.81212/
0.96821
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Test IIId: Augmentation & Imbalanced data
The effects of changing augmentation hyperparameters can be seen in Table 5.12.

Table 5.12: Evaluation metrics of models with different augmentation settings. F, R, T,
Z, and C stands for Random Flip, Random Rotation, Random Translation and Random
Contrast respectively. H & V means horizontal and vertical flipping while h+w stands
for height and width. Hyperparameters changed from the initial augmentation settings
are marked in bold.

Model
configuration

Accuracy Precision Recall F1-score ROC
AUC

Class
precision
(s/m/t)

F:H&V R:0.4, reflect
T: h+w factor=0.2
Z:0.3 C:0.4

0.94984 0.86026 0.87783 0.86875 0.90827 0.84211/
0.75309/
0.98559

F:H&V R:0.4, reflect
T:h+w factor=0.2
Z:0.3 C:1.0

0.95568 0.86969 0.89411 0.88112 0.91532 0.84047/
0.77824/
0.99037

F:H&V R:0.8, reflect
T:h+w factor=0.2
Z:0.3 C:1.0

0.95373 0.87132 0.90221 0.88570 0.91282 0.85058/
0.85058/
0.98744

F:H&V R:0.8, reflect
T:h+w factor=0.2
Z:0.6 C:1.0

0.95723 0.87774 0.89224 0.88396 0.92098 0.83333/
0.81140/
0.98849

F:H&V R:0.8, reflect
T:h+w factor=0.5
Z:0.6 C:1.0

0.94946 0.86720 0.87789 0.87226 0.91115 0.86179/
0.75848/
0.98134

F:H&V R:1.0, wrap
T:h+w factor=0.2
Z:0.6 C:1.0

0.91641 0.80229 0.81737 0.80564 0.86154 0.86957/
0.56311/
0.97422

Table 5.13 presents performance metrics after training models with an upsampled dataset,
following Test IIId.
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Table 5.13: Performance of model trained with upsampled dataset using different aug-
mentation settings.

Model
configuration

Accuracy Precision Recall F1-score ROC
AUC

Class
precision
(s/m/t)

F:H&V R:0.8, reflect
T: h+w factor=0.2
Z:0.6 C:1.0

0.92885 0.82678 0.84179 0.83334 0.87946 0.88000/
0.62637/
0.97396

F:H&V R:1.0, wrap
T: h+w factor=0.2
Z:0.6 C:1.0

0.90241 0.76912 0.85756 0.80474 0.83271 0.82308/
0.49858/
0.98571

Test IIIe: L1/L2-regularisation with expanded model architecture

Optimisation of L1/L2 kernel values for elastic net regularisation and its impact of model
performance, related to Test IIIe can be seen in Table 5.14.

Table 5.14: Performance of models with added L1 and L2 regularisation. First model
represents model with no regularisation.

L1 L2 Accuracy Precision Recall F1-
score

ROC
AUC

Class precision
(s/m/t)

- - 0.94518 0.86552 0.86464 0.86508 0.90861 0.87500/
0.74583/
0.97571

10−6 10−5 0.92846 0.80117 0.83434 0.81224 0.86859 0.74748/
0.67633/
0.97969

5∗10−6 5∗10−5 0.93818 0.83131 0.87478 0.85176 0.88481 0.84109/
0.66794/
0.98489

5∗10−5 5∗10−5 0.93468 0.82150 0.82234 0.82094 0.88573 0.80478/
0.68349/
0.97622

10−5 10−4 0.93157 0.82521 0.83359 0.82890 0.88231 0.83133/
0.67249/
0.97182
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5.1.4 Proposed model
The performance for the proposed model can be seen in Table 5.15 with the chosen hyperpa-
rameters and techniques being displayed in Table 5.16. Additionally, the confusion matrix is
plotted in Figure 5.1 with its corresponding ROC curve in Figure 5.2, using predicted classes,
and in Figure A.9, Appendix A.8, using predicted probabilities.

Table 5.15: Performance metrics of proposed model evaluated on the test dataset.

Accuracy Precision Recall F1-score ROC
AUC

Class precision
(s/m/t)

0.95140 0.87256 0.87890 0.87431 0.87430 0.83721/0.79909/0.98138

Table 5.16: Hyperparameters of proposed model design.

Hyperparameter Decision Values

Baseline architecture InceptionV3

Fine-tuning top layers of
TL model

No

Batch size 32

Loss function α–balanced focal
cross-entropy loss

α = 0.25, γ = 0.2

Learning rate Multiple exponential
learning decay schedulers

1:10−4−→ 10−6,
2:10−5−→ 10−7

Optimiser RMSProp Default

Dropout layers Yes, 5 repetitive layers 0.2 ∗5

Model configuration F, Dr(0.2), D(1028),
Dr(0.2), D(256), Dr(0.2),
D(128) , Dr(0.2), D(64),
Dr(0.2), D(32), D(3)

Image aspect ratio Preserved

Augmentation Flip (F), rotation(R),
translation(T), zoom((Z),
contrast(C)

F:H&V R:0.8, reflect T:h+w
factor=0.2 Z:0.6 C:1.0

Oversampling minority
classes

No

L1/L2-regularisation No
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Figure 5.1: Confusion matrix of proposed model.

Figure 5.2: ROC curve using predicted classes.
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5.2 Locating WBCs
The following section refer to tests performed for attempting to solve the second task of lo-
cating white blood cells in avian monolayers.

Selection of model backbone
Evaluation metrics representing models trained with different backbones and freezing bot-
tom layers can be seen in Table 5.17. Similarly, the models trained on all layers at once can
be seen in Table 5.18. Table 5.19 on the other hand illustrates the model performance using
pre-loaded weights or not.

Table 5.17: Average precision between IoU=0.5 and 0.95 and average precision at IoU=0.5
for YOLOv8 models trained with pre-trained backbones with various depths of feature
pyramid networks(fpn) and frozen bottom layers.

Backbone Number of
parameters

Initialised
weights

Depth of
fpn

mAP@
[0.5:0.95]

mAP@[0.5]

CSPDarkNet, L 27.11 M

ImageNet

3 0.08821 0.34635

EfficientNetV2,B2 8.77 M 2 0.09037 0.34389

EfficientNetV2,S 20.33 M 2 0.09196 0.34618

ResNet50 23.56 M 2 0.10724 0.49726

YOLOv8, XS 1.28 M

COCO

2 0.08008 0.29578

YOLOv8, S 5.09 M 2 0.08552 0.33550

YOLOv8, M 11.87 M 2 0.11055 0.41179

YOLOv8, L 19.83 M 3 0.10868 0.41620

YOLOv8, XL 30.97 M 3 0.09627 0.36000

66



5.2 Locating WBCs

Table 5.18: Average precision between IoU=0.5 and 0.95 and average precision at IoU=0.5
for YOLOV8 models trained with pre-trained backbones with various depths of feature
pyramid networks(fpn).

Backbone Number of
parameters

Initialised
weights

Depth of
fpn

mAP@
[0.5:0.95]

mAP@[0.5]

CSPDarkNet, L 27.11 M

ImageNet

3 0.11078 0.41896

EfficientNetV2,B2 8.77 M 2 0.11562 0.41787

EfficientNetV2,S 20.33 M 2 0.12701 0.47704

ResNet50 23.56 M 2 0.12417 0.45901

YOLOv8, M 11.87 M

COCO

2 0.13117 0.46912

YOLOv8, L 19.83 M 3 0.12303 0.45397

YOLOv8, XL 30.97 M 3 0.11873 0.43411

Table 5.19: Evaluation metrics of models with the same configurations apart from load-
ing pre-trained weights.

Load pre-trained weights mAP@[0.5:0.95] mAP@[0.5]

True 0.13293 0.46977

False 0.11957 0.43377

Image and batch size
Performance of models trained on specific image and batch size can be seen in Table 5.20.

Table 5.20: Evaluation metrics of models with the varying image and batch size.

Image size Batch size mAP@[0.5:0.95] mAP@[0.5]

640x640 2 0.12809 0.46644

640x640 4 0.13031 0.45133

800x800 2 0.11411 0.41908

960x960 2 0.10497 0.38484
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Loss functions
Table 5.21 shows the performance of a model trained while minimising three different types
of losses - CIoU loss, Smooth L1 loss and mean squared error loss.

Table 5.21: Evaluation of three different types of losses.

Loss mAP@[0.5:0.95] mAP@[0.5]

CIoU 0.11949 0.43998

Mean Squared Error 0.11686 0.42199

Smooth L1 0.10558 0.42633

Learning rate
Evaluation metrics of models trained with two different types of learning rate schedulers
with varying values can be seen in Table 5.22.

Table 5.22: Values and types of learning rates with their corresponding performance.

Type of learning rate Values mAP@
[0.5:0.95]

mAP@[0.5]

Exponential learning rate decay
10−4−→ 10−7 0.11045 0.40294

10−3−→ 10−6 0.12809 0.46644

Reduced on plateau
Initial: 10−3 0.13031 0.45133

Initial: 10−1 0.00008 0.00029

Augmentation
The effect of applying different augmentation techniques with varying rates can be seen in
Table 5.23.

5.2.1 Best performing model
Table 5.24 shows evaluation metrics of the best performing model from previous tests, which
performed with general mAP of 0.13407 and mAP@[0.5:0.95] 0.48597 with 50% IoU. The
predictions are further visualised along with their true boxes at different IoU and confidence
threshold values in Figure 5.3.
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Table 5.23: Evaluation metrics of models with different types of augmentation.B stands
for brightness, C for contrast, CS for channel shift, F for flip, G for gridmask, H for hue,
JR for jittered resize, Sat for saturation and Sharp for sharpness.

Augmentation mAP@[0.5:0.95] mAP@[0.5]

B:(-0.3, 0.3) C:(-0.2, 0.2)
F:Horizontal G:ratio=(0, 0.2),
rot=(0.15) H:(0, 0.1) JR:(1, 1) Sat:(0.3,
0.6) Sharp:(0.1, 0.5) Shear:(0.3, 0.3)

0.00161 0.01239

B:(-0.3, 0.3) C:(-0.2, 0.2)
F:Horizontal H:(0, 0.1) JR:(1, 1)
Sat:(0.3, 0.6) Sharp:(0.1, 0.5)
Shear:(0.3, 0.3)

0.01359 0.05318

C:(-0.2, 0.2) F:Horizontal JR:(1, 1)
Sat:(0.3, 0.6) Sharp:(0.1, 0.5)

0.07648 0.31821

B:(-0.3, 0.3) C:(-0.2, 0.2)
F:Horizontal H:(0, 0.1) JR:(1, 1)
Sat:(0.3, 0.6) Sharp:(0.1, 0.5)

0.08759 0.33682

B:(-0.3, 0.3) CS:(0, 0.2) C:(-0.2, 0.2)
F:Horizontal H:(0, 0.1) JR:(1, 1)
Sat:(0.3, 0.6) Sharp:(0.1, 0.5)

0.10462 0.35320

B:(-0.3, 0.3) CS:(0, 0.2) C:(-0.2, 0.2)
F:Horizontal H:(0, 0.1) JR:(0.8, 1)
Sat:(0.3, 0.6) Sharp:(0.1, 0.5)

0.12616 0.45384

B:(-0.3, 0.3) CS:(0, 0.2) C:(-0.2, 0.2)
F:Horizontal H:(0, 0.1) JR:(0.8, 1)
Sat:(0.3, 0.6)

0.13407 0.48597

Table 5.24: Values and types of learning rates with their corresponding performance.

IoU Confidence Precision Recall

50%
30% 0.32689 0.83713
60% 0.66317 0.38530

30%
30% 0.37406 0.95913
60% 0.74462 0.43424
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a) IoU = 0.3, c = 0.2

b) IoU = 0.3, c = 0.6

c) IoU = 0.5, c = 0.2

d) IoU = 0.5, c = 0.6

Figure 5.3: Localisation of predicted and true WBC boxes with dif-
ferent confidence (c) and IoU thresholds.
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Chapter 6

Discussion

6.1 Finding monolayers

6.1.1 Baseline architecture
Generally, all models from Test Ia, presented in Table 5.1, have high values of accuracy. For
most models, the ROC AUC score is also considerably high. However, considering that the
distribution is 89.3% of non-monolayers to 10.7% of monolayers, the dataset is imbalanced.
This means that the model can for example consistently predict the dominating class and
still receive high accuracy without finding any of the monolayers. This is the case for Effi-
cientNetB0, which received a class precision of 0.0% for the monolayer class while still having
an accuracy of 88.7%. This architecture also reports the lowest ROC AUC score, just slightly
higher than 50%, which means that its ability to discriminate between the two classes is weak.
Similar findings are discovered for the EfficientNetB1. In contrast, the rest of the models have
higher performance across the evaluation metrics. Considering the enhancement of model
performance in larger networks, it signifies that a more complex architecture is necessary
and that an increased number of parameters is beneficial.

This however is not supported while comparing the performance of ResNet50 to Incep-
tionV3. ResNet50 contains more parameters compared to InceptionV3, 25.6 millions to 23.8
millions, but still reports lower performance. Furthermore, InceptionV3 has almost similar
performance as InceptionResNetV2 while having less than half of the number of parameters.
This might be explained by the architecture of InceptionV3. As previously explained, the net-
work architecture is designed to contain inception modules. These inception modules utilise
multiple filter sizes and allow features in different scales to be found in parallel with each
other. By using parallel branches and multiple filter sizes, the dimensionality can be reduced.
Meanwhile, ResNet50 contains residual connections, which addresses the vanishing gradient
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problem by creating skips in the layers and thereby creating a shortcut path for the data dur-
ing backpropagation. This allows for deeper training, making it possible to efficiently create
and learn more complex architectures without losing the gradient. As ResNet50 is slightly
deeper, with slightly more parameters, it is also more prone to overfit, which might explain
the loss in performance. The results hence suggest that InceptionV3 might be a better fit to
the specific dataset, but as they were all trained without much hyperparameter tuning, it is
possible that they eventually could perform equally well with continued optimisation.

InceptionResNetV2 seems to have an overall better performance for the dataset. This is
probably due to the architecture, which is designed to incorporate both the efficient incep-
tion modules from InceptionV3 and the residual connections from ResNet50, allowing for
deeper networks. This however presents itself by a substantial increase in the number of
parameters, which in turn affects the computational expense. Considering that the perfor-
mance was only marginally enhanced using this architecture, it was therefore deemed more
useful to lessen the demand on memory. Thus, InceptionV3 was chosen to be used for further
optimisation of the task.

As the networks were trained without any hyperparameter tuning and somewhat arbitrary
augmentation, InceptionV3, see Appendix A.3, was overfitted seemingly quickly. This high-
lights the need for optimisation. Furthermore, although InceptionV3 received a relatively
high ROC AUC score, the plotted ROC curve, visualising the trade-off between sensitivity
and 1-specificity, shows that the model still struggles with correctly classifying the samples.
This is particularly applicable when it comes to the false positive rate.

6.1.2 Fine-tuning transfer learning models
Following the results in Table 5.4, fine-tuning the transfer learning models show a small
improvement in model performance when using a batch size of 32, but this enhancement is
very slight. The same findings can be found when comparing the first model of Table 5.2
to the fine-tuned version in Table 5.3. One reason as to why fine-tuning seems to be less
effective is that the domain of images differ significantly. The pre-trained learning models
are initialised on ImageNet, which mostly contains larger objects such as animals, plants and
vehicles. This implies that the pretrained weights are less relevant to learning blood samples.
To ensure if this is true, it could be of interest to test the same model configurations but
without preloaded weights - if they perform equally well, the pre-trained weights are not
particularly applicable when learning the dataset, which in turn makes fine-tuning only top
layers less useful. When testing fine-tuning using a batch size of 16, the two models seem
to perform equally well. However, this could be a consequence of the batch size being too
small and the learning being more unstable, leading to inconsistent results. Furthermore, it
could mean that the set learning rates were less appropriate for the batch size. Ultimately,
as the fine-tuning only gave a moderate improvement while making the training time much
longer, the fine-tuning was henceforth excluded. Nevertheless, as the testing of fine-tuning
the top layers to the extent of different learning rates with different batch sizes, it is possible
that for example freezing a different amount of layers could be more beneficial to model
improvement.
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6.1.3 Batch sizes
The matter of batch size was tested in both Test Ic and Test IIa - testing across three different
values of 16, 32 and 64. When using a smaller dropout rate, there is a slight increase in ROC
AUC score when training with the batch size 32 compared to training a model with batch size
16. Generally, apart from the smaller dropout rate, the batch size of 16 shows lower perfor-
mance compared to the larger batch size. The same trend can also be observed in Test IIa. For
the two presented configurations, a batch size of 32 yields higher accuracy values compared
to a batch size of 16 - 88.6% opposed to 90.9% and 88.4% to 90.0% respectively. Similar differ-
ences can also be seen in the other measured metrics. Among those, recall seems to improve
especially with the larger batch size, with 76.0% compared to 81.9% for the first model and
75.7% to 82.8% in the second. The fact that the accuracy is higher for a smaller dropout rate
could possibly be explained to models usually training in a more erratic behaviour compared
to a larger batch size. Smaller batch sizes can potentially introduce variance in the gradient
estimates. This is due to the model making estimates based on a fewer number of samples,
which makes it more vulnerable to random fluctuations in the data. By extension, the up-
dates of the model parameters can hence become noisy. Too small batch size can therefore
more easily overfit to noise rather than fit to the actual pattern in the data. Contrary to this,
larger batch sizes average over a larger amount of samples, which makes fluctuations affect
optimisation less. This usually provides more reliable and smooth gradient estimates and
faster convergence. A larger batch size allows therefore for a more representative estimation
of the true gradient and better model generalisation. However, this seems to be true only to
a certain extent, as the batch size of 64 performs worse. This might be due to larger batches
having a risk of getting stuck in local minimas or in saddle points, providing overly confident
models with poor accuracy. As they contain more variance and less frequent model updates,
larger batch sizes tend to smooth out variations in the training data which might contain
important details. Hence, performance will worsen. Thus, 32 seemed to be the most optimal
batch size out of the tested alternatives for the data.

6.1.4 Loss functions
The choice of loss functions is vital as the optimisation aims to minimise it and is therefore
directly related to model performance. The investigated losses have differences in how they
calculate deviations in the predictions to the true labels as well as in how they penalise faulty
predictions. This also results in varying model performance but as seen in Table 5.7, they all
perform relatively well. However, they favour different metrics. In terms of accuracy and
precision, both cross-entropy loss and α-balanced focal cross-entropy loss outperform hinge
loss. The former have metrics above 92% and 80% respectively while the latter is slightly
behind with 91% and 77%. This might be explained by the differences in their computation
of penalty. Hinge loss enforces a strict margin between classes with a hyperplane forming a
decision boundary. Incorrect predictions will be placed on the wrong side of this decision
boundary and thereby penalised based on the margin between the predicted class and the
true class, increasing linearly with the margin. That way, it encourages the maximal margin
to the decision boundary and thereby separate positive and negative instances. Contrary to
this, cross-entropy loss has a soft margin, allowing for a more flexible penalisation which is
useful when instances are hard to separate from each other and in need of a non-linear deci-
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sion boundary. Worth noticing is that hinge loss is primarily based on the class predictions
as opposed to cross-entropy loss, and by extension also focal cross-entropy loss, which is de-
signed to optimise the predicted probabilities. Since some instances are seemingly hard to
classify, especially between the monolayer class and the ‘too thick’ class, it can mean that the
probabilities for the two classes are similar to each other. A penalty using probabilities might
therefore be more representative as small differences still can result in meaningful losses, ef-
fectively allowing the model to learn more details and recognise smaller variations.

Despite having lower precision, hinge loss has the best performance of the three when it
comes to recall. As previously mentioned, recall and precision are often a trade-off, and a
harsher focus for precision will usually mean a lower value of recall. As hinge loss might have
difficulty in separating the classes well, the margin might be wider. This will allow more
instances to be correctly classified. Moreover, cross-entropy loss has, although lower, simi-
lar recall value while focal loss is presenting an even lower value. Focal loss puts emphasis
on the hard-to-classify samples, and thereby has its strength in classifying challenges. This
can for example be seen in the class precision for the monolayers, where it has a distinctly
higher value compared to the other loss functions. As focal loss focuses on difficult sam-
ples by down-weighting well-classified samples, it seems to have a trade-off with recall even
here. In addition, the challenging instances are potentially not distributed across all samples,
but focused in the monolayer class. The focus of those instances might then lead to a less-
generalised model across the rest of the classes. This can be supported by the class precision
for the thick samples, which is the majority class, being the lowest while using this type of
loss. Hence, focal loss seems to be well suited for minority classes containing a lot of difficult
samples, for example monolayers, if finding all the instances is less important.

In the exploration that followed, focal loss was attempted to be optimised with the pur-
pose of trying to increase general recall while keeping the same class precision. This was
further necessary since the default values are based on experimental studies which might not
be suitable for this dataset. The down-weighting of well-classified samples is controlled by
the modulation factor α, and a too high value can lead to an extreme focus of precision of
challenging instances.

Values represented in Table B.3 show that the default values still provide the highest class
precision for monolayers and give the highest ROC AUC score among the tested models.
This shows that the default values for α and γ provide the most reliable performance when
focusing on correctly classifying monolayers. Using the suggestion of inverse frequency as α
did also not provide any improvements. In terms of accuracy and general precision, α-value
of 0.05 seemed to perform the best with the default γ-value, as seen in Figure B.1. This is to
be expected as the well-classified samples are less down-weighted and the model can there-
fore increase the overall confidence in its predictions. This does however decrease precision
for the monolayer class. On the other hand, recall is also increased from 79.6% to 84.3%,
which could mean that it is still more beneficial to the model performance as it may also in-
clude more instances from the monolayer class. Generally, precision seems to decrease with
increased γ, which can be explained by the down-weighting of easy samples being more ag-
gressive. However, this trend doesn’t seem to be consistent in terms of monolayer precision,
but as the models are also differing in α it is difficult to say if the difference is due to the
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gamma-value or simply the combination of hyperparameters. When comparing gamma val-
ues for identical α, when α is 0.005 and γ is either 2 or 5, the value 5 gives a better overall
performance in all metrics. This suggests that a lower α and a higher γ provides an enhanced
balance by reducing the emphasis but still allowing for a fast decrease in loss for easy in-
stances. Nonetheless, further explorations are needed in order to conclude whether there are
more suitable configurations than the default values for the focal loss.

6.1.5 Learning rates
Learning rate was tested at several stages during the process of optimisation. Firstly, in Test
Ia, two constant learning rates, see Table 5.2, were applied while training the binary test.
Comparing the models of otherwise identical model configurations, in this case while having
the same top layers, the higher rate of 10−6 performs better compared to 10−7. The same
findings are reported in Table 5.3 in fine-tuned models. As low learning rate means that
the parameters are updated slowly and taking smaller steps towards the minima during data
training, it can mean that the rate of 10−7 simply has not converged during the 50 epochs
that it was trained for. Most often, low learning rates are good to use in the later stages of
training, as it helps to work against oscillations often found when using higher learning rates,
by learning in a more stable way. On the other hand, the lower performance might also be
due to the optimisation getting stuck in a local minima. For this specific dataset, a higher
initial learning rate is beneficial for training.

As the constant values seemed to converge training at an early stage, more advanced learning
shapes were introduced. Firstly, the step wise scheduler decreased the constant initial rate
at a specific epoch. As seen in Table 5.6, the first two models started at a learning rate of
10−2, lowered at different epochs, while the third was initialised with 10−4. The latter in-
creased performance across all metrics, and resulted in the highest accuracy. A particularly
noteworthy improvement was a class precision for monolayers of 68% while reporting a high
recall value, which for the former two models was just above 57%. This improvement was
also reflected in the superior ROC AUC score of the three. Higher initial learning rate hence
seems to only be beneficial to a certain extent, and that an initial learning rate still needs to
be relatively small in order to not miss important patterns in the data.

Secondly, a scheduler using exponential learning rate decay was implemented and tested
across a range of initial and final values. Among the models using exponential learning rate
decay, the best performing model had a slower descending curve across a smaller range, which
points to smaller changes providing more stable training and by extension smoother conver-
gence. A smaller range further allows for the optimal learning rate to work during a longer
time frame compared to a larger range, which will improve the model performance. The need
for a lower initial learning rate is further proven with the model starting at 10−3 performing
better than the model initialised on 10−2.
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Testing on the pseudo-labelled dataset, reported in Table 5.9, the stepwise scheduler was ex-
tended with a linear learning rate warm-up. This was meant to add stability and increase
learning during early training as previous models had contained drastic jumps in losses dur-
ing early epochs. However, apart from lowered performance, likely due to not being able to
learn lower hierarchical features because of the low initial learning rate, it also increased the
loss by tenfold. The linear-warm up was hence deemed as not successful.

Generally, the schedulers using exponential learning rate decay seem to report more con-
sistent results compared to the stepwise scheduler, which could be explained by the stepwise
scheduler needing more hyperparameter tuning. This can further be seen in Table 5.9, where
the learning rates are specified in additional steps and resulting in better performance. Given
the flexibility of a stepwise scheduler, it is therefore likely that it eventually could outperform
an exponential decay learning rate scheduler, if optimised correctly. It could therefore be of
interest to for example implement a decreasing learning rate when reaching a plateau, for a
more natural learning controlled by the data instead of being predetermined. Moreover, the
more consistent results could also be explained by the learning rate curve over epochs being
more smooth, thereby manipulating the data in a more continuous manner. The exponential
learning rate decay scheduler also gives a generally better model performance, despite the
scheduler having the best monolayer precision, as they perform overall well over all classes.
This is supported by a superior ROC AUC score. Nonetheless, compared to a constant learn-
ing rate, scheduling the learning rate and decreasing it over a limited range of learning rates
allows the network to learn better by making it possible to learn higher-level features at a
slower speed - thereby optimising the speed to reach the minima of the loss function.

Specific to training using semi-supervised learning was the possibility of using multiple sched-
ulers, presented in Table 5.10 and Table B.4. As mentioned, the idea was that the network
had already learned lower level features and that focus could be put on details, thereby re-
quiring lower learning rates. This hypothesis could be supported by the results seen in Table
5.10providing clear improvements on all fronts. Besides reporting enhancement by adding
slower rates, the slowest tested rate performed best. This signified that enough learning of
the lower features could be achieved during the first training session to be able to improve
learning using lower rates in a second scheduler. Models presented in Table B.4 supported
the enhancement using a second scheduler, but seemed more sensitive to the values set in the
hyperparameters, consistent with previous discussion.

6.1.6 Optimiser
The optimiser to use for the dataset was evaluated in Test IIb. Firstly, the ADAM algorithm
was evaluated based on the suggestion of increasing its epsilon hyperparameter value from
the default 10−7 to 0.1. When training for 50 epochs, the default value performs better across
all evaluation metrics, as seen in Table 5.5. This is particularly noticeable on the recall value
where the model using the increased value has a recall of 46.5% while the default value has
81.8%. However, as previously stated, a larger epsilon value will lead to smaller weight up-
dates, which thereby makes the model converge slower. This can further be confirmed by
looking at the training history, see Appendix A.5. When training for 200 epochs, the recall
value dramatically improves to 65.0%. Improvements can also be seen for the other metrics.
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However, it would most likely require even longer training to be able to reach similar perfor-
mance as to that of the default value. Using a larger epsilon for the ADAM optimiser could
therefore not be justified. It’s possible that a larger epsilon value than the default could im-
prove the optimisation overall if the increase was smaller than 0.1. As it interacts with other
hyperparameters, it is also possible that another model configuration would interact differ-
ently then the ones tested and hence yield different results. This was however not tested and
will be left for future studies.

Comparing the RMSProp and ADAM algorithm initialised on their default values of 10−7,
the RMSProp performed noticeably better on all metrics, reaching an F1-score of 83.6% com-
pared to 79.9% in the model optimised with ADAM. This difference may be due to the dif-
ference in their adaptive learning rate mechanism. RMSProp adapts the learning rate solely
based on the magnitude of gradients as opposed to ADAM, which bases the mechanism on
both the first and second moments of gradients. This makes the adaptive learning rate more
complex for the ADAM algorithm, and the learning rates will be adjusted more aggressively,
especially considering that it also includes bias correction. As a consequence, ADAM’s addi-
tional complexity can cause instabilities in the optimisation when in presence of variations
such as noisy or sparse gradients. Noise and sparsity is expected in the created datasets, as im-
ages contain variations in for example contrast and density. On the contrary, RMSProp, due
to its simplicity, is usually more robust to the variations present in the dataset. Furthermore,
as ADAM is sensitive to the learning rate settings determined in the model design, there is a
possibility that this type of optimisation could perform better with specific hyperparameter
tuning compared to the RMSProp. However, as this dataset presents itself as sensitive to the
learning rate, stable learning rate updates seem vital for better model performance.

6.1.7 Dropout and extended model
Regularisation like dropout layers are usually added to prevent overfitting of the networks.
As the initial InceptionV3 model quickly failed to generalise, as seen in Appendix A.3, it
seemed likely that the model was in need of higher regularisation. This would make the
model generalise better and hence make the model more robust to various representations of
the data. By dropping out random neurons during training, the model is encouraged to learn
the different instances independently of each other as well as learn the important features as
opposed to noise in the training dataset. Adding a dropout layer, as in the model presented in
Table 5.2, had little effect on accuracy, but increases the ROC AUC score and hence indicates
an improvement of the model. Introducing some form of regularisation thereby implies that
the model can be more prevented from learning inaccurate patterns for example from noise.
Furthermore, looking at the training history in Appendix A.4, the curves are more smooth
and it seems that the overfit of the model is less extreme. Additionally, Table 5.2 also presents
an interesting finding in the placement of the dropout layer. Comparing the first and second
model, it can be seen that the second model contains an added dense layer before the dropout
layer. This addition results in lower performance, both in terms of accuracy but also in ROC
AUC score relating to the models specificity and sensitivity. Apart from implying that an
added dense layer increases the risk of overfitting as a consequence to an increased number of
parameters, it also seems to illustrate that the placement of dropout matters. Early dropout
seems to be more effective.
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As the dropout rate determines the proportion of neurons to randomly drop during train-
ing, it is essential to balance this rate well. When comparing a higher rate of dropout in
fine-tuned models presented in Table 5.3, the models using a batch size 32 can be seen to
have an improvement with a higher value of dropout, especially when it comes to the ROC
AUC score. This implies that the model learns to better distinguish between the two classes
with a higher dropout rate. For the model with batch size 16, the accuracy doesn’t increase
when increasing the dropout rate. However, the ROC AUC score still increases with higher
dropout rate, indicating an improvement of the model. On the other hand, this does not nec-
essarily mean that a higher rate is always better. If the dropout rate is set too high, the model
performance can decrease. This can be seen for a model trained with the extended model
architecture in Test IIe, seen in Table 5.8. The model repeatedly drops 80% of its neurons,
albeit randomly chosen, which is a behaviour that results in a ten percentage point reduction
in accuracy. Even more importantly, the other evaluation metrics perform terribly and the
class precisions for class minorities are non-existent. The model performance decreases as the
dropout rate is too high. This will cause the model to underfit and reduce its effectiveness
and capacity. Most likely, the repeated high dropout rate caused too little information in the
data. As the rate is repeated four times at a rate of 80%, the retained information will be
0.24 = 0.0016, which means that only 0.16% of the original information is left, which un-
derstandably is too little to learn any meaningful patterns. Instead, repeated dropout layers
seem to work better with a rate of 0.2. This would mean that 80% of the connections are kept
between each layer, resulting in (1 − 0.2)4 = 40.96% of retained connections during each
run, which is a drastically improved amount of data compared to the previous rate. Thus,
increasing the dropout rate will lead to more generalisation and in turn better performance,
but the rate needs to be set in relation to having an adequate amount of connections between
neurons remaining.

There are benefits to repeated dropout layers, as this acts as a further form of regularisa-
tion as it repeatedly drops random neurons during multiple points in the network. This
means that repeating dropout layers will increase generalisation. This can be seen in Ap-
pendix A.6, where the losses are shown in a model with 0.8 dropout layer compared to a
model with a repeated dropout layer with dropout rate 0.2. Even though the total dropout
is lower with the repeating model compared to the single dropout model, the loss is more
controlled. This implies that the model using repeated dropout blocks responds better to
generalisation. However, this might also be due to, or in combination with, the expanded
model architecture. Having added dense layers increases the model capacity, which allows
for more complex patterns to be captured. By using repeated dropout layers on top, the reg-
ularisation can be designed to be more flexible, learning more advanced data while limiting
the overfit. This is further supported by, if the dropout rate is reasonable, the larger archi-
tectures working better - for example, having six dense layers seem to perform slightly better
compared to four dense layers.

6.1.8 Image aspect ratio
The choice of preserving or distorting the image aspect ratio of the samples were evaluated
in Test IIIc. It can be seen from Table 5.11 that the two techniques had different strengths in
their performance. A distorted aspect ratio gave a higher accuracy of the validation dataset,
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94.75% compared to 93.98% for the preserved aspect ratio. The same trend was observed in
the recall value, presenting at 88.77% as opposed to 81.88%. However, the preserved image
ratio seemed to perform better in terms of precision. Although the general precision for all
classes were relatively equal for both pre-processing techniques, the precision for the ‘mono-
layer’ class was significantly improved from 71.17% for the distorted image aspect ratio to
81.21% for the preserved aspect ratio. This suggests that maintaining the image aspect ratio
could be important for enhancing the network’s ability to correctly identify cell monolay-
ers. The overall better performance when using a distorted image aspect ratio could be due
to the amount of information the technique keeps. Contrary to distorting the aspect ratio,
the preserved aspect ratio loses information as they are cropped to fit the desired image di-
mensions. In the carried out scenario, 25% of the pixels were removed, which also means
an information loss of around 25%. As this is done on every image in the dataset, this will
lead to a distinct reduction of data, which can affect the features it is capable of extracting.
In addition, deep learning networks rely heavily on having an adequate amount of data in
order to properly learn the features specific to the dataset. Reducing data, especially in an
already relatively small dataset, can decrease the network’s ability to generalise well. On the
other hand, distorting the image aspect ratio can in itself also result in loss of information.
Altering proportions of an image may lead to distortion and deformation of features within
the sample, for example cell boundaries and cell shapes, which in extension can make im-
portant details less distinguishable. This can make regions where the spatial relationship is
important harder to recognise and potentially explain why images containing monolayers
had a higher amount of misclassifications and lower class precision; the distorted image ra-
tio affected crucial features in monolayers, thereby making them harder to identify. As the
preserved aspect ratio kept the integrity of the features and their spatial relationships, the
precision for monolayers could increase with the cost of overall performance.

6.1.9 Augmentation
The number of available augmentation techniques were somewhat limited due to the choice
of performing it through sequential layers in Keras. Yet, the importance of augmentation
could be seen in Table 5.12. Compared to the initial, somewhat mild, values presented in
Table 4.1, increasing the values of the available augmentation yielded higher metrics and en-
hanced generalisation. Increased contrast in particular seemed to improve the model. This
is probably due to variations in the images as they vary in both density and lighting; some
instances naturally have higher contrast. Increasing the possibility of presenting this type of
contrast will hence give the model an opportunity to learn and distinguish those features.
Moreover, a higher value of random zoom increased the class precision for monolayers to
81.1%. This suggests that zooming on images might present the model with images contain-
ing more distinguishable features specific to monolayers, allowing the network to learn and
differentiate to other classes. Although harsher augmentation allows for generalisation, an
increased translation decreases the evaluation metrics. This can also be seen in a too high
value of rotation. This might be due to loss of information that rotation and translation
brings. The methods fill missing pixels after transformation, but in some cases these can
contain important features. Missing these features will hence worsen model performance.
Generally, the network improves with increased data diversity.
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6.1.10 Class imbalance
Comparing model performances with identical configurations between the normal dataset
in Table 5.12 to the oversampled dataset in Table 5.13 , it can be seen that oversampling
does not seem to be helpful for improving model learning. In fact, both models performed
worse across the majority of the metrics when using an upsampled dataset. This suggests
that the models might become overfitted and fail to understand meaningful patterns in the
data. The used oversampling method does not add any information, as it simply increases
the occurrence of minority class samples by presenting them more often along with smaller
variations. However, merely presenting instances of minority classes more frequently might
not be enough to understand the underlying pattern in the class imbalance, especially if the
data is too complex. The network might instead be in need of alternative techniques to learn
the details of the minority classes. Additionally, only one method of handling imbalanced
data was investigated. In future studies it could be of interest to explore different strategies,
such as Synthetic Minority Oversampling Technique (SMOTE). SMOTE might be a better
alternative as it creates synthetic diversity by interpolating between existing samples using
the nearest neighbours in the feature space of the minority class. On the other hand, SMOTE
imposes a risk of introducing noise that does not originally exist in the samples, which in turn
will decrease generalisation. This risk is less in the performed technique, as it retains original
data to a higher extent. It is also possible that handling imbalance data in this way is simply
ineffective, as suggested by previously mentioned studies.

6.1.11 L1/L2-regularisation
An addition of regularisation was tested in Test IIe shown in Table 5.14, which is ranged in
order of increased regularisation strength. As seen in Appendix A.7, increasing regularisation
strength provides a more smooth loss curve. This suggests that the learning is more consis-
tent and converging efficiently. It further implies that the regularisation properly prevents
overfitting without affecting the performance too much. Looking at the values presented in
Table 5.14, the model without regularisation has the highest performance. This is however
to be expected as it penalises the model, creating a less complex model and suppresses the
information to some extent. The last three models are however not differing much relative
to their regularisation strength, apart from in the recall value. All the other metrics are seem-
ingly similar. This can indicate that harsher regularisation could be necessary, but as the loss
function is seemingly smooth it might not need additional regularisation. The model with
the smaller regularisation strength, has slightly lower performance, which is most noticeable
in recall as well as precision. This could be due to L1 and L2 having different effects on the
model, and that the suggested combination is less efficient. For example L1 regularisation
favours feature selection and features important for classification and a higher value could
possibly increase performance for minority classes. This is supported by a higher monolayer
precision with an increased L1-value. Nevertheless, as the differences are small, no conclu-
sions can be drawn of specific regularisation values.
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6.1.12 Binary, multiclass and pseudo-labelled multi-
class dataset

While trained with a constant learning rate of 10−6 , the difference between the binary dataset
and the multiclass dataset are reported slightly higher in accuracy for the binary dataset but
higher ROC AUC value in the multiclass dataset. The loss in accuracy, albeit small as it
stands 91.1% in the binary dataset, shown in Table 5.2, to 90.9% in Table 5.4, could be due to
a multiclass problem being more complex to solve. Having multiple classes means that the
network needs to learn how to distinguish additional classes, and in turn learn more defined
patterns in the data. The model seems, however, more suitable for a multiclass problem, as
the ROC AUC score increases from 83.1% to 84.7%. This might be a benefit of the distinct
patterns of each class, as the model might generalise less well when containing a larger range
of samples in one class; more definition as to what makes up a class seems to increase the
model’s ability to find and discriminate the correct patterns of each class. Furthermore, the
same model configuration applied on the semi-supervised dataset, see Table 5.9, increases
the ROC AUC score even further, to 85.1%. The improvement from the multiclass dataset to
the pseudo-labelled multiclass dataset can not be expected to be dramatic, as the amount of
pseudo-labelled instances are relatively few at 1.3% of the entire dataset. It can however be
seen in later tests that models with superior performance are trained on the pseudo-labelled
dataset. Using semi-supervised learning, there is a risk that all the previously unlabelled
instances are labelled as the majority class according to the present bias, and that the model
performs better due to the new data already fitting into what it’s previously learnt. The
labels were however manually inspected after the labelling and deemed fairly justified. The
better performance might be possible because of errors in the annotation of the fully labelled
multiclass dataset.

6.1.13 Proposed model
The proposed model was based on techniques and values of hyperparameters with superior
performance in performed tests, especially regarding class precision of monolayers and ROC
AUC score. These evaluation metrics were chosen as they are highly responsive to changes in
model performance and thus, sensitive to the choice of hyperparameter values. Class preci-
sion was deemed important as found monolayers are meant to be used for further analysis. A
faulty instance increases the risk that an analysis would fail, thereby wasting end-users time.
On the contrary, if recall was considered to be more crucial in the model performance, it
would most likely mean that a higher amount of images would be classified as monolayer, as
recall often comes with trade-off with precision. The risk of failed analyses increases with a
larger number of incorrectly classified monolayers, which in turn likely results in even more
ineffective time. Hence, the run time for a completed and valid analysis of the entire blood
sample would increase. This would make the system less effective for the intended analysis
and cause delays in the workflow. Furthermore, considering that blood analysis can relay sig-
nificant findings for diagnosis of medical conditions and illnesses, this could potentially have
an effect on treatment and thereby impact patients’ healths. However, it is of course neces-
sary to have an adequate number of correctly classified monolayers to be able to perform the
analysis, for example to find the desired amount of WBCs in the blood sample.
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The results for the final evaluation, found in Table 5.15, show similar performance as to ex-
pectations based on tests on the same hyperparameters on the validation dataset. The test
dataset and the validation dataset might contain differences in their dataset as they are not
identical, but they seem to have enough similarities to still yield an adequate performance.
The model hence seems to generalise well. The generalisation could however be improved
using L1/L2-regularisation, as it reported to achieve smoother training. This was however
not included in the final model as it also came with a decrease in performance. As seen in
Table 5.15, the precision is still the highest for denser images, which was anticipated consid-
ering that the data is imbalanced and the model thus has a bias towards that specific class.
On the other hand, the bias does not seem to be especially noticeable in its predictions of the
misclassified monolayers, as they predict ‘too sparse’ and ‘too thick’ almost equally, as seen
in the confusion matrix presented in Figure 5.1. However, with the predicted monolayers,
it seems that the model has a harder time distinguishing between monolayers and denser
images compared to monolayers and sparse images. This could possibly be improved using
even harsher and alternative augmentation. Furthermore, even the ‘too sparse’ have a slightly
better class precision than the ‘monolayer’ class, which probably is due to the more distin-
guishable patterns in the class; ‘too sparse’ is also easier for humans to detect compared to
finding monolayers. The annotation is based upon the monolayer coordinate range provided
by the DC-1 system, and given that this is not yet optimised for avian blood it is possible that
it has incorrectly labelled some monolayers as non-monolayers. Hence, the proposed model
might classify actual monolayers as monolayers but as the label might be wrong, this will be
considered a faulty classification and assumed as decreased performance. The true monolayer
classification might therefore be higher than presented, and needs to be confirmed with an
expert in the area. The ROC curve seen in Figure 5.2 reports similar findings - ‘too thick’
has an almost perfect true positive rate while the other two classes are located slightly below
them, meaning that the dense class is easier to distinguish. However, compared to the initial
ROC curve using the baseline architecture, as seen in Appendix A.3, the performance has
improved significantly. All in all, considering the high reportings of evaluation metrics and
the presented confusion matrix and ROC curve, the model seems to, at least to some extent,
successfully be able to find monolayers within a range of collected images.

6.2 Locating WBCs
For the second task, it can generally be seen that the data adjusts to the task relatively badly,
supported by results in Table 5.17-5.24. Among the initial backbones, YOLOv8 with the size
m reports the highest overall average precision at 11.01% while ResNet50 has the highest aver-
age precision at intersection of 50%. Overall, the average precision at 50% IoU is significantly
higher compared to the AP calculated between thresholds 0.5 to 0.95. This signifies that the
models have difficulty in finding precise, or at least adequate, coordinates of the objects. This
of course poses a greater challenge compared to just locating it with any overlap, probably
due to the objects in question having such a small area compared to the entire image. How-
ever, higher overlap would mean better precision of the model and is thus more desirable.
Similar results can be found in Table 5.18, where the entire model is being trained at once,
as YOLOv8 with size m again has the highest average precision. However, this configuration
presents EfficientNetV2-S as the best performing at a 50% IoU threshold. It can also be seen
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that the data seems to be less modelled with a backbone with fewer number of parameters.
At the same time, it also does not require the largest amount of parameters that usually in-
dicate more complex architectures. This might be due to a too simple model not being able
to efficiently capture any patterns in the data, which will result in the lower performance
that can be seen for example of YOLOv8-XS and S. On the other hand, too complex mod-
els can generalise less well, as it seems to be the case with YOLOv8-XL and CSPDarkNet.
The decrease in performance could naturally also be caused by how the backbone handles
data, as they have slightly different approaches to this. Furthermore, Table 5.19 shows that
pre-trained weights are beneficial both in overall average precision but also at a lower inter-
section threshold. This indicates that the COCO dataset contains some features similar to
the ones found in the data, and thus provides some knowledge.

The hypothesis of a larger image size being able to provide easier to detect WBC boxes can
not be supported by the results in Table 5.20. Comparing models trained with the same batch
size, the smallest size is still the most optimal of the tested sizes. This might be explainable
by the architecture of the YOLOv8 detector being designed for that specific image size, and
hence is optimised to utilise this size the best. In addition to this, it might point to the re-
sizing technique having difficulty in recreating features found in the original images.
The loss function with results shown in Table 5.21 suggests that the model is better optimised
using CIoU loss compared to Mean squared error and L1 smooth loss. CIoU takes the aspect
ratio of the bounding boxes into account when calculating the error, which means that the
spatial relationship is highly valued. This will of course yield more accurate results for local-
ising WBCs. In contrast, the latter two losses penalise based solely on distance and not on
box overlap, indicating that this functionality is important for better performance.
The results of varying the learning rate schedulers are seen in Table 5.22. Similar to the pre-
vious task, the model performance seems sensitive to learning rate hyperparameters. For
example, decreasing the learning rate when reaching a plateau seems to work well if it is
correctly initialised. This is supported by the fact that the model trained with this type of
scheduler with initial value of 10-3 yielding the highest result for overall AP. As the learning
rate decrease is greatly controlled by the training of the data itself, it can easier get out of local
minima, for example, resulting in better training. On the other hand, a higher initial value
makes the model perform terribly. Initalised on the same well performing value of 10−3, the
exponential learning rate decay scheduler seems to work with similar performance. Smaller
initial values than 10−3 seem to be less advantageous.

As mentioned earlier, elastic transformations can in some cases be useful for cell segmen-
tation, as it mimics cell deformations that can be present in blood samples. This was tested
with the added random shear transformation. However, as seen in Table 5.23, the elastic
transformations seemed to have the opposite effect and instead worsen the model perfor-
mance. This might be due to the value range being less optimal, thus providing exaggerated
deformations. It could further be caused by the elastic deformations not working with the
current resolution, and that a higher magnification would be necessary for decent results.
Another augmentation technique that seemed to worsen the performance was the sharpness
layer. The sharpness layer was assumed to be helpful as it introduces variations that are sim-
ilar to images with lower quality, or if a sharp image for some reason could not be collected.
The sharpness layer hence introduces blurry edges as variations. However, the sharpness layer

83



6. Discussion

might work in a less effective way, for example by blurring in a non-realistic way or blurring
too much, making it more difficult to distinguish individual cells. The grid masks also proved
to not be applicable in this problem. More commonly used augmentation techniques such as
brightness, contrast and colour distortions seemed to be beneficial.

Considering the performed tests, the task presented itself with many limitations and chal-
lenges, and no ideal solution could be found. Looking at Table 5.24, it can be seen that it is
possible to find more boxes, as the recall is as high as 95%. This is however presented at a
low IoU threshold and a low confidence level. Considering that its respective precision is so
low, the model hence creates a great number of boxes, and some of them happen to overlap
true boxes. This can be seen in Figure 5.3. With an increased IoU threshold and confidence
level, the precision increases but also misses a high amount of boxes. As seen in Figure 5.3d,
the predicted boxes seem to be located close to the true boxes, but have difficulties with
finding more exact coordinates with a greater confidence. Furthermore, a high amount of
incorrect boxes will lead to longer runtime when performing analysis, which means that it
might still be more efficient to scan using a larger magnification if the overclassification can
not be remedied. The task hence needs further research to find a more optimal solution.

6.3 Limitations and future research
One major limitation of the project is the annotation of the dataset. The labels are mainly
based on the monolayer range of each sample received when scanning the blood samples using
the DC-1. Although this provided a solid foundation to annotating the dataset, there was a
need to manually adjust some instances, which signifies that the analysis this entire project is
based on in itself is not fully accurate. While manually adjusting the dataset, the decision was
made to not label any images as monolayers even in cases where it seemed warranted. This
was done in order to minimise inaccuracies due to lack of expertise in the subject. How-
ever, this could also mean that monolayers were inaccurately classified as other classes and
thereby confusing the network learning, most likely resulting in worse model performance.
Thus, with the purpose of improving performance, expert annotation of the dataset could
be both advantageous and necessary. Furthermore, as CNNs in particular thrives on higher
amounts of data, and the dataset collected is quite limited in terms of number of monolay-
ers, it could be beneficial to collect a more extensive dataset in the future. It might also be
helpful to divide the dataset into more specific classes, which could differentiate between
distinctly different images, for example those that were too dense, to images located closely
to monolayers - slightly too dense.

Another attempt at improving model performance could be the method of how the mono-
layers are classified. As of now, this project used the images as they were collected, apart from
the mentioned pre-processing. This meant classifying images as monolayers if 49.5% of the
image contained a monolayer region. However, it might improve model performance if the
images were for example cropped to only contain regions of monolayers and avoid mixing
different regions. This could make the patterns in monolayers more distinct and thus easier
for the network to learn and distinguish from other classes. In extension, this would also
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provide a larger amount of monolayers, as quite a few had to be ignored with the set thresh-
old limit. Another limitation was the timeframe and workforce of the project. This meant
that not all configurations could be tested and that some tests had to be very limited, which
further meant that the most optimal solution might not have been found. Additionally, the
system setup provided some memory limitations which meant that certain parameters and
configurations had to be abandoned as the system could not allocate enough memory in the
GPU to run the training. Additionally, apart from the already mentioned possible improve-
ments, future research should include k-fold cross-validation of the model. Cross-validation
was not considered due to time constraints and computational runtime, but would increase
model robustness as well as reliability and validity.

For the task of locating WBCs, an improvement could probably be found in greater com-
putational power as this yet again proved to be a limitation. This would allow larger batch
sizes in addition to faster training, which in turn would lead to more hyperparameter opti-
misation being able to be performed. This would also allow alternative architectures such as
RetinaNet or single-staged object detection models to be considered. YOLOv8 is a relatively
fast and efficient object detection model, but this also comes at a trade-off with loss in per-
formance. It could therefore be possible that the data, with the dense images it contains, is
in need of that performance increase and a model with greater ability to distinguish objects
in denser images. Furthermore, instance segmentation as suggested in the Literature Review,
could provide better results as it is more precise to the boundaries in the objects. This would
however require a different kind of annotation than what was available to achieve in this
project. Another suggestion for further research would be dividing images into smaller seg-
ments and increasing the resolution of each segment with interpolation - thereby creating
images that look like images collected with higher optical power. This could further be ex-
tended into a combination of the object detection model with for example a neural network
implementing super resolution, which allows for upscaling and sharpening without losing
any important features. The time frame also set a limitation while creating the dataset, as
it only localises and not classifies. For future research it is both beneficial and necessary to
annotate the data with more specific classes, as this is a crucial functionality and could pro-
vide the model with more assistance in its optimisation. It could also prove advantageous to
annotate both WBCs and RBCs, thereby helping the model to distinguish between the two
cell types. Worth mentioning is also that considering that it is the secondary objective, it
could not be investigated to the same extent as the first aim, especially in combination with
the increased run time of the second model.
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Chapter 7

Conclusion

While focusing on the model’s ability to distinguish between classes and the precision of
monolayer classifications, hyperparameters and architecture could be optimised - resulting
in a final proposed model aimed to find monolayers in blood samples with an accuracy of
95.1% and overall precision of 87.2% as well as a recall value of 87.9%. This corresponded
to a monolayer precision of 79.9%. This was achieved by allowing slower convergence and
emphasising correct classification of challenging blood samples. The greatest limitation to
this task was correct annotation, which was partly remedied with semi-supervised learning -
allowing the network to label part of the data according to learnt knowledge of data-specific
features. However, future research includes basing annotation on expert knowledge. Further
improvements might be possible to investigate more hyperparameter configurations as well
as redefining what is included in a monolayer label, for example by cropping images to only
contain regions of monolayer. Overall, the proposed model was successfully able to correctly
find and classify monolayers to a certain degree. The same can however not be said about
localising the WBCs within the monolayers. While using a YOLOv8 detector combined with
a YOLOv8 backbone of moderate size, it was only able to achieve an average precision in the
range of 50% to 95% IoU of 13.7%. The initial model could be somewhat improved with the
help of optimising hyperparameters and adding harsher augmentation. The average precision
reported a higher value of 48.6% with a lower intersection threshold, signifying that the model
has difficulties with precise localisation. This was further supported by visualisations of the
predicted boxes. Recall could be improved by lowering the confidence level and the IoU
threshold, but came with a trade-off with precision. To improve this, it could be beneficial
to expand the amount of data and annotate it further with RBCs and WBCs as well as specific
types of WBCs. This could potentially help the model to learn better. Future research could
also include alternative models that have higher focus on performance, for example single-
staged object detectors, and ability to distinguish objects in dense images, for example using
RetinaNet. This however demands higher computational power.
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Appendix A

Complementary information

A.1 YOLOv8 Architecture

Figure A.1: YOLOv8 architecture [124].
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A. Complementary information

A.2 Learning Rate Shapes

Figure A.2: Shape of different learning rate schedulers includ-
ing step wise learning rate schedulers, schedulers with exponential
learning rate decay, a scheduler including linear warm-up and a con-
stant learning rate.

A.3 Initial training

Figure A.3: Loss (left) and accuracy (right) of training (red) and vali-
dation (green) dataset with the InceptionV3 transfer learning model
as base model.
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A.4 Initial training with dropout

Figure A.4: ROC curve for initial model using InceptionV3 as base
model. Trained on the binary dataset.

A.4 Initial training with dropout

Figure A.5: Loss (left) and accuracy (right) of training (red) and vali-
dation (green) dataset with the InceptionV3 transfer learning model
as base model with added dropout.
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A. Complementary information

A.5 Testing optimisers

Figure A.6: Loss (left) and accuracy (right) of training (red) and val-
idation (green) dataset trained for 50 (top) and 200 (bottom) epochs
with the ADAM optimiser initialised with 0.1 epsilon value.

A.6 Training with extended dropout design

Figure A.7: Loss functions of model trained with dropout rate of 0.8
(left) and with four repeated dropout layers with dropout rate 0.2.
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A.7 Training with L1/L2-regularisation

A.7 Training with L1/L2-regularisation

a) l1=1e-6, l2=1e-5 b) l1=5e-6, l2=5e-5

c) l1=5e-5, l2=5e-5 d) l1=1e-5, l2=1e-4

Figure A.8: Loss of training (red) and validation (green) dataset
trained with focal loss with L1/L2-regularisation.
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A. Complementary information

A.8 Final ROC

Figure A.9: ROC curve using predicted probabilities.
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Appendix B

Additional tests

B.1 Combined neural network and support
vector machine classifier

Both deep learning in neural networks and non-deep learning in machine learning methods
have their benefits and drawbacks. As previously mentioned, deep learning has its strength
in being able to model complex relationships in the data features, but also requires a large
amount of data. It is also necessary to optimise the hyperparameters well in order to receive
adequate performance. Some studies have demonstrated that a hybrid solution of a deep neu-
ral network in combination with a ML method can outperform the two models individually
[125]. This was explored in a smaller test in which a neural network was integrated with the
machine learning method SVM, hoping to be able to combine complex features with the effi-
ciency of handling smaller datasets and generalisation inherited in the SVM algorithm. This
was performed by using an InceptionV3 model with expanded architecture and added elastic
net-regularisation. In order to extract features to be used as input to the SVM, top layers
of the InceptionV3 network were removed and the features could be extracted by being pre-
dicted in the network. This was tested with both solely using the ImageNet weights as well as
with weights set after training the model on the dataset. The SVM was initialised with a lin-
ear kernel, using default values with the hyperparameter C set to the value 1.0. The features
were scaled prior to being fed into the SVM model, trained and evaluated. Hyperparameters
such as kernel and C were varied between different models.

The performance of a neural network and SVM combination can be seen in Table B.1 with a
InceptionV3 trained on the data, and in Table B.2, initialised solely with ImageNet weights.
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B. Additional tests

Table B.1: Performance following training with a combined neural network trained on
the data with a SVM classifier. The first model represents the trained model with a
normal network classifier.

Kernel C Accuracy Class precision
(s/m/t)

- - 0.95 0.88/0.76/0.98

Sigmoid
0.5 0.78 0.34/0.27/0.83
1 0.81 0.15/0.5/0.83

Table B.2: Performance following training with a combined neural network initialised
on ImageNet weights with a SVM classifier.

Kernel C Accuracy Class precision
(s/m/t)

Linear

0.5 0.72 0.24/0.15/0.94
1 0.81 0.18/0.16/0.84
5 0.81 0.47/0.11/0.82
10 0.52 0.01/0.19/0.99

Sigmoid
0.5 0.81 0.14/0.19/.082
1 0.8 0.5/0.18/0.82

10 0.72 0.03/0.10/0.81

Radial basis
function

1 0.82 0.0/0.0/0.82

Poly 1 0.82 0.64/0.0/0.82

Looking at the results from Table B.2 and Table B.1, the combination of a neural network,
previously trained or not, was not able to achieve similar results as to the standard neural
network. Some improvements can be seen while attempting to optimise the network, which
indicates that it needs further adjustments to be able to improve to adequate performance.
Furthermore, optimisation could include Principal Component Analysis to help with the di-
mensionality as well as find the optimal number of top layers to remove. There is a possibility
that this combination simply is not fit for the task and data. The hypothesis of increased per-
formance following a combined ML approach can hence not be supported with these results,
but future research could include further optimisation in order to achieve benefits from this
combination.
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B.2 Optimising focal loss

B.2 Optimising focal loss

Figure B.1: Impact on accuracy of varying α and γ values for α-
balanced focal cross-entropy loss. The colours represent different
values of γ.
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B. Additional tests

Table B.3: Effects of different types of losses trained with default values.

Epochs γ α Accuracy Precision Recall F1-
score

ROC
AUC

Class precision
(s/m/t)

2.0 0.005 0.91596 0.76631 0.79084 0.77164 0.84761 0.74098/
0.58730/
0.97064

2.0 0.05 0.93170 0.82082 0.84356 0.83097 0.87569 0.82528/
0.66234/
0.97483

2.0 0.2 0.92709 0.81612 0.84759 0.83111 0.87199 0.84921/
0.62406/
0.97510

50 2.0 0.25 0.92594 0.80904 0.79600 0.79442 0.87610 0.77193/
0.69006/
0.96512

2.0 0.4 0.92671 0.80498 0.82070 0.81112 0.87047 0.80812/
0.63470/
0.97212

2.0 1/0.2,
1/0.2,
1/0.6

0.91251 0.77768 0.84281 0.80570 0.84447 0.81853/
0.52978/
0.98471

3.0 0.2 0.92095 0.78753 0.82694 0.80561 0.85657 0.80073/
0.58537/
0.97649

5.0 0.005 0.92632 0.80334 0.83401 0.81736 0.86737 0.81250/
0.62185/
0.97567

10.0 0.1 0.91328 0.77455 0.79188 0.78239 0.84862 0.80989/
0.54783/
0.96593

200 5.0 0.005 0.91711 0.77103 0.78894 0.76700 0.85152 0.70245/
0.63855/
0.97209
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B.3 Multiple learning rate schedulers

B.3 Multiple learning rate schedulers
Performance after training with two separate step wise learning rate schedulers can be seen in
Table B.4. Here, different initial and final values for both the first and the second scheduler
were tested with the aim to find the optimal combination. The first model represents the
model trained with the same scheduler for both phases.

Table B.4: Performance of models trained with two distinct step wise schedulers trained
with cross-entropy loss.

First
scheduler

Second
scheduler

Accuracy Precision Recall F1-
score

ROC
AUC

Class
precision
(s/m/t)

Ep<=5: 10−3

Ep>5 & <=10:
10−4

Ep>10:lr∗e−1

0.91019 0.76951 0.79945 0.78338 0.84336 0.79167/
0.54317/
0.97371

Ep<=5: 10−3

Ep>5 & <=10:
10−4

Ep>10:lr∗e−1

Ep<=5: 10−4

Ep>5 & <=10:
10−5

Ep>10:lr∗e−1

0.92535 0.81346 0.83121 0.82187 0.87146 0.83665/
0.63445/
0.96928

Ep<=5: 10−5

Ep>5 & <=10:
10−6

Ep>10:lr∗e−1

0.92691 0.80699 0.80698 0.80599 0.87410 0.81200/
0.63889/
0.97009

Ep<=5: 10−3

Ep>5 & <=10:
10−5

Ep>10:lr∗e−1

Ep<=5: 10−4

Ep>5 & <=10:
10−5

Ep>10:lr∗e−1

0.90941 0.77625 0.87042 0.81450 0.83972 0.82264/
0.51429/
0.99182

Ep<=5: 10−4

Ep>5 & <=10:
10−5

Ep>10:lr∗e−1

Ep<=5: 10−5

Ep>5 & <=10:
10−6

Ep>10:lr∗e−1

0.91757 0.77657 0.84198 0.80589 0.84739 0.77936/
0.56667/
0.98367
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