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ABSTRACT

This research delves into the burgeoning field of incorporating Environmental, Social, and
Governance (ESG) criteria into investment strategies, spurred by a growing interest in
sustainability and the demonstrated influence of ESG-related events on stock prices.
Sanctify Financial Technologies is at the forefront of quantifying firms’ ESG performance,
which plays a pivotal role in this study. Various machine learning models are applied to
forecast long-term stock returns for companies in the banking, financial services, and
investment sectors. These models are trained on time series data spanning from 2015 to
2019, encompassing both financial metrics (ratios) and Sanctify's ESG scores, to capture
comprehensive insights.

Simultaneously, this study aims to predict long-term returns for investments spanning over
three years, leveraging machine learning models that are trained on historical data from
2015 to 2019. The models integrate both ESG scores from Sanctify Financial Technologies
and financial metrics specific to the banking, financial services, and investment sectors. The
predictions are then performed on 2020 financial data and corresponding ESG scores,
allowing for a robust evaluation of the models' predictive accuracy and the impact of ESG
factors on long-term investment performance.

The significance of the ESG variable in the model is rigorously assessed using various
statistical tests, demonstrating a high level of significance in influencing long-term
investment returns. Furthermore, the proposed portfolio constructed based on a model
incorporating ESG scores achieves a cumulative return higher than a portfolio built solely on
financial ratios, indicating the added value of ESG considerations in investment
decision-making processes.

However, despite these advantages, both portfolios, with and without ESG incorporation, do
not outperform a benchmark S&P 500 portfolio return over the three-year period studied.
This comparative analysis provides valuable insights into the relative performance of
ESG-informed investment strategies within the context of broader market benchmarks.

Through this comprehensive evaluation, stakeholders can gain a nuanced understanding of
the impact of ESG factors on investment performance and the potential trade-offs between
sustainability considerations and market benchmark performance. These insights contribute
to ongoing discussions in sustainable finance and investment strategy development.

CCS CONCEPTS Computing methodologies → Machine learning; Semi-supervised
learning settings;

KEYWORDS ESG alpha, scholar data, alternative data, AI in finance, quantitative
investment
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1 INTRODUCTION

The intersection of environmental, social, and governance (ESG) factors with investment
strategies has garnered significant attention in recent years.

In tandem with advancements in quantitative finance, there has been a shift in societal
expectations regarding corporate behavior. Back in 1970, prominent economist Milton
Friedman argued that a business's sole responsibility was to maximize profits [12]. However,
in recent years, this perspective has largely fallen out of favor, and it has become standard
for corporations to pursue both financial and non-financial objectives [30].

The reasons behind this shift are complex, but one key factor is the realization among
managers and CEOs that integrating social and environmental goals can also contribute to
financial success. For instance, companies catering to ESG-conscious customers risk losing
market share due to poor sustainability practices [20].

The increasing adoption of corporate social responsibility (CSR) practices has led to growing
investor interest in these companies. A company's perceived performance in Environmental,
Social, and Governance (ESG) metrics now influences its stock prices [3]. Moreover, the
evolution of ESG factors within the financial sector has transformed them from mere
buzzwords into essential components of regulatory frameworks and investment strategies
[13]. The global growth of sustainable assets underscores the increasing relevance of ESG
considerations in investment decisions [29]. This shift is reflected in the disclosure of
Corporate Social Responsibility information by most leading companies, highlighting the
widespread adoption of ESG practices [21].

Within this context, banks occupy a pivotal role due to their exposure to major ESG risks
highlighted by regulatory bodies such as the Basel Committee on Banking Supervision [4].
As institutions vital to financial flows and sustainable activities, banks face scrutiny regarding
their ESG risk exposure and are encouraged to integrate ESG principles into their risk
management frameworks [13].

However, a challenge arises when attempting to incorporate ESG performance into
investment decisions because measuring the ESG impact of a company in objective
numerical terms is difficult [17].

To address this challenge, a new wave of fintech companies is leveraging advancements in
machine learning and vast amounts of sentiment data to provide quantitative measurements
of company ESG performance. These efforts aim to make ESG factors more tangible and
actionable for investors in today's data-rich environment.

Drawing from the insights of Qian Chen and Xiao-Yang Liu's research [7], which showed the
long-term impact of ESG efforts on business development and stock performance, we adopt
a strategic focus on long-term investment returns spanning over three years. Our study aims
to capture the gradual but substantial influence of ESG policies and practices on investment
outcomes, contrasting traditional financial metrics with ESG scores. This approach aligns
with the findings that while ESG alpha strategies may initially lag behind traditional
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benchmarks, they demonstrate steady growth and ultimately outperform, reflecting
sustainable business trends.

Additionally, we adopt a strategic focus on capturing alpha—excess return over a benchmark
like the S&P 500. Alpha represents the sought-after measure of performance that investors
aim to achieve through strategic investment decisions. One hypothesis we aim to test is
whether incorporating ESG scores into predictive models allows us to capture this alpha
effectively, reflecting sustainable business trends and responsible investment strategies.

Through machine learning models trained on sector-specific data encompassing ESG
scores and financial metrics from 2015 to 2019, our study assesses the predictive power of
models incorporating ESG scores against those using financial metrics alone. The ultimate
goal is to construct and compare portfolios based on high share return strategies derived
from these models. Alongside considerations of the Capital Asset Pricing Model (CAPM) and
portfolio return access knowledge, our study aims to quantify and compare the alpha
generated by investment strategies incorporating ESG scores against those using traditional
financial metrics alone.

By evaluating portfolio performance against benchmarks such as the S&P 500 return over a
three-year period, we seek to elucidate the added value of ESG integration in achieving
long-term investment objectives and outperforming market benchmarks. This comprehensive
approach addresses the evolving landscape of investment decision-making, highlighting the
importance of ESG integration for long-term value creation and risk-adjusted returns within
the banking and financial sectors.

Summary: The ESG alpha is a quantitative measurement of companies’ ESG commitment,
which is closely related with their stock prices. Therefore, in this paper, we propose a novel
approach to quantitatively capturing this ESG alpha using an automatic machine learning
method on a combination of ESG data provided from one of fintech companies called
Sanctify as an alternative data source and traditional financial indicators. In addition, our
study investigates the significance of ESG variables within predictive models for long-term
investments in the banking, financial services, and investment sectors.

2 THEORETICAL FINANCIAL BACKGROUND

2.1 Capital Asset Pricing model

The foundational description of the Capital Asset Pricing Model (CAPM) and its significance
within modern finance, including its relationship to portfolio theory and its applications in
portfolio risk management, fund performance measurement, and security valuation, can be
attributed to Zabarankin, Pavlikov, and Uryasev (2014) [37]. They outlined how the CAPM,
developed by Sharpe (1964) [34], Lintner (1965a,b) [24,25] and Mossin (1966) [26], can be
understood from two key perspectives:

4



(i) The CAPM can be seen as a reimagining of the essential optimality conditions essential
to Markowitz’s mean-variance portfolio problem, thereby linking its foundations to the
concept of risk as variance.

(ii) Additionally, the CAPM functions as a single-factor linear model known as the security
market line, which establishes a relationship between the expected returns of an asset and
those of a market portfolio. Here, the slope of the line, termed asset beta, acts as a metric
for asset non-diversifiable (systematic) risk.

Here are the key components and concepts of the CAPM model:

1. Expected Return: The expected return of an asset is calculated using the risk-free rate of
return and a risk premium based on the asset's beta (systematic risk).

Beta (β): Beta measures an asset's sensitivity to market movements. A beta of 1 implies the
asset moves in line with the market, while a beta greater than 1 indicates higher volatility,
and a beta less than 1 suggests lower volatility.

Risk-Free Rate (): This is the theoretical return on an investment with zero risk, often
approximated using government bond yields.

Market Risk Premium ( ): It represents the excess return investors demand for holding a
risky asset over the risk-free rate. It reflects the risk inherent in investing in the overall
market.
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The CAPM model assumes rational investors who require compensation for both the time
value of money (risk-free rate) and the risk they undertake (beta risk). It's a cornerstone in
modern finance for estimating the required rate of return for assets, evaluating investment
opportunities, and assessing the performance of investment portfolios relative to their risk
exposure.

2.2 Alpha (α) as an access return

Alpha (α) represents the prowess of an investment approach to outperform the market or
demonstrate its "edge." It is alternatively termed “excess return” or the “abnormal rate of
return” when compared to a benchmark, adjusting for risk. Alpha is often discussed
alongside beta (β), which quantifies the overall market volatility or risk, known as systematic
market risk.

In finance, alpha serves as a metric of performance, indicating when a strategy, trader, or
portfolio manager surpasses the market return or another benchmark within a specific
timeframe. Considered the active return on an investment, alpha measures investment
performance against a market index or benchmark representing overall market movements.

An investment’s alpha is the surplus return relative to the benchmark index return,
showcasing the investment’s ability to outperform. Alpha values can be positive or negative,
reflecting active investing outcomes. Conversely, beta gains are typical in passive index
investing scenarios.

Active portfolio managers aim to generate alpha within diversified portfolios, utilizing
diversification to mitigate unsystematic risk. Alpha, reflecting portfolio performance relative to
a benchmark, is often seen as the value added or subtracted by a portfolio manager from a
fund's overall return.

In this work "Jensen’s alpha" will be considered. Jensen’s alpha incorporates elements of the
capital asset pricing model (CAPM) market theory, integrating a risk-adjusted element into its
computation [18]. The CAPM model employs beta (or beta coefficient) to estimate an asset's
expected return based on its unique beta and the anticipated market returns. Investment
professionals utilize alpha and beta together for return calculation, comparison, and analysis.
It helps assess whether a portfolio manager has added value beyond what would be
expected given the portfolio's systematic risk (beta) and the market's return.

Equation (2.3) in the CAPM model posits that the expected return on any asset equals the
risk-free rate plus a risk premium derived from the asset's systematic risk multiplied by the
market portfolio's risk premium. The market portfolio's risk premium is the disparity between
its expected returns and the risk-free rate.
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The CAPM model equation straightforwardly indicates what returns any security (or portfolio)
could yield considering its level of systematic risk, beta (β). Should a portfolio manager or
security analyst successfully forecast future security prices, they could potentially achieve
higher returns than those implied by equation (2.1) and their portfolio's risk level.
Transitioning equation (2.1) to assess any portfolio manager's forecasting ability involves
reframing it in terms of objectively measurable realized returns on portfolios and the market
portfolio, as opposed to strictly hypothetical expected returns.
A positive alpha suggests that the investment has outperformed expectations after adjusting
for risk, while a negative alpha indicates underperformance relative to the CAPM model's
predictions. It's a valuable tool for evaluating the skill or effectiveness of portfolio managers
in generating excess returns.

2.3 Simple Moving average

A moving average is a statistical calculation used to analyze data points by creating a series
of averages of different subsets of the full dataset. In financial analysis and time series
analysis, the most commonly used moving averages are Simple Moving Average (SMA) and
Exponential Moving Average (EMA).

● Simple Moving Average (SMA) (2.4): It calculates the average of a specified number
of data points over a given period by equally weighting each data point. For example,
a 10-day SMA calculates the average of the last 10 closing prices.

● Exponential Moving Average (EMA): It gives more weight to recent data points while
still considering older data. This is achieved by applying a smoothing factor to the
previous EMA value and the current data point. EMAs are more responsive to recent
price changes compared to SMAs.
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Moving averages are used for various purposes in finance and data analysis

2.4 Sanctify Financial Technologies

This thesis is the result of a collaboration with Sanctify Financial Technologies, a company
based in Lund that specializes in generating numerical ESG-performance scores for
companies globally. The company utilizes an API to gather data from numerous sources,
such as tweets, news, articles etc, and employs Natural Language Processing (NLP)
techniques to analyze this data for sentiment, which is then translated into numerical scores.
These scores are designed for use by fund managers across different sectors to integrate
ESG factors into their investment strategies. These ESG scores cover a wide range of
companies globally and span over ten years with daily frequency.

3 RELATED WORK

My thesis was inspired by several works done in finding the relation between ESG scores
and financial performance of the company.

Farma et al. investigated the impact of integrating ESG data points on investment profitability
and sustainability promotion. Their study revealed a positive correlation between higher ESG
scores and improved financial performance. Notably, machine learning (ML) models such as
linear regression and random forest regression exhibited superior performance when
incorporating both ESG and financial data into their training datasets, highlighting the
potential benefits of considering ESG factors in investment decision-making [33].

Margot et al. developed a machine learning algorithm designed to uncover relationships
between ESG profiles and companies' financial performances. This algorithm, continually
updated with rule sets, maps data points from the high-dimensional ESG feature space to
predict excess returns. The resulting predictions are transformed into scores used for
investment screening, surpassing traditional strategies reliant solely on ESG ratings. This
nonlinear machine learning approach effectively links ESG characteristics with financial
outcomes, offering an efficient tool for stock selection [28].
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Gupta et al. introduced a framework utilizing statistical analysis and machine learning
techniques to assess the significance of ESG parameters in investment decisions and their
impact on financial performance. Their findings indicated higher return on equity (ROE) for
companies with top-tier ESG ratings compared to others [16].

Guo et al. investigated the influence of ESG issues within financial news and assessed the
predictive capability of ESG news in forecasting stock volatility. Bayesian inference methods
were utilized for stable learning and prediction during both training and inference phases.
The study evaluated stock market volatility using Root Mean Squared Error (RMSE) and
Mean Absolute Error (MAE) metrics [15].

Yu et al. employed machine learning algorithms to explore the relationship between ESG
scores and stock returns using CSR Rating Agency data. Their analysis revealed that while
ESG-related stocks did not yield excess returns and exhibited typical risk performance
during normal periods, they did not underperform either [36].

Chen et al. proposed a machine learning approach to quantify a company's ESG premium
and capture ESG alpha using scholarly data as alternative data sources. Their study
demonstrated that ESG alpha strategies based on scholarly data more effectively capture
ESG premiums than traditional financial indicators [7].

Previous studies have explored various methodologies for analyzing ESG data, including the
use of machine learning and deep learning algorithms. However, these studies have not
used specific ESG scores calculated using an unique technique provided by Sanctify
company. Moreover, they did not consider the assumption of predicting returns for long-term
investments and considering only banking and financial sectors for their analysis.

Therefore, in this thesis, we will investigate the hypothesis that a portfolio constructed based
on a model incorporating ESG knowledge, particularly from Sanctify's ESG scores, will
outperform a portfolio constructed without ESG scores over a three-year investment horizon.
Additionally, we aim to demonstrate that this ESG-inclusive model generates excess returns,
known as ESG alpha, surpassing the benchmark index S&P 500. This approach not only
tests the efficacy of ESG integration in investment strategies but also evaluates its potential
as a source of alpha in financial markets. Hence, our research aims to fill these significant
gaps in the literature.

4 OBJECTIVE

The objective of this thesis is to explore the validity of AI-based ESG scores as a source of
alpha in the investing landscape, particularly by leveraging these scores to generate ESG
portfolios that outperform the market. Essentially, there will be an examination whether
having access to more detailed and up-to-date information about a company's activities and
performance, especially in terms of its ESG practices, can contribute to generating excess
returns in a portfolio. By linking news-derived information with established ESG scores, we
aim to explore how this combined dataset influences investment decisions and potentially
leads to alpha generation in portfolio management strategies.
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There will be other valuable predictors of excess returns (alpha) in investment portfolios,
several factors beyond ESG scores and news-related information can play significant roles.

Here are some additional predictors that will be used:

Profitability Ratios: Ratios such as Return on Equity (ROE), Return on Assets (ROA),
Gross Profit Margin, and Net Profit Margin assess a company's ability to generate profits
relative to its equity or assets and its revenue.

Liquidity Ratios: Metrics like Current Ratio and Quick Ratio evaluate a company's ability to
meet short-term financial obligations with its liquid assets. They reflect liquidity and
short-term solvency.

Efficiency Ratios: Ratios such as Asset Turnover Ratio and Inventory Turnover Ratio
gauge how effectively a company utilizes its assets and manages its inventory to generate
revenue.

Solvency Ratios: Debt-to-Equity Ratio, Debt Ratio, and Interest Coverage Ratio assess a
company's debt levels, financial leverage, and ability to meet interest payments.

Valuation Ratios: Price-to-Earnings (P/E) Ratio, Price-to-Book (P/B) Ratio, and
Price-to-Sales (P/S) Ratio compare a company's market value or share price with its
earnings, book value, or sales, providing insights into valuation levels.

Growth Ratios: Metrics like Earnings Growth Rate, Revenue Growth Rate, and Dividend
Growth Rate analyze the rate at which a company's earnings, sales, or dividends are
growing over time.

By integrating these diverse predictors into your analysis alongside ESG scores and
news-related data, we can create a comprehensive framework for evaluating and predicting
alpha generation in investment portfolios. Each factor contributes unique insights and can
help refine investment strategies based on a holistic understanding of market dynamics and
company-specific attributes.

The significance of these predictors will be evaluated through various techniques and
methods. Subsequently, two portfolios will be constructed: one incorporating an ESG score
model, and the other without. These portfolios will then be compared against each other and
against the benchmark S&P 500 portfolio. All analyses will be conducted over the period
from 2015 to 2024.

This approach allows for a direct comparison between the performance of portfolios
incorporating ESG scores and those without, providing insights into the impact of ESG
considerations on investment outcomes relative to a widely recognized benchmark. It also
covers a substantial time frame, enhancing the robustness of the analysis and capturing
potential long-term trends or patterns.
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5 DATA COLLECTION

In this section, we introduce a machine learning methodology for quantifying ESG alpha.
Initially, we prepare the training dataset by web-scraping from different financial resources.
And then we will combine ESG data with financial indicators. Subsequently, we trained six
distinct machine learning models and chose the best one for making predictions. Finally, we
create two portfolios and compare their real returns over a 3 year period with one from S&P
500.

5.1 Scope

The overarching objective could potentially encompass every stock that Sanctify evaluates
and every method used to integrate these scores into stock price prediction models.
However, due to feasibility constraints, a more focused scope has been defined.

Given that Sanctify's ESG-score data is limited before 2015, our analysis will be confined to
the period from 2015 to 2024, with the year 2020 designated as the test period and the
preceding five years utilized for training and validation.

The Sanctify ESG database offers insights into tens of thousands of companies across
global exchanges, providing numerical scores derived from NLP-analyzed news media.
These scores are based on news relevant to 26 sustainability categories defined by the
Sustainability Accounting Standards Board (SASB) and are updated daily. Sentiment
analysis assigns scores ranging from [-1, 1] based on news positivity or negativity, which are
then integrated into E, S, and G scores for each company. Absolute and relative variants of
these scores exist, with our analysis focusing solely on long-term relative ESG scores
because by just looking at the Absolute scores, it’s difficult to know if the difference actually
means that one company performs better than the other, or if it just depends on the data
amount.

So Sanctify scores used in this thesis are composite scores designed to reflect a full picture
of a company’s ESG performance both historically and currently in a single numeric. Two
main parts go into this score, the Trend scores and the Overall performance scores. A
company with historically many controversies or constant bad press will get a lower score to
reflect this, while news about positive current ESG work will increase the score. This is our
go-to score to instantly get an overview of a company’s ESG performance.

Additionally, our investment horizon will span a three-year period as our aim is to consider
an influence of ESG score on a long term investment opportunity. Financial ratios for
predictive modeling will be sourced from annual financial statements, including Balance
Sheets, Income Statements, and Cash Flow Statements.

To streamline the analysis, we will exclude administrative hurdles and transaction fees from
consideration. When selecting attributes for stock price prediction, various data sources can
be leveraged, ranging from macroeconomic indicators to company-specific financial
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disclosures. Given the complexity of attribute selection, financial ratios for predictive
modeling will be derived from yearly statements.

The S&P 500 index serves as our benchmark. This index represents the performance of 500
large-cap U.S. stocks, capturing the overall performance of the U.S. stock market and
serving as a key indicator of market trends and investor sentiment.

As for the selection criteria, we will consider 56 companies from the banking, financial
services, and insurance sectors traded on Nasdaq. Nasdaq is a global electronic
marketplace for buying and selling securities, particularly known for listing technology and
growth-oriented companies. It provides a platform for trading a wide range of stocks,
including those from financial sectors such as banking and insurance.

In addition, to facilitate a meaningful comparison between our portfolios and the benchmark,
we selected companies with betas close to 1. This approach aims to eliminate significant
deviations based on sensitivities, focusing our analysis on factors other than what we are
investigating.

5.2 ESG dataset

To gather data, we utilized various financial web databases. Initially, we received a list of
companies from Sanctify's database. From this initial list, we selected approximately 5000
companies that had ESG scores available from 2015 onwards. Using an API, we conducted
web scraping on different JSON files to obtain ESG scores.

Subsequently, leveraging the Finnhub Stock API (finnhub.io) company and its API, we
obtained tickets for these selected companies. Unfortunately, due to this process, the
dataset size decreased to 1000 companies.

After employing the Yahoo Finance Python library to calculate beta for the initial 1000
companies, we narrowed down the dataset to 550 companies whose betas fell within the
range of 0.5 to 1.5.

With assistance from finnhub.io, we extracted industry information for each company to
facilitate the selection of companies exclusively from the banking, financial services, and
insurance sectors. As a result of our selection criteria, we identified a final set of 56
companies with an average beta ranging between 0.7 and 1.3. The average beta for our
portfolio stands at 1.03.

Ultimately, utilizing the ESG API, we successfully obtained ESG scores for each of the 56
selected companies on a monthly basis spanning from 2015 to 2020. Subsequently, we
computed the moving averages of the ESG scores for both 3-month and 6-month periods for
each year.
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5.3 Financial data

Initially, we intended to calculate financial ratios directly from financial statements. However,
due to limited access to freely available financial information, we opted to acquire datasets
from finnhub.io containing pre-calculated financial ratios. Subsequently, we conducted web
scraping to obtain selected ratios based on annual reports spanning from 2015 to 2020.

The chosen financial indicators aim to capture a company’s fundamental conditions and aid
in predicting stock prices [14, 31]. Similar to previous studies [9, 35], we selected the
Price-to-Sales ratio (P/S), Price-to-Book ratio (P/B), and Price-to-Equity ratio (P/E) to assess
the reasonableness of current stock prices. Additionally, we included the Current Ratio (CR)
and Quick Ratio (QR) to evaluate short-term liquidity. For profitability assessment, we
considered Earnings-per-Share (EPS), Return-on-Assets (ROA), Return-on-Equity (ROE),
and Net Profit Margin (NPM). Finally, the Debt-to-Equity ratio (D/E) was included to evaluate
the long-term financial condition of the company.

Stock market returns were sourced from Alfa Vantage (alphavantage.co) using a web
scraping method similar to previous data collection procedures. Utilizing the Stock Market
API provided by this financial service, we gathered daily open and close prices for all
selected companies. Following this, we performed data engineering by calculating the
three-year return for each company, defined as the logarithmic ratio of stock return (log
return) using the formula.

To calculate the expected market return based on financial ratios gathered for time t we will
use the formula:

For example, the calculation (5.2) represents the logarithmic ratio of the closing price at the
end of the third year (e.g., 2018) to the opening price at the beginning of the following year
(e.g., 2016), reflecting the expected market return over that period:
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6 MACHINE LEARNING THEORY

Machine learning authorities Tom M. Mitchell and Michael I. Jordan articulated the essence
of machine learning in a 2015 publication in Science. They stated that machine learning
involves creating computers that enhance their performance automatically with experience
[19]. This dynamic field is witnessing rapid growth, positioned at the confluence of computer
science and statistics, and forms the foundation of artificial intelligence and data science.
Their observation from 2015 is even more relevant today, indicating the escalating interest
and relevance of the field [32].

Supervised learning
It’s a machine learning paradigm where the algorithm learns from labeled training data,
which means the input data is paired with the correct output. The goal of supervised learning
is to learn a mapping from input variables to output variables. The labeled data serves as
examples for the algorithm to learn from, allowing it to make predictions or decisions when
new, unseen data is presented [8].

Unsupervised learning
It’s a machine learning paradigm where the algorithm learns patterns and structures from
unlabeled data, meaning there are no predefined output labels provided. The goal of
unsupervised learning is to explore and discover hidden patterns or representations in the
data without explicit guidance [22].
The focus of this thesis are models that all fit under the umbrella-term called supervised
learning.

14



6.1 Linear Regression & Improvements

In regression, the goal is to develop a model capable of generating continuous, real-valued
outputs in response to one or multiple inputs [11].

The cost function is measured thought the residual sum of squares (RSS):

To prevent overfitting we introduce regularization term, Lasso (L1) and Ridge (L2), into the
cost function:

6.2 Support Vector Regression (SVR)

Support Vector Regression (SVR) with Radial Basis Function (RBF) kernel is effective for
high-dimensional training data [2, 10]. SVR relies on a subset of training data as it
disregards data points near the model prediction. The RBF kernel is particularly useful when
the decision boundary is nonlinear, and it offers easy parameter tuning. Given that linear
regression has already been implemented, SVR is employed to handle non-linearly
predictable data.

6.3 Random Forest

Random Forests [5,23], is an ensemble method that combines bagging [6], decision trees
and random attribute selection. Regression trees are utilized to build the Random Forest
model, employing RSS as the cost function. The primary advantage of Random Forest is its
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ability to mitigate overfitting, making it suitable for large feature spaces and reducing
out-of-sample variance while maintaining flexibility.

6.3.1 Bagging

Bagging [6], short for Bootstrap Aggregating, is an ensemble learning method used in
machine learning to improve the stability and accuracy of models, especially decision trees
and other high-variance models. Here are the key points about bagging:

Bootstrap Sampling: Bagging works by creating multiple subsets of the original dataset
through bootstrap sampling. Bootstrap sampling involves randomly selecting samples with
replacement from the original dataset to create new subsets of data. Each subset is of the
same size as the original dataset but may contain duplicate instances and miss some
original instances due to sampling with replacement.

Model Training: Bagging involves training multiple base models (often the same type of
model) on each bootstrap sample. For example, in the case of decision trees, multiple
decision tree models are trained on different bootstrap samples of the data.

Parallel Training: The training of these models is typically done in parallel, as each model is
independent of the others. This parallelization makes bagging computationally efficient.

Aggregation: Once the base models are trained, bagging aggregates their predictions to
make a final prediction. For regression tasks, this aggregation is often done by averaging the
predictions of all models.

Reduced Variance: The key benefit of bagging is that it reduces variance and helps to
alleviate overfitting, especially in high-variance models. By training multiple models on
different subsets of data and aggregating their predictions, bagging reduces the impact of
outliers and noisy data points that can lead to overfitting in individual models.

6.4 XGBoost (eXtreme Gradient Boosting)

XGBoost is an advanced implementation of gradient boosting algorithms designed for speed
and performance. It is highly efficient, scalable, and widely used in machine learning
competitions and industry applications due to its accuracy and flexibility.

XGBoost works by sequentially building an ensemble of decision trees [27], where each
subsequent tree corrects errors made by the previous ones. It optimizes a differentiable loss
function to minimize prediction errors during training.

6.4.1 Boosting

Boosting is an ensemble learning technique that combines multiple weak learners (often
decision trees) sequentially to create a strong learner. Unlike bagging methods like Random
Forest where models run independently in parallel, boosting methods incrementally build a
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strong model by focusing on instances that previous models have misclassified or have high
errors.

6.5 Evaluation Metrics

For model evaluation, we utilize Mean Square Error (MSE) as the loss function, which is
commonly used in regression tasks:

6.6 Feature Importance techniques

Feature importance refers to the process of determining which features (variables) in a
dataset have the most significant impact on the target variable or outcome in a predictive
model. It helps in understanding the relative importance of different features in making
predictions, identifying key drivers of the target variable, and potentially improving model
performance. Also feature selection is crucial for optimizing machine learning models,
ensuring they focus on relevant information and avoid overfitting.

Here are some common methods used to assess feature importance:

Correlation Analysis: Assessing the correlation between features and the target variable
or between features themselves can provide insights into feature importance. Highly
correlated features with the target are often important.

Test p-value and Holm's significance test: used to evaluate the statistical significance
of features and determine which ones are most relevant for a predictive model.

● Test p-value: The test p-value is a measure of the probability that the observed data
would occur if the null hypothesis were true. In feature selection, it helps determine
whether there is a statistically significant relationship between each feature and the
target variable.

Typically, Null Hypothesis (H0): The feature has no significant impact on predicting
the target variable, and any observed relationship or importance is due to random
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chance or noise in the data. And lower p-values suggest stronger evidence against
the null hypothesis (i.e., the feature is irrelevant), while higher p-values indicate
weaker evidence against the null hypothesis (i.e., the feature may be relevant).

● Holm's significance test: Holm's method is a multiple testing correction technique
used to adjust p-values when conducting multiple statistical tests simultaneously,
such as in feature selection where you are evaluating many features. The idea
behind Holm's method is to control the family-wise error rate (FWER), which is the
probability of making at least one false discovery (Type I error) among all the
hypotheses tested.
Features with adjusted p-values below the significance level are considered
statistically significant and may be selected for inclusion in the predictive model.

L1 Regularization (Lasso): In linear models, L1 regularization penalizes the absolute
size of coefficients, driving less important features' coefficients to zero. The non-zero
coefficients indicate important features.

Decision Trees and XGBoost: Decision tree-based models like Random Forest and
Gradient Boosting Machines (GBM) provide feature importance scores based on how
frequently a feature is used to make decisions across all trees in the ensemble. Features
used at higher nodes in the trees or features that result in significant information gain are
considered more important.

Recently, in a study by Ubaid Ahmed et al. boosting algorithms were explored for their
effectiveness in feature selection applications [1]. The study focused on solar irradiance
forecasting, where accurate predictions are essential for efficient solar energy harvesting.

The study compared boosting algorithms against traditional methods using metrics such as
Root Mean Square Error (RMSE) and Mean Absolute Error (MAE). Surprisingly, the model
trained on features selected by the XGBoost model outperformed conventional models.

This finding highlights the importance of incorporating advanced techniques like boosting
algorithms, especially in domains where feature selection plays a critical role. Boosting
techniques not only improve predictive accuracy but also help identify the most relevant
features for a given task, leading to more efficient and accurate machine learning models.

Each method has its strengths and weaknesses, and the choice of method depends on the
dataset, model type, and specific goals of the analysis. It's often beneficial to use multiple
methods to gain a robust understanding of feature importance. However, relying heavily on
the results of feature importance derived from applying the XGBoost model is a strategic
approach to evaluate the significance of our ESG score on market return.

This process helps us understand the impact of ESG considerations on investment
outcomes and guides decision-making in constructing portfolios or making investment
choices.
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6.8 Data Normalization

Data normalization is a preprocessing technique used to rescale data to a standard range or
distribution, which is typically done to ensure that the data features have similar scales or
distributions. The goal is to bring all features to a common scale without distorting
differences in the ranges of values. Normalization helps improve the performance and
stability of machine learning models by preventing features with large scales from
dominating those with smaller scales. There are two common methods for data
normalization:

Normalization is typically more appropriate when the distribution of the data does not follow
a Gaussian (normal) distribution. It scales the data based on the range of values, bringing all
features to a similar scale within a specific range, such as [0, 1] or [-1, 1].

Standardization, on the other hand, assumes that your data follows a Gaussian distribution.
It transforms the data to have a mean of 0 and a standard deviation of 1, resulting in a
distribution that is centered around 0 with unit variance. This technique is beneficial for
algorithms that assume normally distributed data, such as linear regression, logistic
regression, and support vector machines (SVM).

6.9 Missing data imputation

Mean imputation is suitable when your data is normally distributed or approximately
normally distributed. Filling missing values with the mean preserves the overall mean of the
dataset but can slightly impact the variance, especially if the data has outliers.
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Median Imputation is more robust against outliers compared to mean imputation. It is
suitable when your data contains outliers or is skewed, making the mean less representative
of the central tendency. Filling missing values with the median preserves the median of the
dataset and is less sensitive to extreme values or outliers. If your data is skewed or has a
non-normal distribution, median imputation may be more appropriate to maintain the data's
inherent distribution.

7 DATA PREPARATION, FEATURE IMPORTANCE AND MODELS
CREATION

7.1 Methods

In this section, we initiate our analysis by cleaning and preparing the data. Next, we explore
various methods of feature selection to understand the impact of the ESG score on our
target variable, which is market return. Subsequently, we apply six distinct machine learning
algorithms to model this relationship, drawing insights from [9, 35]. Among these algorithms,
three are based on linear regression techniques (including Ridge and Lasso), while the
remaining three encompass XGBoost, Random Forest (RF), and Support Vector Regression
(SVR). By employing these diverse models, we aim to capture data patterns from different
angles, enabling us to identify the most effective model based on the lowest RMSE observed
on the validation set. Below are the detailed steps involved in this process:

7.2 Software and libraries

The analysis of this thesis was performed in Python 3.9.7. The Numpy and Pandas libraries
were chosen for basic mathematical functions and data structuring. For machine learning,
pre-made predictors from Scikit-learn were utilized for all ML algorithms.

7.3 Data Preparation

As long as data cleaning and normalization play pivotal roles in the preparation of data for
machine learning tasks. Several important steps were undertaken before initiating any
analysis:

7.3.1 Data cleaning and handling missing values

We check for missing values in the financial ratios data for each company and impute
missing values using techniques such as median imputation to keep the original distribution
and to eliminate a lot of zero values after performing a standardization.
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7.3.2 Normalization

Then we normalize the values of financial ratios to a standard scale. After filling in missing
values with the median, applying standardization (Z-score normalization) is a suitable
choice. It centers the data around 0 and scales it to have a standard deviation of 1, which
aligns well with the assumptions of many machine learning algorithms, particularly those that
assume normally distributed data. we use standardization (scaling data to have a mean of 0
and standard deviation of 1). Scaling ensures that different features contribute equally to the
model training process.

Note that we apply data cleaning and normalization techniques separately for each
company. This ensures that data preprocessing steps are tailored to each company's
financial data characteristics. Group financial ratios data by company symbol and apply
cleaning and normalization techniques within each group.

After those steps we ensure that the data is in a suitable format for training machine learning
models. This process helps improve model accuracy and generalization on unseen data.

7.4 Feature Importance

While the primary aim of conducting feature importance analysis is to evaluate the
significance of all variables on a target variable and select appropriate variables for our
model, the core objective is to determine the presence and strength of the influence that our
ESG score has on market return.

7.4.1 Correlation matrix

To initiate the feature importance process, we began by analyzing a correlation matrix to
assess the relationships between variables and their impact on our target variable, Log
return. Our analysis revealed strong correlations among several features. Consequently, the
decision was made to eliminate redundant features to prevent multicollinearity issues.
Multicollinearity occurs when two or more features in a dataset are highly correlated, leading
to unstable and inaccurate model predictions. By removing redundant features, we can
enhance the model's interpretability, stability, and predictive performance.

As a solution, we eliminated, combined, and even derived new variables through summation
and multiplication to address multicollinearity.

The correlation matrix indicates that the variables Price-to-Earnings ratio (P/E ratio) and
Price-to-Book ratio (P/B ratio) exhibit the strongest correlation with our target variable. The
ESG score shows a moderate level of correlation strength in comparison.

7.4.2 Test p-value and Holm's significance test

Features with low p-values (close to zero), such as a constant, Price-to-Book ratio (P/B
ratio), and Earnings Per Share - Return on Equity Interaction variable suggest that these
features are statistically significant in relation to your target variable (market return or Log
return).
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Features with intermediate p-values (between 0 and 0.5), like a Price-to-Earnings ratio (P/E
ratio), FCF Margin, ESG score, and Debt-to-Equity - Debt-to-Asset Interaction variable
indicate a bit weaker evidence against the null hypothesis. These features may not have a
strong statistical impact on a target variable.

Note: a significant constant suggests that there is a meaningful baseline effect on the target
variable even when all other predictors are absent or have zero effect.

Debt-to-Equity - Debt-to-Asset Interaction is a derived variable obtained by multiplying the
values of the Debt-to-Equity (D/E) ratio and the Debt-to-Asset (D/A) ratio. And Earnings Per
Share - Return on Equity Interaction by multiplying the values of the EPS and the ROE.

7.4.3 Lasso test

Based on the Lasso test results, it is observed that only the coefficient for the
Sales-Per-Share has been reduced to zero. This suggests that this variable doesn’t
significantly contribute to the model's predictive capability for the target variable. Therefore,
we can conclude that this variable may be excluded from further analysis or model building
processes due to their lack of impact on the target variable. ESG score has not appeared.

7.4.4 Decision Tree, Random Forest and XGBoost

In this section we compare the feature importance results from the Decision Tree Regressor,
Random Forest Regressor (RF), and XGBoost Regressor:

Feature Importance (RF) Importance (DT) Importance
(XGBoost)

Price-to-Book ratio 0.46 0.38 0.39

ESG score 0.11 0.20 0.21

Price-to-Earnings 0.10 0.21 0.17

D/E-D/A interaction 0.08 0.04 0.07

Book value 0.11 0.13 0.06

Return-on-total-Capital 0.03 0.003 0.03

Price-to-Sales 0.01 0.01 0.03

Price to Free Cash Flow 0.07 0.03 0.03

All three models prioritize Price-to-Book ratio, Price-to-Earnings ratio, ESG score, and Book
Value as important features for predicting market return. Debt-to-Equity - Debt-to-Asset
Interaction also consistently appears among the top features across all models.
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The consistent agreement among various tree-based models regarding essential features
highlights the reliability of these financial metrics in forecasting market returns. Notably, the
ESG score emerged as a highly significant feature, ranking second in importance for
predicting market trends. In summary, the collective analysis underscores the significance of
the ESG score in anticipating market returns.

7.5 Models creation and making predictions

Firstly, we have divided our dataset into training, validation, and test sets. The training and
validation sets cover the years 2015 to 2019, while the test set includes data from 2020. We
established a time series cross-validation (CV) framework with specified parameters like the
number of splits and training years to ensure robust evaluation across all time periods.

We defined a set of regression models along with their hyperparameters for tuning using
GridSearchCV. Employing TimeSeriesSplit for cross-validation, we segmented the data into
year groups. Each model underwent training using cross-validation on various combinations
of training years, optimizing hyperparameters based on negative root mean squared error
(RMSE).

The regression models used for training and validation are as follows:

● Linear Regression
● Random Forest Regressor
● Support Vector Regression (SVR)
● XGBoost Regressor
● Ridge Regression
● Lasso Regression

These models were fine-tuned with specific parameter grids to enhance their predictive
performance. Through this structured approach, we aim to identify the most suitable model
for predicting market returns effectively.

Those hyperparameters were considered for each model:

model params
LinearRegression {}
RandomForestRegressor {'n_estimators': [50, 100, 200], 'max_depth': [None, 10, 20]}
SVR {'kernel': ['linear', 'rbf'], 'C': [0.1, 1, 10]}

XGBRegressor
{'n_estimators': [50, 100, 150], 'max_depth': [3, 5, 7], 'learning_rate':
[0.1, 0.01]}

Ridge {'alpha': [0.1, 1, 10, 50]}
Lasso {'alpha': [0.1, 1, 10, 50]}

We identified the best-performing model by evaluating the average Root Mean Squared
Error (RMSE) across all folds and combinations of training years.
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Following this, we created two distinct datasets: one with the ESG score feature included
and another without it. Both datasets underwent separate training processes, maintaining
the methodology described earlier.

The optimal model was trained using data from 2015 to 2019 and its performance was
assessed on the 2020 test dataset to compute the RMSE.

Ultimately, we identified the best models for each dataset using performance metrics from
the validation sets. These best models were then used to predict outcomes on the respective
test datasets for comparison. The comparison aimed to evaluate the impact of including or
excluding the ESG score feature on model predictions, providing valuable insights into the
predictive power of ESG scores within our models.

Final Model Training and Testing:

After rigorous evaluation, the model with the lowest RMSE on the validation set for dataset
included ESG score was determined to be the Support Vector Regressor (SVR):

● Best Model: SVR
● Best Model Parameters: {'C': 0.1, 'kernel': 'linear'}
● Average RMSE of Best Model is 0.1895
● Final RMSE on Test Set (year 2020) is 0.2673

The model with the lowest RMSE on the validation set for dataset excluded ESG score was
determined to be the Ridge:

● Best Model: Ridge
● Best Model Parameters: {'alpha': 10}
● Average RMSE of Best Model is 0.1857
● Final RMSE on Test Set (year 2020) is 0.2113

Final Prediction:

The SVR and Ridge models were employed to predict log returns on the 2020 features, and
symbols were ranked accordingly based on these predicted log returns for each dataset.

This structured approach ensured that our model selection was rigorous and that the final
predictions were based on the most accurate model identified during the validation process.

8 PORTFOLIOS CREATION AND RESULT

After completing the final predictions and organizing companies by their predicted
log_returns, we determined the top symbols exhibiting the highest positive predicted returns
under two distinct scenarios: one incorporating ESG scores and the other without ESG
scores.
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Following this, we arranged the companies based on their Log_return and selected only the
top-performing companies to establish two portfolios: one (portfolio1) constructed using a
model that incorporates ESG score information, and another (portfolio2) relying solely on
financial data without ESG scores. The number of top companies selected was based on
positive ESG scores; specifically, we included the first N companies with positive ESG
scores. The process ceased once a negative ESG score was encountered. The same
number of companies were selected for portfolio2.

Next, we obtained historical prices for these portfolios and the benchmark S&P 500 index
(^GSPC) using Yahoo Finance (yfinance) for the period from 01.01.2021 to 01.01.2024 to
analyze their real-world performance.

Daily returns were calculated for both portfolios and the benchmark, which were then used to
derive cumulative monthly returns for each portfolio and the benchmark.

Figure 1 illustrates the cumulative monthly returns of the portfolios against each other and
the benchmark S&P 500, providing a visual comparison of their performance over time.

In Figure 1, we can observe that the cumulative return of the portfolio constructed using ESG
knowledge tends to be slightly higher than that created without ESG scores in the model
over the long run. An intriguing discovery is that during the initial two years, both portfolios
significantly outperformed the benchmark S&P 500. However, in the last year, the cumulative
return for the portfolio 2 without ESG score considered dropped below that of the S&P 500.

25



9 CONCLUSION

Efforts and policies aimed at ESG objectives may not be captured by conventional financial
metrics, yet they significantly influence a company's business growth and stock
performance. Leveraging ESG components effectively can yield substantial benefits in
investments. ESG data serves as a reliable reflection of sustainable business practices and
provides a meaningful gauge of a company's ESG premium.

In this study, we leverage ESG data to create alpha signals using practical machine learning
techniques. Our ESG alpha strategy outperforms benchmark indexes and baseline portfolios
constructed solely on traditional financial indicators in terms of cumulative returns over a
long-term investment horizon (3 years). These findings underscore the potential of Sanctify's
ESG data to expand traditional investment strategies and enhance profitability by deriving
ESG alpha insights from the data.

Moving forward, we aim to enrich the data feature space and extend the training periods,
possibly on a monthly or quarterly basis. Additionally, exploring sectors beyond banking and
financial institutions could provide comprehensive insights. With more extensive data,
implementing Deep Recurrent networks can lead to improved predictions and overall
performance enhancements.

Furthermore, our analysis extends beyond conventional methods by initially filtering
companies with a beta coefficient equal to 1 from the CAPM model. This approach allows us
to draw a crucial conclusion: our portfolio's outperformance against the benchmark S&P 500
is not solely attributable to companies with beta coefficients exceeding 1. Instead, it
underscores a distinct factor—our meticulous consideration and integration of ESG scores. It
is this incorporation of ESG data that has contributed to our portfolio's alpha, representing an
excess return derived from ESG-related insights.
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