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Abstract

Against the backdrop of increasing global emphasis on environmental, social, and
corporate governance (ESG), improving the efficiency of ESG data analysis and the
sustainability of its sharing has become particularly important. This study proposes a
comprehensive research framework, first demonstrating the advantages of deep models
for ESG data analysis, and then discussing the combination of ESG data sharing and
blockchain technology, aiming to achieve sustainable development of ESG data sharing.
Firstly, we collected and processed ESG data from multiple companies, including annual
reports, third-party ratings, and survey data, and standardized and extracted features. In
terms of ESG data processing, K-nearest neighbor (KNN) models are used as
benchmarks, while multi-layer perceptrons (MLP) and long short-term memory networks
(LSTM) are adopted due to their excellent ability to handle complex ESG data. Due to
the excellent performance of LSTM in time series analysis, MLP can effectively extract
nonlinear features, thus outperforming KNN in ESG score prediction. Next, we are
considering using blockchain technology to design a decentralized ESG data sharing
platform to ensure data transparency, security, and privacy.
This study is based on a comprehensive framework that combines deep learning models
with data sharing platforms. Through deep modeling, dynamic data updates, and
feedback mechanisms, continuously optimize model and platform design to ensure that
data sharing has practical significance for improving corporate ESG. The results of
model analysis can provide specific improvement suggestions for enterprises, forming a
virtuous cycle and promoting continuous improvement of ESG performance.

Key words: ESG Data Analysis, Deep Learning Models, KNN Model, MLP, LSTM,
Blockchain Technology, Data Sharing Platform, Sustainable Development, ESG Score
Prediction
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Chapter 1

Introduction
1.1 Implications and Background of the Study
1.1.1 Background

Against the backdrop of increasing global attention to environmental, social, and
corporate governance (ESG), how to improve the efficiency of ESG data analysis and
the sustainability of data sharing has become a key issue[1][2]. However, the existing ESG
data sources are scattered and have inconsistent standards, which poses significant
challenges for analysis and sharing[3]. Traditional data analysis methods are unable to fully
explore the deep level information in ESG data, which limits the decision-making ability
of investors and companies in the field of sustainable development[4].

Deep learning techniques, especially Long Short Term Memory (LSTM) and Multi Layer
Perceptron (MLP) models, have the potential to overcome the limitations of traditional
methods due to their advantages in processing complex and multidimensional data[5]. By
combining blockchain technology, this study aims to build a decentralized ESG data
sharing platform that ensures data transparency and security, thereby achieving
sustainable development of ESG data sharing. Through this continuous comprehensive
research framework, we expect to provide more reliable support and decision-making
basis for the sustainable development of ESG data for enterprises and society[6].

1.1.2 Research Implications

The meaning of this study being done is to find how deep learning models and
blockchain technology can be applied in ESG data analysis and sharing. The goal is more
efficient mechanisms for ESG data processing and sharing that are sustainable. LSTM
models, known for their good performance in time series forecasting by capturing
long-term dependencies and trends in ESG data, are useful. MLP models are also helpful
but in extracting nonlinear features from multidimensional data. When comparing with
traditional machine learning models, KNN for instance, this study tries to show how
LSTM and MLP bring benefits of higher prediction accuracy and toughness.

A transparent and secure ESG data sharing platform should be built. ESG data,
consisting of sensitive information from corporations, must be secure to prevent data
breaches, which can cause false analysis results, financial risks, and loss of trust from
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stakeholders[7]. Ensuring the safety and integrity of this data is important for it to be
dependable and for supporting decision-making that is well-informed[8]. Blockchain
technology is looked into for meeting these security needs as it offers a decentralized and
unchangeable solution[9]. By creating a data sharing platform that uses blockchain
technology along with secure encryption methods and strong access control systems, the
privacy and security of ESG data can be protected during the entire sharing process[10].

The sharing of ESG data is necessary for fostering transparency and accountability
among businesses, investors, and other stakeholders. Making ESG data accessible allows
businesses to show their dedication to sustainable practices, helping stakeholders to make
better decisions and comparisons.

1.2 Objectives

The main goal of this study is to build an efficient, transparent and sustainable ESG data
analysis and sharing framework through the detailed design and implementation of deep
learning models and the application of blockchain technology in data sharing platforms.
Specific objectives include the following:
1. Develop an efficient ESG data analysis model:
 Select and train deep learning models (such as LSTM and MLP) suitable for ESG

data analysis, and compare them with traditional machine learning models (such as
KNN).

 Verify the advantages of deep learning models in ESG data prediction and feature
extraction, and improve the accuracy and robustness of ESG score prediction.

2. Discuss the design of a decentralized data sharing platform:
 Discuss the decentralization, immutability and transparency characteristics of

blockchain technology, and design the architecture of an ESG data sharing platform.
 Ensure the security and privacy of information during data sharing.
3. Design dynamic data update and feedback mechanism:
 Design of dynamic data update mechanism, regular collection and update of the

company's ESG data, to ensure the timeliness and accuracy of data.
 Through the analysis of the results of the deep learning model, we provide

improvement suggestions to the enterprise, and optimize the ESG strategy and
practice of the enterprise based on the feedback, forming a virtuous circle of
continuous improvement.

4. Optimize the design and management of data sharing platforms:
 Using the analysis results of deep learning models, we will discuss the design and

management of an optimized data sharing platform to ensure that the platform can
effectively support ESG improvements for enterprises and society.

 Through model-driven data analysis, it provides scientific basis and technical support
for the continuous improvement of the platform (only for design level discussion,
not specific implementation).

5. Promote the sustainable development of business and society:
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 Through the detailed design and implementation of deep learning models, we can
improve the ESG performance of enterprises and promote the sustainable
development of society.

 The results of the study will serve as a reference for policymakers, investors, and
corporate managers, and promote the progress of research and practice in the field
of ESG.
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Chapter 2

Literature Review
2.1 The necessity and security of ESG data
sharing

The sharing of ESG data plays an important role in enhancing corporate transparency,
supporting investment decisions, promoting industry standardization, and driving social
development. Gonzalez and Schmidt (2021) point out that by publicly disclosing ESG
information, companies can strengthen their social responsibility and provide a more
comprehensive perspective for stakeholders[11]. However, Ma's (2023) research suggests
that existing ESG data has a significant impact on investors' sustainable investment
decisions, particularly when evaluating a company's sustainability capabilities[12]. Li and Li
(2023) emphasized the importance of standardizing ESG data, pointing out that through
data sharing, companies can compare on the same basis, thereby promoting industry
transparency and fairness[13].

These studies emphasize the necessity of ESG data sharing, but in reality, the main
challenges faced by ESG data sharing lie in data security and privacy protection. Taylor
and Ling (2023) pointed out that ESG data may contain sensitive information, and if not
properly protected, these data breaches may have a negative impact on a company's
market position and reputation[14]. Sfetcu (2022) studied the role of blockchain
technology in ensuring data integrity and immutability, and proposed using encryption
technology to ensure the reliability of ESG data during the sharing process[15]. Current
research mainly focuses on the theoretical exploration of blockchain technology for data
security[16], lacking specific application cases and empirical analysis. Therefore, this study
combines deep learning models and blockchain technology to discuss more efficient
privacy protection and data security in ESG data sharing.

2.2 The Application of Deep Learning Models in
ESG Data Analysis

In recent years, deep learning models have shown great ability in processing complex
datasets, especially those involving multidimensional data or time series data. Lee et al.
(2022) proposed a method that combines machine learning with deep learning to analyze
ESG data and demonstrated its effectiveness in predicting corporate ESG ratings[17].
Gamlath et al. (2023) further developed an automated system that utilizes financial and
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textual data to generate ESG ratings, demonstrating the potential of integrating
multi-source data into ESG ratings[18].

These studies demonstrate the potential of deep learning in ESG data analysis, but most
research is still limited to theoretical model validation and lacks large-scale, cross industry
data analysis. This study will further expand upon this by utilizing LSTM and MLP
models to analyze ESG data from multiple industries. In addition, we will further
optimize model performance through hyperparameter tuning and model integration
techniques to address the complexity of ESG data in practical applications.

On ESG data management, Munappy and colleagues in 2019 pointed out how important
it is to have data consistency, accuracy, and completeness. Their insights are giving
guidance for data preprocessing in this paper, ensuring data has quality and consistency
before it gets trained with deep learning models, and this step aims to improve prediction
reliability[19]. Also, Sokolov and others in 2021 showed methods to boost ESG scoring
systems' relevance and accuracy using models like BERT in deep learning. Even though
BERT wasn't used here, Sokolov et al.'s findings still provide significant background
support, pointing towards exploring various deep learning models' applicability in ESG
data study[20].Chen and Liu in 2020, together with Franco et al. also in 2020, they
examined analyzing ESG data through machine learning and deep learning methods.
They explored how effective these methods are in practical scenarios[5][6]. Their studies
validate deep learning models' effectiveness for ESG data, giving important background
support to further delve into different models' applications in ESG data analysis.

2.3 The Application of Blockchain Technology
in ESG Data Sharing

Due to its decentralization, transparency, and immutability, blockchain technology has
become an innovative hotspot in the field of ESG data sharing in recent years. White and
Heckman (2023) discussed how blockchain can enhance trust in ESG data sharing
systems and ensure data integrity and verifiability by establishing decentralized ledgers[9].
These studies mostly focus on the technological advantages of blockchain and lack
in-depth exploration of its application scenarios in actual ESG data sharing.

Priya et al. (2021) proposed the use of public-private key systems in blockchain to ensure
the security and anonymity of data transmission in terms of data security[16]. Existing
research is mostly theoretical and has not fully explored how to implement these security
mechanisms in practical applications. On the basis of existing research, this study designs
a decentralized ESG data sharing platform that combines blockchain technology,
explores data privacy and security issues in practical applications, and achieves
automation and compliance management of data sharing through smart contracts.
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Taylor and Ling (2023) dived into computational ways for ensuring ESG data security
when deep learning applied[8]. Their findings lay theoretical groundwork for security
considerations in deep learning models' setup in this paper. Furthermore, Sfetcu (2022)
looked into blockchain’s role in maintaining data sameness and immutability by way of
encryption, crucial for sharing and checking ESG data[17]. Those studies underpin this
paper’s combination of blockchain tech with deep learning models aiming at securing
data.

Mafakheri et al. (2018) inquired how blockchain could ease direct data exchanges among
institutions, getting rid of the need for third-party agents[20]. Such strategy delivers a
decentralized architecture to the data sharing scheme in this paper, affirming data
sameness and openness. Anderson and Zion (2022) examined the use of secure
multi-party computing for ESG data scrutiny, stressing on the need for data privacy
safeguards[13]. Similarly, this paper adapts a privacy guard mechanism in its data sharing
setup ensuring participants’ data remains safe.

2.4 The combined application of deep learning
and blockchain technology

Combining models of deep learning with the technology of blockchain has the potential
to be of significant benefit to the efficiency and security of data analysis concerning ESG,
and sharing that data. Emphasized by Hiroshi Hirobumi (2022), the potential which
exists for the integration was noted, involving blockchain technology within deep
learning models, for improvements in data processing and for prediction accuracy[12]. The
research which was conducted by these individuals is providing theoretical support for
the combination of the two technologies, which is discussed in this article at the technical
level.

In a practical setting, the research by Martin Reza (2022) showcased the benefit of
combining blockchain technology with deep learning models, a conclusion was
demonstrated where it enhances significantly the functionality, application breadth also
of the models[10]. Besides this, studied was the application in sustainable manufacturing
by Sahu Et al. (2021) where deep learning showed potential in managing complex types
of data as well as optimizing operational processes[11].
This study will explore the deep integration of deep learning models and blockchain
technology, and design a comprehensive framework that can utilize the powerful
analytical capabilities of LSTM and MLP models while ensuring data security and
transparency through blockchain technology. Through this technology combination, this
study aims to provide an efficient, transparent, and sustainable solution for ESG data
sharing, and hypothesize application scenarios to explore feasibility in practical scenarios.
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Chapter 3

Research Methods
3.1 Data Collection and Processing

In this study, LSTM and MLP models were selected as the deep learning models to
analyze and predict the ESG ratings of enterprises. The selection of these models is
based on their theoretical advantages in processing specific types of data (refer to
Appendix 2 for detailed content)

3.1.1 Data Source

The data which was used for this study derives from Kaggle platform, it is named "Public
Company ESG Ratings Dataset" and got provided by Alistair Kings[1]. Collected data
encompasses ESG scores, it’s environmental, social, corporate governance scores from
many listed companies globally. All are on New York Stock Exchange (NYSE). Various
time periods it covers and company info spans multiple industries and geographies
broadly.

Details in dataset include company name, scores of ESG and its sub-scores, industry
classifications, places where companies operate, etc. Link to dataset is
"https://www.kaggle.com/datasets/alistairking/public-company-esg-ratings-dataset?reso
urce=download".

3.1.2 Dataset Description

For effective analysis and to ensure the decision-making process remains
uncompromised, maintaining the security of ESG data is crucial. The dataset includes
sensitive information such as company identifiers (e.g., ticker symbols, names, and CIK
numbers), industry classifications, and ESG performance scores across environmental,
social, and governance dimensions.

These scores indicate a company's performance in sustainable development. Any
tampering or damage to this data could lead to inaccurate analyses[30], which would
compromise the accuracy of company assessments. Furthermore, the misuse of this
information by malicious actors or competitors, particularly in revealing flaws in

https://www.kaggle.com/datasets/alistairking/public-company-esg-ratings-dataset?resource=download
https://www.kaggle.com/datasets/alistairking/public-company-esg-ratings-dataset?resource=download
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governance or environmental management, poses significant risks[31]. To protect the
interests of enterprises, prevent the misuse of information, and ensure its effective use in
evaluation and investment decisions, strict security measures for data sharing are
imperative. These measures will be discussed in detail in the following chapters.

The dataset includes the following key characteristics:
 Basic company information: stock code, company name, currency, exchange,

industry, logo URL, website URL
 Environmental score and rating: environment_store environment_grade 、

environment_level
 Social score and rating: social-score social_grade、social_level
 Governance score and rating: governance score, governance level, governance level
 Overall ESG score and rating: total score total_grade、total_level
 Final processing date for ESG data
 CIK identifier
Environment, society, governance, and overall score are all numerical values, while the
corresponding levels are letter ratings (such as AAA, BB, etc.), and levels are classified
(such as high, medium, low).Please refer to Appendix 1 for complete data features.

Ticker dis gm gww mhk lyv lvs

Name
Walt Disney

Co

General

Motors Co

WW

Grainger Inc

Mohawk

Industries

Inc

Live Nation

Entertainmen

t Inc

Las Vegas

Sands Corp

environment_gr

ade

A A B A BBB A

environment_lev

el

high high medium high high high

social_grade BB BB BB B BB BB

social_level medium medium medium medium medium medium

governance_gra

de

BB B B BB B BB

governance_leve

l

medium medium medium medium medium medium

environment_sc

ore

510 510 255 570 492 547

social_score 316 303 385 298 310 318

governance_scor

e

321 255 240 303 250 313

total_score 1147 1068 880 1171 1052 1178

last_processing_

date
19-04-2022 17-04-2022 19-04-2022 18-04-2022 18-04-2022 18-04-2022

total_grade BBB BBB BB BBB BBB BBB

total_level high high medium high high high

cik 1744489 1467858 277135 851968 1335258 1300514
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Table3.1 Dataset feature table
*(Note: Please refer to the appendix 1 for the complete table)

In this study, we selected the above variables and features for model training and
prediction, mainly based on the following considerations:

The criticality of ESG scoring:
ESG ratings (including environmental, social, and governance ratings) are important
indicators of a company's sustainable development capabilities, and therefore they
directly affect the prediction of overall ESG scores. Correlation analysis shows a
significant positive correlation between environmental, social, and governance scores and
overall ESG scores.

Introduction of differential mean feature:
In order to better capture the trend of changes in the company's ESG ratings, we
introduced differential mean features (such as diff_cean_denvironment_stcore), which
help the model understand the dynamic changes in ratings over time and improve the
accuracy of predictions.

The value of qualitative variables:
Qualitative variables such as ESG rating and level provide insights beyond quantitative
data for the model, which can help evaluate a company's ESG performance more
comprehensively and improve the accuracy of predictions.
 Target variable
In this study, the target variable is the overall ESG score (total score) of the company.
This variable represents the comprehensive performance of the company in the three
dimensions of environment, society, and governance, and is the core indicator that we
ultimately need to predict and analyze. By predicting the total score, we can evaluate a
company's sustainability capability and provide improvement recommendations.
 Interesting variables
Variables related to environmental rating:
Environment Score
Environment grade
Environment Level
These variables directly reflect the company's performance in environmental protection,
and research has shown a strong correlation between them and the overall score,
especially the environmental score (environmentally score) which has a significant impact
on predicting the overall score.
 Social rating related variables:
Social_Score
Social_grade
Societal level
These variables reveal the company's performance in social responsibility and make a
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significant contribution to the overall ESG rating.
 Variables related to governance rating:
Governance_Score (governance score)
Governance_grade (governance level)
Governance Level
These variables reflect the company's performance in terms of governance structure and
transparency. Good governance often means higher ESG scores, so these variables are
also key predictors.

Reason for modeling:
LSTM model: This model is particularly suitable for capturing long-term dependencies
and trends in time series data. Given that ESG performance may vary significantly over
time, using LSTM can help predict future ESG ratings more accurately based on
historical data.
MLP model: This model is used to handle nonlinear relationships and interactions
between multiple features. Due to the complex interrelationships between ESG factors,
MLP is suitable for capturing these interactions and providing robust predictions.
KNN model: Although used as a benchmark model, KNN provides a simple comparison
for evaluating the performance of more complex models.

3.1.3 Data Cleansing and Standardization

After data collection, we carry out detailed data cleaning and normalization . The specific
steps are as follows:
1. Handle missing values:
We have identified a total of 12 missing values.For the logarithmic
column(environment_score, social_score, governance_score, total_score), the median is
used to fill in the missing values.
2. Calculate the differential mean:
The main purpose of adding differential means is to better capture the trend of changes
in a company's ESG rating. By calculating the differential mean of data, the rate of
change and volatility of ratings can be more accurately reflected,
Calculate the differential mean for the numeric column and add it to the dataset.

Diff_Mean        
2

11 


ixixixi
(3.1)

where  ix is the i data point,  1ix is the previous data point, and  1ix is the

next data point.
In this way, local changes and trends in the data can be better captured. In the code[32],
we define an differential_mean function to calculate the differential mean and apply it to
numeric columns such as Environmental Score, Social Score, Governance Score, and
Total Score.
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3.1.4 Feature Extraction

After data cleansing and normalization, in order to further analyze and build the model,
we performed feature extraction on the data and analyzed the correlation between
features using a heat map. Here's a detailed description of the feature extraction section:
1. Feature selection and extraction
In feature selection and extraction, we focused on environmental scores, social scores,
governance scores, and their associated ratings and levels. In addition, we introduce
differential mean features (e.g., diff_mean_environment_score, diff_mean_social_score,
diff_mean_governance_score) to capture local changes and trends in the data.
We selected the following characteristics for analysis:
 Environment-related features: environment_score, environment_grade,

environment_level
 Socially relevant characteristics: social_score, social_grade, social_level
 Governance-related characteristics: governance_score, governance_grade,

governance_level
 Comprehensive scoring characteristics: total_score, total_grade, total_level
 Differential mean features: diff_mean_environment_score, diff_mean_social_score,

diff_mean_governance_score, diff_mean_total_score

2. Heatmap correlation analysis
To understand the correlation between these features, we plotted a heat map for
correlation analysis[33]. The heat map indicates the degree of correlation between features
by the shade of color, where red indicates a positive correlation, blue indicates a negative
correlation, and darker the color, the stronger the correlation.
The following Graph A illustrates the correlation heat map between features:
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Graph3.1 This heatmap illustrates the correlation between standardized ESG
(Environmental, Social, and Governance) data.

From the heat map, we can observe the following:

(1) Correlation of the overall score with the environmental, social and governance score:
total_score had a high positive correlation with environment_score, social_score, and
governance_score, which were 0.96, 0.84, and 0.74, respectively. This suggests that the
overall score is heavily influenced by the environmental, social, and governance score.
(2) Correlation of environmental scores with their ratings and levels:
The correlation between environment_score and environment_grade and
environment_level was -0.63 and -0.94, respectively. This suggests that there is a strong
negative correlation between environmental scores and their grades and levels.
Correlation of social scores with their grades and levels:
The correlation between social_score and social_grade and social_level was 0.84 and 0.23,
respectively. Social scores have a strong positive correlation with their grades, but a weak
correlation with levels.
Correlation of governance scores to their rating and level:
The correlation between governance_score and governance_grade and governance_level
was 0.89 and 0.03, respectively. Governance scores have a strong positive correlation
with their rating, while a weak correlation with their level.
Through these correlation analyses, we can better understand the relationship between
different features and provide guidance for subsequent model training. Considering the
relevance and practical significance of these features, we selected the features that have a
significant impact on the total score for model training and
prediction.'environment_score',
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'environment_grade','environment_level','social_score','social_grade',
'social_level','governance_score', 'governance_grade', 'governance_level'

3.2 Deep Learning Model Design and
Implementation
3.2.1 Multilayer Perceptron (MLP) Model Design

1.Introduction to MLP Model
The Multi-Layer Perceptron (MLP) is a feed forward neural network suitable for a variety
of regression and classification. Has at least three layers (input, hidden, and output)[34].
 Input Layer:

Enter a feature vector X=  nxxx ,...,, 21

 Hidden Layer:
The output of each hidden layer is transformed nonlinearly by activating the function
ReLU:

)(Re )()1()()( llll bHWLUH  

(3.2)

where XH )0( , )(lW and
)(lb are the weight matrix and bias vector of layer l ,

respectively.
 Output Layer:
The output layer directly performs a linear transformation to output the predicted value:

)()1()(ˆ LLL bHWy  

(3.3)

2.Construction of MLP Models
1) Data Preprocessing
First, the dataset is divided into a training set (80%) and a test set (20%),The normalized
data is used for training and testing of MLP models.
2) The Architecture of The MLP Model
 First Dense Layer:
Units=64: Using 64 neurons. This is the best configuration found in hyperparameter
tuning(Theoretical support for hyperparameter tuning can be found in Appendix 3),
indicating that the model performs best under this configuration.
Activation='tanh ': Use tanh as the activation function. This activation function helps to
handle non-linear relationships and maintain good gradients during the training process.
 Second Dense Layer:
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Units=32: Use 32 neurons. This smaller number of neurons is used to extract deeper
level features of the input.
Activation='tanh ': Continue using tanh as the activation function to maintain model
consistency.
 Output layer:
A single neuron is used for the output of regression tasks.
 Model compilation:
Using the Adam optimizer for optimization, the loss function is mean squared error,
which is a common choice for regression tasks.
Training configuration:
The optimal configuration of epochs=100 and batch size=16 is determined through
hyperparameter search, which determines the convergence speed and batch size of the
training.This model uses RandomizedSearchCV for hyperparameter tuning
3) Model Evaluation
The performance of the model on the test set was evaluated by calculating the MAE and
MSE.

3.2.2 Long Short-Term Memory Network (LSTM)

Model Design

1.Time Series Analysis
Before establishing the LSTM model, I first conducted time series analysis, which is a
powerful tool for understanding and predicting patterns and trends in data over time. By
analyzing the long-term trends, seasonal variations, and cyclical fluctuations of data, it
can help identify the temporal relationships between variables and determine whether
models like LSTM are suitable for processing data. The LSTM model excels at capturing
long-term dependencies in time series, so if time series analysis shows clear trends,
seasonal or periodic variations, and lag effects in the data, then the LSTM model may be
a suitable choice for processing these data[35].
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Graph 3.2 From this Graph B, we can see that the overall score showed significant
fluctuations throughout the entire time period, and sometimes significant peaks and
valleys appeared. For environmental score, social score, and governance score,These

three scores have relatively stable changes over time, but there may also be some obvious
peaks. These changes may correspond to events at specific time points or strategic
adjustments of the company. The fluctuation of the overall rating is very obvious,
especially at certain time points where there are drastic fluctuations. In contrast, the
volatility of environmental ratings, social ratings, and governance ratings is relatively

small, but there are still some prominent points of change.

Based on the above analysis, the LSTM model is suitable for analyzing and predicting
this time series data.

2.Introduction to LSTM Model
Long Short-Term Memory (LSTM) is a specific type of recurrent neural network (RNN)
that is particularly well-suited for processing and predicting time-series-based data.
Compared with traditional RNNs, LSTMs are better able to capture and retain long-term
dependency information through their unique gating structure[35].
 Input Gate:

Calculation formula：

  ),( 1 ittit bxhWi  
(3.4)

The input gate determines how much of the information at the current time step needs
to be retained in the memory cell.
 Forget Gate:

Calculation formula：
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  fttft bxhWf   ,1
(3.5)

The Oblivion Gate controls how much of the memory of the previous step in time is
preserved.
 Candidate Memory Cell:

Calculation formula：

  ),tanh(~
1 CttCt bxHWC  

(3.6)

Candidate memory units generate new candidates.
 Memory Cell Update:

Calculation formula：

ttttt CiCfC ~
1  

(3.7)

The memory cell state is updated by a combination of a forgotten gate and an input gate.
 Output Gate:

Calculation formula：

  ottot bxhWo   ,1
(3.8)

The output gate determines which part of the memory cell state will be the output.
 Hidden State Update:

Calculation formula：

)tanh( ttt Coh 
(3.9)

The hidden state is an output based on the state of the current memory cell.
3.Construction of LSTM Model
1) Data preprocessing
Firstly, the dataset is divided into a training set and a test set, in which the training set
accounts for 80% and the test set accounts for 20%. Then use StandardScaler to
normalize the numeric columns. The standardized formula is as follows:





XX '

(3.10)
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The LSTM model requires the input data to be in 3D format [samples, timesteps,
features], so after standardization, the data needs to be reshaped to a format suitable for
the LSTM input.
2) The Architecture of The LSTM Model
 Configuration of LSTM layer:
Units=150: Select 150 LSTM units, which is the optimal configuration determined
through hyperparameter tuning, indicating that the model performs well under this
configuration.
 Dropout layer configuration:
The dropout rate of Dropout is set to 0.2, which means that 20% of neurons will be
randomly discarded during each training session to reduce overfitting. This value was also
determined through tuning.
 Dense layer (output layer):
The output layer uses Dense (units=1) to indicate that this is a regression problem that
requires outputting a continuous value, i.e. predicting the target variable”Overall ESG
score (total score)”.
 Model compilation:
Using Adam optimizer and mean_Squared_error as the loss function is a standard choice
in regression problems.
overall ESG score (total score)
Optimal parameter selection
This model used RandomizedSearchCV for hyperparameter tuning.
These parameter combinations exhibit good generalization ability on both the validation
and test sets.
3) Model Training and Evaluation
The model is trained on 100 epochs in the training set, and the batch size is 32. Then, the
test set was used for prediction, and the mean absolute error (MAE) and mean square
error (MSE) were used to evaluate the performance of the model.

3.3 K-nearest neighbor (KNN) Regression
Model

The K-Nearest Neighbors (KNN) algorithm, a non-parametric supervised learning
method, is commonly used in classification and regression tasks[37]. In this study, KNN
was employed as a benchmark model for regression analysis to predict ESG scores.

1. Data segmentation and standardization
Firstly, the dataset is divided into a training set and a test set, with the training set
accounting for 80% of the total data and the test set accounting for 20%[39]. Use
train_test_split functions to segment the dataset. Then, the numerical features are
normalized using StandardScaler to eliminate dimensional differences between different
features, and the normalized formula is:
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



XX '

(3.11)

where 'X is the normalized eigenvalue, X is the original eigenvalue,  is the mean

of the eigen, and  is the standard deviation of the eigen.

2. KNN regression algorithm
The basic formula for KNN regression is:





K

i
iyK

y
1

1ˆ
(3.12)

where ŷ is the predicted value and iy is the known output value of the selected K

neighbors.
In this study, the initial model chose a K value of 100 is to smooth the prediction results
by considering more neighboring data points, thereby reducing the variance of the
model's predictions.

3.4 Model Comparison and Analysis
3.4.1 Model Evaluation Indicators

1.Mean Absolute Error (MAE)
Mean Absolute Error (MAE) is the mean absolute value used to measure the difference
between the predicted and actual values of the model. The smaller the MAE, the closer
the prediction result of the model is to the actual value. It is calculated as follows:





n

i
ii yy

n
MAE

1

ˆ1
(3.13)

where iy is the actual value, iŷ is the predicted value, and n is the sample size.

MAE is highly interpretable because it directly reflects the average size of the prediction
error, regardless of the direction of the error. Therefore, MAE is often used to measure
prediction accuracy in practical applications.

2.Mean Square Error (MSE)
Mean Squared Error (MSE) is another commonly used regression model evaluation
metric that measures the accuracy of a model by calculating the average of the sum of
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squares of the prediction error. The smaller the MSE, the better the prediction result of
the model. It is calculated as follows:





n

i
ii yy

n
MSE

1

2)ˆ(1
(3.14)

MSE differs from MAE in that it focuses more on larger errors, because when the error
is squared, larger differences have a greater impact on the results. As a result, MSE is
very useful when dealing with scenarios that are particularly sensitive to error.

3.4.2 Comparison of Model Results

1. MLP Model
1)Results Display
 Figure C shows the comparison between the predicted and actual values of the MLP

model on the test set. The MLP model is trained on a dataset containing
multidimensional data such as environmental ratings, social ratings, and governance
ratings. In the figure, the horizontal axis represents the actual ESG total score, and
the vertical axis represents the predicted score of the MLP model.

 From the graph, it can be seen that most of the data points are closely distributed
around the red dashed line, indicating that the MLP model has high prediction
accuracy when processing these multidimensional ESG data. Overall, the model still
performs very well in fitting data, demonstrating its outstanding performance in
processing multi-dimensional ESG data.

Graph3.3 A scatter plot that shows the relationship between the actual and predicted
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values from a Multilayer Perceptron (MLP) regression model. The x-axis represents the
actual values, and the y-axis represents the predicted values.

 Evaluation of MLP Model Results:
 MAE: 0.0137
 MSE: 0.0003

2)Determine if there is overfitting
 Learning curve analysis

Graph3.4 The learning curve graph shows the variation of the model's loss on the
training and validation sets over training epochs (epochs). It can be observed that both
the training loss (blue) and validation loss (orange) decrease rapidly in the initial stage,
then tend to stabilize, and their curves almost overlap.Indicating that the model has not

experienced overfitting.

 Prediction Error Distribution
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Graph 3.5 In this figure, the test set errors and validation set errors are compared.
The error distribution chart shows the prediction error distribution of the model on the
test set (blue) and validation set (green). Most of the errors are concentrated around zero,
and the distribution of errors is relatively symmetrical and concentrated, indicating that
the overall prediction error of the model is relatively small.Overall, the model did not

overfit.
1. LSTM Model
1)Results Display
 Figure D shows the scatter plot of the true and predicted values of the LSTM

model, where most of the scatter points are closely aligned with the reference line.
This alignment indicates a strong correlation between the predicted results and the
actual values. The majority of points fall precisely on the 45-degree reference line,
suggesting minimal prediction error and high prediction accuracy. Only a few
outliers deviate slightly from this line, reinforcing the LSTM model's effectiveness in
capturing time series patterns. This result demonstrates the LSTM model's robust
ability to accurately predict ESG data, highlighting its potential for reliable
forecasting in this domain.
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Graph3.6 A scatter plot that shows the relationship between the actual and predicted
values from a Multilayer Perceptron (MLP) regression model. The x-axis represents the

actual values, and the y-axis represents the predicted values.

 Evaluation of LSTM Model Results:
 MAE: 0.0079
 MSE: 0.0001

2)Determine if there is overfitting
 Learning curve analysis
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Graph 3.7 Stability: The learning curve shows that both the training loss (blue) and
validation loss (orange) gradually decrease during the training process, and after nearly 20

epochs, both tend to stabilize with relatively low loss values.
The training and validation losses are close: the curves of training loss and validation loss
almost overlap, indicating that the model performs similarly on both the training and

validation sets. Indicating that the model is not overfitting.

 Prediction Error Distribution

Graph3.8 Distribution overlap: From the error distribution map, there is a significant
overlap in the distribution of test set errors (blue) and validation set errors (green),
indicating that the error distribution of the model is similar on these two datasets.

Error concentration: Most errors are concentrated between 0 and 0.1, but there are also
some points with larger errors, especially in the test set.

Overall, the model performs well on both the training and validation sets, with no
obvious signs of overfitting.

3.KNN Model
1)Graphical results display
Graph E displays the scatter plot of the actual versus predicted values using the KNN
model. While many points are relatively close to the 45-degree reference line, there is a
noticeable deviation for some points, indicating that the KNN model's predictions are
not perfectly aligned with the actual values.
Despite the fact that the majority of the points are near the reference line, the accuracy
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of the KNN model appears to be lower compared to the LSTM or MLP models. This
deviation may highlight the limitations of the KNN model, particularly in handling ESG
data[41].

Graph3.9 A scatter plot that shows the relationship between the actual and predicted
values from a Multilayer Perceptron (MLP) regression model. The x-axis represents the

actual values, and the y-axis represents the predicted values.

2)Evaluation of KNN Model Results
 MAE: 0.0490
 MSE: 0.0048

3)Determine if there is overfitting
 Learning curve analysis
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Graph3.10 The learning curve shows that as the number of training samples increases,
the training error (blue) and validation error (orange) gradually decrease and eventually

stabilize.

The two curves almost overlap, which means that the performance of the model on the
training and validation sets is very similar, indicating that the model has good
generalization ability and there is no obvious overfitting or underfitting.
 Prediction Error Distribution

Graph3.11 The error distribution chart shows the prediction error distribution of the
test set (blue) and validation set (green).

The error distribution roughly follows a normal distribution, with the majority of errors
concentrated around zero, indicating a high prediction accuracy of the model.
The similarity in error distribution between the test set and the validation set further
indicates that the performance of the model is consistent between the two.
Therefore, combining these two charts, the KNN model did not exhibit overfitting in
predicting this ESG data, and the performance of the model on the training and
validation sets was very similar and stable.

4.Comprehensive Analysis of Model Results
In this study, we predict the ESG (Environmental, Social, and Governance) scores of
companies through three models: KNN, LSTM, and MLP. The KNN model is used as a
benchmark to demonstrate the basic performance of traditional non-deep learning
models, while deep models such as LSTM and MLP demonstrate significant advantages
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when processing ESG data. The following is an analysis and synthesis of the
performance of each model.

Graph3.12 Comparison of Forecast Results

Model MAE MSE
KNN 0.0490 0.0048
LSTM 0.0079 0.0001
MLP 0.0137 0.0003

Table 3.2 Model evaluation value

Compared and analyzed the performance of three different machine learning models
(KNN, LSTM, MLP) in predicting ESG data. The results show that although all three
models have some performance in prediction accuracy, there are significant differences in
processing complexity and prediction accuracy.

 Comparison of Model Performance:

KNN model: The MAE of the KNN model is 0.0490 and the MSE is 0.0048, indicating
relatively weak performance among the three models. Although the predicted results are
close to the actual values, their errors are relatively large, indicating that KNN has certain
limitations in handling ESG data with complex nonlinear relationships.

LSTM model: The LSTM model performs the best with a MAE of 0.0079 and MSE of
0.0001. The predicted results almost completely match the actual values, indicating that
LSTM has strong capabilities in capturing time series patterns and processing complex
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data, and can provide highly accurate prediction results.

MLP model: The MLP model also performs well, with a MAE of 0.0137 and MSE of
0.0003. Although slightly inferior to the LSTM model, it is still better than the KNN
model. MLP can effectively process multidimensional data and provide more accurate
predictions.

Chart analysis:
 The scatter plot in the figure shows the comparison between the predicted values

and actual values of three models. It can be clearly seen that the predicted values of
LSTM and MLP models almost completely coincide with the actual values, while the
predicted values of KNN model have a larger deviation from the actual values.The
scatter distribution of the KNN model deviates significantly from the reference line,
indicating that the prediction accuracy of this model is not as good as the other two
models when facing complex ESG data.

Research conclusion:

In summary, the LSTM model demonstrates the strongest predictive ability in ESG data
prediction tasks, accurately capturing complex patterns in the data. The MLP model
ranks second and performs quite well, while the KNN model performs weakly in this
task due to its insufficient ability to capture complex relationships.

Therefore, for ESG data prediction tasks, especially when dealing with complex and
nonlinear data, LSTM and MLP models are better choices.

Although the KNN model has the advantages of simple calculation and easy
understanding, its prediction accuracy is relatively low, and in the case of large data
volume and high dimensionality, the computational complexity is high and it is easily
affected by noise[38]. These limitations of the KNN model suggest that while it can
provide a valuable reference point as a benchmark model, its ability to handle complex
ESG data is insufficient.

LSTM models perform well in forecasting ESG data, mainly because they are effective at
capturing long-term dependencies in time series. This capability of LSTMs makes them a
powerful tool in ESG data sharing and sustainability analysis.

As a general deep learning model, the MLP model does not have the special ability of
LSTM to process time series data, but it performs well in the processing of static features.
Through the structure of multi-layer neural networks, MLP models can learn complex
patterns in data, and can provide more accurate predictions even in the absence of clear
time series relationships[40]. This flexibility and high training efficiency of MLP models
make it another important tool in ESG data analysis.
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Chapter 4

Comprehensive Framework for Data
Sharing

4.1 Application of Deep Learning Models in ESG
Data Sharing Platform Design

On the basis of the previously mentioned research, in the context of designing an ESG
data sharing platform, we consider using LSTM and MLP models in data analysis and
prediction. A significant advantage is presented by the LSTM model due to its strong
capability in processing time series; thus offering the possibility of dynamically updating
ESG scores[35], which in turn grants the platform’s users access to evaluations of
corporate sustainability performance that are more accurate, as well as timely. The
comprehensive analysis provided by the MLP model results from its processing of data
across multiple dimensions[41], which assists companies by giving support in multiple
areas to optimize their ESG strategies.

4.2 The purpose of building a data sharing
framework

The design of this framework aims to realize the advantages of deep learning models in
ESG data analysis mentioned in previous research, and to build an efficient, transparent,
and sustainable data sharing platform by combining blockchain technology. The
combination of deep models and blockchain technology has formed a virtuous cycle for
analyzing and sharing ESG data, providing optimization suggestions for enterprise
development, and achieving sustainable ESG data sharing[42].

4.2.1 Dynamic Data Update and Time Series

Prediction

The use of LSTM model: The above chapters indicate that LSTM model has significant
efficiency in predicting ESG data. Therefore, in the design process, this framework
combines LSTM model to dynamically analyze and predict ESG data related to
enterprises. This model can capture long-term dependencies of data, ensuring that the
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latest ESG data can be used to update the platform's business performance in a timely
manner, and ensuring that users receive predictions of future trends.

4.2.2 Multidimensional Data Processing

The MLP model, it has shown performance, very excellent, for processing ESG data of
multidimensional nature, in studies done before. The framework design, therefore, it
integrates the MLP model for analyzing and processing ESG data that enterprises have,
in a comprehensive manner[41]. The detailed analysis provided by the platform, it can be
through the MLP model, of enterprises in many dimensions, like environment,
responsibility social, and governance corporate, helping to identify the areas that have
potential for improvement, for those enterprises, and optimizing their ESG strategies[41].

4.2.3 Continuous improvement and feedback

mechanism

In order to continuously optimize ESG performance, enterprises have designed a
feedback mechanism based on a comprehensive framework of deep learning models and
data sharing platforms. Enterprises upload data, the platform analyzes it, generates
improvement suggestions, and sends feedback to the enterprise. This mechanism relies
on the first analysis results of ESG data by LSTM and MLP models, which help
companies continuously improve their ESG strategies and form an optimization cycle[35].

4.2.4 Decentralized data sharing platform

Decentralized architecture: The platform utilizes a distributed framework to guarantee
transparent and equitable data sharing among various stakeholders. By eliminating the
need for centralized intermediaries typically involved in data exchange, this approach
minimizes operational risks and improves the reliability and trustworthiness of the
data[43].
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Graph4.1 ESG Data Sharing Platform Framework

4.3 Technical Implementation of Integrated
Framework
4.3.1Blockchain technology

1. Reasons for ensuring data immutability during ESG data sharing process
 Ensuring data true and credible must be done: avoiding tamper, important it is.

Investors and stakeholders, decisions based they are, on real, actual data.
 Decision risks prevented need to be: erroneous investment decisions must be

avoided, economic losses due to tamper avoided.
 Trust enhanced must be: parties on platform, more trust should be there, sharing

and using data greatly promoted.
 Regulations followed must be: enterprise compliance ensured ought to be, legal risks

from data tampering should be avoided.

2. Implementation of blockchain technology
The invariance of data is crucial; Therefore, in order to ensure that ESG information
remains unchanged during sharing, the framework utilizes the distributed ledger
technology of blockchain. Blockchain technology also helps to improve visibility and
make data clearer. All participants on the platform have the ability to view transactions
and data on the blockchain; This visibility helps to reduce or even eliminate information
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asymmetry and enhance the credibility of corporate ESG performance. In addition, using
smart contracts in blockchain can automatically execute protocols for sharing data,
ensuring efficient and secure transmission of data between authorized users [43].

Blockchain technology also helps to improve data transparency and make data clearer.
All participants on the platform have the ability to view transactions and data on the
blockchain; This transparency helps to reduce or even eliminate information asymmetry
and enhance the credibility of corporate ESG performance. In addition, using smart
contracts in blockchain can automatically execute protocols for sharing data, ensuring
efficient and secure transmission of data between authorized users [43].

4.3.2 Deep model application

1.Implementation of LSTM model:
In this framework, LSTM models are integrated to process enterprise ESG data with
time series features. Firstly, standardize the data and convert it into a three-dimensional
format suitable for LSTM model input, namely [sample size, time step size, feature
number]. During the model training process, the random search CV method is used for
hyperparameter tuning to ensure the optimal performance of the LSTM model in
predicting ESG scores. LSTM effectively captures long-term dependencies through its
gating mechanism, taking into account the long-term impact of historical data, thereby
improving the accuracy of enterprise ESG rating predictions, which is particularly
important for dynamic data updates and time series analysis.

2.Implementation of MLP model:
The MLP model can be used on this platform to analyze the static characteristics of
enterprises in multiple dimensions such as environmental governance, corporate
governance, and social responsibility. Through the application of hyperparameter tuning
and dropout mechanism, the platform has optimized the performance of the MLP model
while preventing overfitting, enabling it to extract meaningful features from
high-dimensional data[40]. This method ensures the accuracy of ESG ratings, helps
companies better understand their performance in sustainable development, and
provides strong support for developing improvement measures.

3.The specific implementation of data privacy and security protection:
In this framework, to protect the privacy of ESG data during sharing, the platform can

use Advanced Encryption Standard (AES) for symmetric encryption. This encryption
technology encrypts data before it is uploaded to the platform, ensuring that only
authorized users holding the corresponding key can access and decrypt the data, thereby
preventing the leakage of sensitive information and safeguarding the company's market
position and legal compliance[43]. In addition, in scenarios that require higher security, the
platform can also use RSA algorithm to perform asymmetric encryption on transmission
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keys, further ensuring the security of data during transmission and storage, preventing
data leakage and unauthorized access.

User permission management is implemented through role-based access control (RBAC)
mechanism, where the platform assigns different access permissions to users based on
their roles (such as data provider, data consumer, platform administrator). Smart
contracts are used to automatically record and manage permission changes, ensuring
transparency and compliance in data access[43]. This dual mechanism not only protects
the privacy and security of data, but also enhances the fairness of the platform and the
trust of users, thereby promoting more data contributions.

4.Design and Implementation of Smart Contracts:
In the platform, there used, smart contracts, to automate processes of data protocols for
sharing, the operations such as upload of data, storage, verification, access, included are.
For instance, a company, when new ESG data it uploads, the smart contract
automatically verifies authenticity and it records on blockchain the data. From analysis
results deep learning models provided, automatic feedback the smart contracts generate
in reports, performance scores of enterprises environmental, in social responsibility,
governance aspects are included, additionally identifying needing improvement areas.
Analysis according to, smart contracts specific improvement suggestions too they
provide[43]; encompassing measures environmental enhancement or governance
corporate optimization, to help companies optimize continuously ESG performance.

4.4 Application scenario assumptions
4.4.1 Assuming the nature of the scene

To demonstrate the implementation process of the above comprehensive framework.
This study proposes a hypothetical application scenario aimed at demonstrating how the
designed ESG data sharing comprehensive framework can help companies predict and
optimize their ESG scores in practice. It should be clarified that this scenario is based on
a virtual enterprise called "GreenFoods" and aims to clearly illustrate the core functions
and potential application methods of the data sharing platform. Through this scenario,
we hope to demonstrate the comprehensive performance of the platform in data
collection, deep learning model prediction ability, blockchain technology application,
automated feedback of smart contracts, and ESG score optimization process.

4.4.2 Rationality and construction basis

1.Scene background
GreenFoods is a global food manufacturing company with multiple production and
processing bases located in different countries. As a typical large multinational
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corporation, GreenFoods faces complex ESG management challenges. In order to
maintain a leading position in the fierce market competition and meet the high
requirements of investors and regulatory agencies for sustainable development,
GreenFoods has decided to predict and optimize its ESG score by introducing the ESG
data sharing platform designed in this study.
Among them, the challenges faced by this company are：
 Environmental protection: It is necessary to predict the carbon emission trends of

each production base in the coming years to avoid potential compliance risks.
 Social responsibility: Predicting the impact of employee welfare measures on

employee satisfaction and turnover rates to improve social responsibility scores.
 Corporate governance: Predict the impact of governance structure adjustments on

corporate governance transparency and shareholder trust, and optimize governance
scores.

2. Platform usage and data uploading
GreenFoods has decided to use an ESG data sharing platform to manage and optimize
its ESG scores. The company has collected detailed ESG data from various production
bases, including:
 The annual carbon emissions of each base and the expected environmental measures

for the next few years.
 Employee welfare plan, employee satisfaction survey results, and turnover rate data.
 Data related to board structure, transparency reporting, and governance.
All data is encrypted with AES before being uploaded to the platform to ensure data
privacy. The uploaded data is recorded on the blockchain, utilizing the immutability and
transparency of blockchain technology to ensure the integrity and reliability of the data.

3.ESG score prediction
The platform uses deep learning models to predict GreenFoods' ESG scores and provide
data support for its optimization measures:

LSTM model analysis: The LSTM model conducted time series analysis on the historical
carbon emission data of GreenFoods, assuming the "Predicted Carbon Emissions of
Each Base" chart. By combining environmental measures in the plan, the model predicts
the future carbon emission trends of each base. The chart visually illustrates the changes
in carbon emissions in the coming years and points out that without further measures,
the carbon emissions of certain bases may exceed the standard. Based on these
predictions, the platform estimated that the environmental scores of these bases may
decrease and recommended necessary improvement measures to prevent potential score
reductions.
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Graph4.2 Assumed 'Predicted Carbon Emissions for Each Base' Chart(The data shown
in the figure are all virtual data and do not have authenticity, limited to the assumption of

this scenario)

MLP model analysis: The MLP model analyzed GreenFoods' social responsibility and
corporate governance data, assuming the current and predicted social responsibility and
governance scores as shown in the chart. The model predicts the impact of employee
welfare improvement on satisfaction and turnover rates, as well as the impact of
governance structure changes on transparency and trust. The chart compares the current
score with the predicted future score, showing possible improvements in social
responsibility and governance. These predicted results were subsequently integrated to
forecast GreenFoods' overall ESG score. The model shows that by strengthening
employee training and enhancing governance transparency, individual scores and overall
ESG scores can be significantly improved.
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Graph4.3 Assuming current and predicted social responsibility and governance
scores(The data shown in the figure are all virtual data and do not have authenticity,

limited to the assumption of this scenario)

4.Feedback and suggestions generated by smart contracts
The smart contract is based on the prediction results of LSTM and MLP models,
automatically generates feedback reports, and provides the following improvement
suggestions to GreenFoods:
 Environmental protection: It is recommended to increase the use of green energy in

high-risk areas and introduce more efficient wastewater treatment technologies to
achieve the platform's predicted carbon emission targets, thereby improving
environmental scores.

 Social responsibility: It is recommended to increase employee benefits and training,
especially in bases with high predicted turnover rates, to improve social
responsibility scores.

 Corporate governance: It is recommended to add more independent directors and
diverse members to the board of directors to optimize the corporate governance
score.

5. Implementation and continuous improvement
GreenFoods has implemented multiple improvement measures based on feedback and
suggestions provided by the platform:
 Solar facilities have been installed in the base where carbon emissions are predicted

to exceed the standard, and the water resource management system has been
optimized.

 Added employee benefits and training programs, and conducted regular employee
satisfaction surveys to ensure the achievement of the predicted social responsibility
score.

 Adjusted the composition of the board of directors, increased the proportion of
independent directors, and regularly disclosed the minutes of board meetings, in line
with the platform's predicted governance optimization goals.

The platform monitors and analyzes the effectiveness of these measures through
regularly uploaded new data, updates forecast results in real-time, and ensures that
GreenFoods can continuously optimize its ESG performance based on the latest
forecasts.

6. Final result
After a year of continuous optimization, GreenFoods' actual ESG score is in line with
the platform's predicted upward trend:
 Environment: Carbon emissions have decreased by 15%, and the environmental

score has significantly improved.
 Social responsibility: The employee turnover rate has decreased by 10%, and the

social responsibility score has increased.
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 Corporate governance: The transparency and diversity of the board of directors have
been improved, and the governance score has increased.

Through accurate score prediction and continuous optimization, GreenFoods has
successfully improved its ESG performance and attracted more green investments.

4.4.3 Assuming rationality of the scenario

It should be clarified that this application scenario is a hypothetical case, designed to
demonstrate the potential application and functionality of ESG data sharing platforms in
practice. GreenFoods and its related data are all virtual constructions, and the main
purpose of the scenario is to demonstrate the actual operation and effectiveness of the
platform through theoretical models.

To ensure the rationality of this hypothetical scenario, the data types and operation
methods in the scenario are based on real-world business practices and ESG
management needs. The application of deep learning models, the immutability of
blockchain technology, and the automated feedback mechanism of smart contracts are
currently feasible and practical technologies and methods.

4.4.4 Limitations

Although this hypothetical scenario provides an effective framework to showcase the
platform's functionality, its virtual nature brings certain limitations. The complexity,
quality, and volatility of real enterprise data may affect the platform's performance in
practice. The prediction results of deep learning models in ideal data environments may
be affected in reality due to incomplete data, noise, or other unpredictable factors. In
addition, the effectiveness of implementing suggested measures by enterprises in practice
may vary due to changes in internal resources, market conditions, or policy regulations.

These limitations may have an impact on the research conclusions, therefore, further
verification and adjustment are needed in practical applications to ensure that the
platform can also achieve the expected results in real environments. Future research and
practical testing will help further validate the effectiveness of the framework and
optimize its practical applications.
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Chapter 5

Conclusion
5.1 Research Conclusion

This study proposes and validates an ESG data sharing framework that combines deep
learning models (LSTM and MLP) with blockchain technology. Using application
scenario assumptions, it demonstrates how these technologies can enhance the efficiency
of ESG data analysis and the sustainability of data sharing. In the deep learning model
section, the LSTM model performs the best in ESG score prediction by capturing
long-term dependencies in time series data, achieving the lowest mean square error (MSE
0.0001) and mean absolute error (MAE 0.0079). This indicates that the LSTM model can
accurately capture the complex patterns of ESG ratings changing over time, making it
particularly suitable for predicting dynamic data.

The MLP model also performs well in handling multidimensional static data, although its
prediction accuracy is slightly inferior to LSTM, it is still superior to traditional KNN
models when dealing with complex ESG feature relationships. The MSE of the MLP
model is 0.0003 and the MAE is 0.0137, which proves its powerful ability in
multidimensional data analysis.

This study also explores the application of blockchain technology in ESG data sharing.
Blockchain technology ensures the security and transparency of ESG data during the
sharing process within the entire integrated framework through its decentralized and
tamper proof features. By combining the use of smart contracts, a sustainable virtuous
cycle of ESG data sharing has been achieved.

5.2 Limitations of the research

This study has made significant progress in ESG data analysis and sharing, but there are
still some limitations. Firstly, the dataset used in this study mainly comes from the
publicly available Kaggle platform. Although it covers multiple industries and regions, it
may not fully represent the complexity and diversity of global enterprises.

We only proposed reasonable application scenario assumptions in the comprehensive
framework section. In future research, the framework combining deep learning and
blockchain proposed in this study can be applied to actual enterprises, and its feasibility
and effectiveness can be verified through empirical analysis. This can not only provide
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support for improving the ESG performance of enterprises, but also provide data
support and theoretical basis for industry standardization and policy-making.
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Appendix 1

 The specific content of the data

Basic company information: The dataset includes basic information such as company
name, stock code (Ticker), industry classification, and company website. These pieces of
information help researchers identify and classify different companies, and provide a
foundation for further analysis.

Environmental dimension data:
Environment Score: quantifies a company's performance in environmental protection
and sustainable development.
Environment Grade: A company's environmental performance evaluation expressed in
the form of letter grades (such as A, B, C, etc.).
Environment Level: Classification represents the level of environmental performance
(such as high, medium, low).

Social dimension data:
Social Score: measures a company's performance in fulfilling its social responsibilities,
such as employee benefits, community impact, etc.
Social Grade: Reflects a company's overall performance in social responsibility through
letter grades.
Social Level: Refers to the classification level of social responsibility performance.

Governance dimension data:
Governance Score: Evaluating the soundness and transparency of a company's
governance structure.
Governance Grade: Displays a company's performance in corporate governance in
alphabetical order.
Governance Level: The classification level of governance performance.

Comprehensive ESG score:
Total Score: A comprehensive score that considers the three dimensions of environment,
society, and governance, representing the company's overall performance in ESG.
Total Grade: A comprehensive ESG rating represented by letter grades.
Total Level: The classification level of overall performance.
Timestamp information: Each data has a Processing Date, indicating the last update time
of the data. This is particularly important for time series analysis, as it can help
researchers track and analyze changes in a company's ESG performance over time.

 The role of data in research

This dataset played a central role in this study, supporting the training and validation of
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deep learning models such as LSTM and MLP. These models can effectively predict a
company's future ESG ratings and identify key factors that affect these ratings by
analyzing and processing multidimensional information in the dataset. In addition, the
dataset provides important basis for exploring the application of blockchain technology
in ESG data sharing. By combining deep learning and blockchain technology, the
research aims to build an efficient, transparent, and sustainable ESG data analysis and
sharing platform. This platform helps companies improve their ESG performance,
promote data transparency, and support more accurate investment decisions.

 Reason for choosing this dataset

The main reasons for choosing this dataset over other datasets are as follows:

Wide coverage: This dataset covers listed companies from multiple industries and regions
worldwide, with a wide range of data sources and representativeness. This makes the
research results have strong universality and reference value, which can provide guidance
for companies in different industries and regions.

Time span and data integrity: The dataset contains years of company ESG ratings and
related information, making it suitable for time series analysis. Especially in this study,
the LSTM model needs to utilize historical data to capture long-term dependencies, and
this dataset provides sufficient time span to support such analysis.

Rich feature dimensions: The dataset not only includes ratings for environment, society,
and governance, but also classification information such as corresponding levels and
levels. These multidimensional features provide rich inputs for the MLP model, which
can better capture the complexity of corporate ESG performance.

Openness and Transparency: As the dataset comes from the Kaggle platform, it is open
and accessible, allowing researchers to easily access and validate the data, which helps to
improve the transparency and reproducibility of research.

 Complete dataset: https://github.com/Alicia-JH/Data-about-Thesis-
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Appendix 2

LSTM model: LSTM is a recursive neural network (RNN) designed specifically for
processing time series data, with the ability to capture long-term dependencies. LSTM
controls the flow of information through its unique gating mechanisms, such as input
gates, forget gates, and output gates, enabling it to perform excellently in processing data
with long-term dependencies and complex temporal dynamics. In ESG data analysis,
LSTM models are particularly suitable for capturing long-term trends and dependencies
in time series, as a company's ESG performance changes over time and historical
performance may have a significant impact on future ratings.

MLP model: MLP is a classic feedforward neural network suitable for handling complex
nonlinear relationships between multi-dimensional features. Due to the fact that ESG
scoring involves multiple dimensions (environment, society, governance), there may be
complex interactions between these dimensions, and MLP models can capture these
interaction effects through multi-layer nonlinear transformations. In addition, MLP also
performs well in handling static data and is suitable for feature extraction and
classification tasks that do not have significant temporal dependencies. Therefore, the
MLP model was used in this study to analyze the various dimensions of corporate ESG
ratings and capture the nonlinear relationships within them.

The selection of LSTM and MLP models is not only based on their respective advantages
in specific data types, but also to form complementarity between models: LSTM handles
temporal dependencies, while MLP handles multidimensional static features, making
ESG rating prediction more efficient.
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Appendix 3

During the training process of the model, we used the Random Search Cross Validation
(Random Search CV) method for hyperparameter tuning. Compared with traditional grid
search, random search can more effectively explore high-dimensional hyperparameter
spaces, especially exhibiting higher efficiency in situations where computing resources are
limited.

 The theoretical basis for hyperparameter selection: In LSTM models,
hyperparameters such as the number of LSTM units, learning rate, and dropout rate
have a particularly critical impact on model performance. The number of LSTM
units determines the capacity and expressive power of the model, while the learning
rate affects the convergence speed and stability of the model. Dropout rate is used
to prevent overfitting by randomly ignoring the output of some neurons during the
training process, thereby improving the model's generalization ability. Similarly, in
the MLP model, the number of hidden layers and the number of neurons in each
layer directly affect the complexity and predictive performance of the model. By
optimizing these hyperparameters through random search, we can maximize the
predictive accuracy and robustness of the model.
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