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Abstract

This thesis investigates and analyzes how to implement Artificial Intelligence (AI)
into project management, addressing the process through a two-step approach.
Initially, a framework is developed to identify and prioritize project management
areas where AI can enhance operations. This framework was constructed based on
a comprehensive literature review, adapting existing frameworks to the specific
requirements of project management. It assesses tasks currently performed by
project managers and ranks these tasks according to their potential for AI
implementation. Subsequently, the thesis investigates the practical implementation
of AI within these identified high-potential areas. Two AI solutions were
developed as demonstrations; the first, a risk register utilizing a retrieval
augmented generation (RAG) architecture, was evaluated to offer limited value. In
contrast, the second demonstration, a budget tool designed to automate
information extraction from PDF files, demonstrated significant potential. This
tool successfully automated the extraction of information from various PDF
structures provided by different suppliers, achieving a 98% accuracy rate for
readable PDFs through techniques such as prompt engineering and fine-tuning.
Furthermore, a business case analysis for the budget tool suggested a potential
payback period of 0.36 years for deploying a fully functional application. The
findings suggest that effective AI implementation in project management should
begin with identification of tasks suitable for AI implementation. These tasks
should then be prioritized based on financial, time, and risk implications,
alongside the effort required for AI integration. The implementation process
should foster collaboration between technical experts and domain specialists,
embrace rapid iterative feedback, and initiate pilot demos for stakeholder
evaluation prior to full-scale production. The thesis also concludes that successful
AI deployment in organizations demands robust data management, data protection
measures, comprehensive AI education for the workforce, and a culture that trusts
but also critically evaluates AI solutions.

Keywords: Artificial intelligence, AI in project management, Generative AI,
Prompt Engineering, Retrieval Augmented Generation, Fine Tuning.
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Sammanfattning

Förevarande uppsats undersöker och analyserar hur artificiell intelligens (AI) kan
implementeras i projektledning genom en process i två steg. Inledningsvis
utvecklas ett ramverk för att identifiera och prioritera områden inom
projektledning där AI kan förbättra det dagliga arbetet. Detta ramverk skapades
baserat på en omfattande litteraturstudie, där befintliga ramverk anpassades till de
specifika kraven inom projektledning. Ramverket bedömer de uppgifter som för
närvarande utförs av projektledare, och rankar dem efter deras potential för att
kunna förbättras genom AI. Vidare analyseras den praktiska implementeringen av
AI inom dessa identifierade områden med hög potential. Två AI-lösningar
utvecklades som demonstrationer; den första, ett riskverktyg som använder en
arkitektur för retrieval augmented generation (RAG). Denna bedömdes erbjuda
begränsat värde. I motsats visade den andra demonstrationen, ett budgetverktyg
utformat för att automatisera informationsutvinning från olika PDF-format,
betydande potential. Detta verktyg automatiserade extraktionen av information
från olika PDF-strukturer som tillhandahålls av olika leverantörer. Den uppnådde
en noggrannhet på 98% för läsbara PDF:er genom tekniker som prompt
engineering och fine tuning. Vidare gjordes en investeringsbedömning för
budgetverktyget som visade en potentiell återbetalningstid på 0,36 år för att bygga
en fullt fungerande applikation. Resultaten tyder på att effektiv AI-implementering
i projektledning bör börja med identifieringen av uppgifter med hög potential för
AI. Dessa uppgifter bör sedan prioriteras baserat på ekonomiska, tidsmässiga och
riskrelaterade implikationer, tillsammans med den tid och kompetens som krävs
för att skapa AI-lösningen. Implementeringsprocessen kräver samarbete mellan
tekniska experter och domänexperter, användning av snabb iterativ feedback och
pilot-demonstrationer för utvärdering av lösningens potential. Utredningen
resulterade i slutsatsen att framgångsrik AI-implementering i organisationer kräver
robusta processer för datahantering, åtgärder för att skydda data, omfattande
AI-utbildning för personalen och en kultur som litar på men också kritiskt
utvärderar AI-lösningar.

Nyckelord: Artificiell intelligens, AI i projektledning, Generative AI, Prompt
Engineering, Retrieval Augmented Generation, Fine Tuning,
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1. Introduction

The introductory chapter provides a concise background that sets the context for
the thesis and introduces the case company involved in the study. After the premise
this section also articulates the purpose of the thesis, delineates the research
questions that guide the investigation, and outlines the scope as well as the
delimitations of the research.

1.1 Background

Artificial Intelligence (AI) has been a research topic since the 1950s, and machine
learning has long been used to support decision-making and automating processes
(Wang, 2019). However, it is first in recent years that AI has emerged as a
revolutionizing technology with the use of Generative Artificial Intelligence
(GenAI) and the release of large language models (LLMs) (Vaswani et al., 2017).
With the advent of LLMs, companies that previously did not have the
technological capabilities to utilize AI have started exploring its potential to
improve their business processes, with as much as 79 percent of workers having
had exposure to GenAI (Chen et al., 2023).

Project management has previously been one of the domains with the least use of
AI due to the temporal nature of projects and the high reliability of human
collaboration in projects (Hofmann et al., 2020). However, recent developments in
AI technology have sparked a great interest in how project managers can augment
and automate parts of their current work to allow for more time spent on
value-adding activities (Nilsson et al., 2024). Given the strong interest among
project managers and the high expectations for AI's impact on companies,
exploring the best methods for integrating AI into project management is a
relevant research topic. LLMs already have good general knowledge of project
management, indicating a high future potential (Vakilzadeh et al., 2023). Recent
technological developments and adaptations of LLMs have also opened the door to
companies giving models access to their own data, something that greatly
improves the usability of LLMs in organizations (Lewis et al., 2020; Shin et al.,
2023).
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There are several challenges related to implementing AI, both related to technical
aspects but also related to the organization itself (Ångström et al., 2023).
Organizations need to have well established policies on how to manage data
quality, security, and availability (Mehri, 2023; Nagle et al., 2017). They also need
to educate the personnel using the AI models to ensure the correct interpretation of
results and avoid cultural challenges related to fear of AI taking jobs and a lack of
trust in data (Gill & Kaur, 2023; Shrivastav, 2023; Arslan et al., 2021). These
challenges are often not managed sufficiently, resulting in most AI implementation
projects failing to provide the desired business value (Gartner, 2018).

This thesis aims to address both how and where project managers can avoid the
pitfalls of implementing AI in their organization, as well as contribute to the
interdisciplinary field of how recent AI technologies related to LLMs can be
applied in organizations in general.

1.2 The Case Company

This thesis is conducted in close collaboration with Tetra Pak. Tetra Pak is an
international manufacturing company that develops and produces packaging and
processing solutions. Specifically, the thesis is done in collaboration with the
capital expenditures (CAPEX) implementation team at the Industrial Base
Engineering division at Tetra Pak. Tetra Pak Development & Technology
Industrial Base Engineering is developing and implementing standardized
manufacturing equipment and processes for converting factories. As a part of this
process, the CAPEX implementation team supports the converting factories all
over the world with installation projects.

The implementation of AI within Tetra Pak, and particularly within the CAPEX
implementation team in a project management setting, presents challenges that
need to be addressed to ensure the successful adoption and utilization of AI. Tetra
Pak aims to explore areas within the project management process where AI can
deliver substantial value while also identifying the necessary preparations and
adaptations required for the deployment of AI technologies. Additionally, Tetra
Pak wants to align efforts and facilitate the possible integration of AI into existing
systems, ensuring that all personnel are informed of AI advancements.
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1.3 Research Purpose and Questions

The purpose of this thesis is to investigate and analyze the implementation of AI in
project management. The following research questions will be answered:

● How can teams identify and prioritize areas of the project management
process that have the potential to be augmented by AI?

● How can AI be implemented in the identified areas to maximize project
impact?

● What prerequisites are critical to ensure the success of AI implementation?

1.4 Delimitations and Scope

This thesis focuses on the exploration and application of AI within the context of
the CAPEX implementation projects at Tetra Pak, focusing on the Project
Manager's point of view. This means that potential AI implementations that
include the work of other members of the project team, are not included in the
report. The results include two demos of potential AI solutions in the process of
the CAPEX implementation team at Tetra Pak. The purpose of these demos is to
showcase the potential of the solution, and the steps of deploying the demos in
production are not included.

1.5 Structure of Thesis

Chapter 1 - Introduction: A short background covering the premise of the thesis.
An introduction to the case company. The purpose of the thesis with the following
research questions are presented. Scope and delimitations are specified.

Chapter 2 - Theory: The academic foundation of the thesis is presented,
including project management, AI, current research on how to implement AI in
companies, and AI in project management with related challenges.

Chapter 3 - Method: The framework for how to identify, prioritize, and
implement AI solutions in project management is presented and described. This is
followed by the process of building the demo solutions.

Chapter 4 - Application of framework: The application of the framework
described in Chapter 3 is applied to the processes of the CAPEX implementation
team at Tetra Pak. The process of developing two demos is presented in detail.

12



Chapter 5 - Results and analysis: The results from the implementation of the
derived AI solution are presented along with analysis of potential issues with the
demos.

Chapter 6 - Discussion: Includes a summary of the findings along with a
discussion concerning the limitations of the report along with potential future areas
of research.

Chapter 7 - Conclusion: The final chapter concludes the report and answers the
research questions given the results of the report.

13



2. Theory

The following chapter presents relevant and applicable literature for this thesis. It
aims to create an understanding of key concepts, and to include relevant
frameworks to help provide context for the subsequent methodology, result and
discussion.

2.1 Intro to Project Management

A project is defined by the Project Management Institute (PMI) as a temporary
endeavor, undertaken to create a unique product, service, or result (PMI, 2021). As
a consequence of this definition, a project differentiates from ongoing, routine
business operations based on two key characteristics: firstly, the uniqueness of a
project and its outcome; secondly, the temporary nature of projects which always
possess a defined start and conclusion (Oguz, 2022).

Building upon this description of a project, Bansal (2023) describes project
management as "the process of leading the project team to achieve project
objectives or complete project deliverables within the agreed time duration,
allocated budget, and quality". In contrast, PMI (2021) defines it as "the
application of knowledge, skills, tools, and techniques to project activities to meet
the project requirements". Both definitions recognize that project management
aims to achieve specific objectives or requirements of a project. This alignment in
definition reflects a standardized way of viewing project management,
acknowledging it as a disciplined approach to achieve project goals within a set of
constraints and requirements.

2.1.1 Project Management Standard

PMI has been a leading advocate for the standardization of project management
practices (ANSI, 2024). The Project Management Body of Knowledge (PMBOK),
first published in 1987, provides a comprehensive framework released by the PMI
that includes a range of processes considered best practices in the field and is one
of the most referenced frameworks in project management (Takagi & Varajão,
2020).
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The PMBOK Guide, as noted in its 7th edition by the PMI (2021), organizes its
standard around knowledge areas, which are referred to as specialized fields
commonly utilized in project management. These fields are described in Table 2.1
and are applied in the majority of projects. Specific project requirements may need
additional knowledge areas. PMBOK offers guidelines and best practices for
effective management. These disciplines are not standalone entities but are
interlinked, each relying on the others to create a project management strategy.
Table 2.1: The ten different knowledge areas of PMI standard for project management (PMI,
2021)

Knowledge Area Short description

Integration
Management

Processes and activities to identify, define, combine, unify, and
coordinate the various processes and project management activities

Scope Management Processes and practices dedicated to precisely defining and regulating
the scope of a project.

Schedule
Management

Processes and practices to plan, develop, maintain, and control the
project timeline to ensure the timely completion of the project.

Cost Management Processes and activities involved in planning, estimating, budgeting,
financing, funding, managing, and controlling costs of the project.

Quality Management Processes aimed at integrating an organization's quality policies into the
planning, management, and control of project and product quality.

Resource
Management

Communications
Management

Risk Management

Procurement
Management

Stakeholder
Management

Processes to identify, acquire, and manage all necessary resources to
ensure the successful completion of a project.

Processes for timely and appropriate planning, collection, creation,
distribution, management and control of project-related information.

Processes of conducting risk management planning, identification,
analysis, response planning, and monitoring risk on a project.

Processes essential for obtaining products, services, or outcomes from
external sources.

Processes to identify and manage entities with influence over project
outcome.
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2.2 Definitions and Overview of Artificial Intelligence

The definition of Artificial Intelligence (AI) has evolved over time, reflecting the
rapid progression of the field. While the introduction of LLMs has brought AI to
the attention of the general population, the term was first coined by John
McCarthy in 1955. He described AI as “the science and engineering of making
intelligent machines” (McCarthy et al., 1955). Using this definition, AI is
machines that are capable of performing tasks that would typically require human
intelligence. There has since been made a number of attempts at defining AI
through different perspectives. One of the most recognized attempts was made by
Russel and Norvig (2010) who further categorized four potential goals of creating
AI systems. These are:

1. Systems that think like humans
2. Systems that act like humans
3. Systems that think rationally
4. Systems that act rationally

They thus made the distinction between systems that can merely imitate humans in
the way they think and act and systems that can potentially surpass human
intelligence. Another approach to classifying different types of AI systems in
comparison to human intelligence widely used in the field is that of narrow,
general, and superintelligent AI. These can be described as follows:

● Narrow AI (ANI): A type of AI designed to perform a narrow task such
as facial recognition or playing a game. A number of notable ANI systems
have been produced, such as IBM’s Deep Blue (Campbell, Hoane, & Hsu,
2002).

● General AI (AGI): Generally described as AI systems that show
human-like performance in general environments (Morris et al., 2024).
The consensus among experts is that there is currently no active AGI
today, while some say that modern applications (such as Chat-GPT) show
AGI-like performance in some tasks (Bubeck et al., 2023).

● Superintelligent AI (ASI): This represents an AI that surpasses human
intelligence across a wide range of fields. The concept of ASI extends
beyond current capabilities of AI and remains subject of much speculation
and future research.

There are several terms that are frequently used in the context of AI, often
interchangeably. See Figure 2.1 for an overview of the different types of AI.
Machine learning (ML) is often used as a synonym for AI, but is, in fact, a subset
of AI. Machine learning is the process of a machine to automatically learn and
improve performance by analyzing large amounts of data. This is in contrast to
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so-called expert systems that elicit human-like behavior through explicitly coded
programs and large databases (Myers, 1986). There are a very large number of
machine learning algorithms in use today, ranging from simple regression models
to large neural networks with billions of parameters. Henceforth, machine learning
will be referred to as the process of learning from data and making predictions
based on that learning.

Neural networks are frequently discussed in AI and machine learning literature.
These structures are inspired by the human brain and are commonly used in
machine learning algorithms (IBM, n.d). They are applicable to problems of high
complexity that require the analysis of very large amounts of data. Neural
networks are composed of “layers”, usually including an input layer, one or
several hidden layers and an output layer. Deep learning is another commonly used
term that is a subset of machine learning and is the naming of methods composed
of neural networks with more than three hidden layers. Deep learning removes
some of the need for human interaction in the modeling of data and is the basis of
the advanced AI models used today (IBM, 2022).

Figure 2.1: The different types of AI (Adapted from IBM, 2022)
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2.2.1 Generative AI

Generative Artificial Intelligence (GenAI) encapsulates AI systems that can create
content and data that mimic human-like behavior. GenAI has the ability to learn
patterns, styles, or rules from existing data and use this information to generate
new, unseen outputs. This is in contrast to other types of AI that are able to analyze
data and make predictions, but are unable to generate new content. GenAI systems
are built on large neural networks, usually with millions of parameters used to
train the models. GenAI has proven applications in several domains, such as art
creation, music composition and text generation (Goodfellow et al., 2014).

2.2.2 Large Language Models (LLMs)

Large Language Models (LLMs) are a subset of GenAI, primarily focused on
processing, understanding, and generating human language. LLMs are trained on
extensive corpuses of text data and are capable of performing a range of
language-related tasks, including but not limited to, translation, summarization,
question answering, and content creation. The architecture of LLMs is based on
neural networks, particularly transformer models, which have revolutionized
natural language processing (NLP). These models learn to predict and generate
text by understanding the context and relationships between words in large
datasets. The effectiveness of LLMs is directly related to the size of their training
data and the complexity of their neural network architecture. They are known for
their ability to generate coherent and contextually relevant text, making them
useful in various applications such as chatbots, writing assistants, and automated
content generation (Vaswani et al., 2017).

2.2.3 Generative Pre-trained Transformer (GPT)

The Generative Pre-trained Transformer (GPT) is a specific type of LLM
developed by OpenAI. GPT models, particularly the latest versions like GPT-3 and
GPT-4, stand out for their size, complexity, and wide range of capabilities. GPT-3,
for instance, comprises 175 billion parameters (Brown et al., 2020).

2.2.4 Foundation Models

Training an LLM from scratch requires billions of data points and can take months
to accomplish. The training of GPT-3 with its 175 billion parameters required
~400 billion tokens to complete and required several thousand petaflops/day in
computing power during training (Brown et al., 2020). This is the equivalent of
millions of everyday computers in computing power (Wikipedia, 2024). These
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demands have several implications on the use of LLMs in company applications
since the development and training of a custom LLM requires huge amounts of
resources and time. The introduction of foundation models revolutionized this
process by allowing the use of already trained models with billions of parameters
for specific tasks (Bommasani et al., 2021). There are several types of foundation
models, but the main type in use today is LLMs. Foundation models such as GPTs
are task agnostic, meaning that they can be applied to a wide range of tasks by
adjusting the model using a much smaller set of data than the original training
data. Task specific foundation models have a wide range of applications, examples
of which are in healthcare, law, and education (Bommasani et al., 2021). For
LLMs, it is also possible to adapt the model to a specific task using prompts and
very small data sets. In this instance, one does not actually adapt the model
parameters to the specific task, but simply uses the ready made model as it is by
giving it intelligent prompts (Strobelt, 2023).

2.2.4.1 Examples of foundation models today
There are a large number of foundation models available today, with a number of
different structures and use cases. Most foundation models are LLMs, but there are
models with other use cases such as image recognition and robotics (Bommasani
et al., 2021). For the remainder of this paper, foundation models will refer to
LLMs if nothing else is stated. Table 2.2 provides an overview of six of the most
commonly used foundation models today and their model structure.

Table 2.2: Commonly used foundation models and their use case (OpenAI, 2023a; Google
Research Team, 2024; OpenAI, 2024; Microsoft, 2021; Google, n.d; Huggingface, n.d)

Model name Company Number of
parameters

Short description

GPT-4 OpenAI Undisclosed (>175B) Used for a variety of NLP tasks,
including text generation, translation,
summarization, question-answering,
and more.

BERT Google 340M Primarily used for NLP tasks such as
sentiment analysis, named entity
recognition, and question-answering.

DALL-E 2 OpenAI Undisclosed (>12B) Used for generating images from
textual descriptions.

ResNet Microsoft 60M Primarily used for image recognition
and classification tasks.

PaLM Google 540B Designed for a wide range of NLP
tasks, including language
understanding, generation, translation,
and question-answering.
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T5 Google 11B Designed to convert NLP problems
into a text-to-text format. Used for
translation, summarization, and
question answering..

The evolution of foundation models is rapid and constantly ongoing, and new
models are released frequently. Google recently announced their last multimodal
model Gemini, that showed stronger performance than GPT-4 in several domains
(Google Research Team, 2023). Meta recently released the open-source foundation
model Llama3 which is freely available to use and performs in line with GPT-4 on
most tasks (MetaAI, 2024). Further, OpenAI recently launched their latest
foundation model GPT-4o with abilities in text, audio and video (OpenAI, 2024c).

As mentioned above, there are several ways to adjust foundation models to
increase performance in specific tasks. The three most commonly used are prompt
engineering, fine-tuning, and retrieval augmented generation (RAG), which are
often used together in practical applications (Allard & Jarvis, 2024).

2.2.5 Prompt Engineering

To enhance the performance of foundation models, the first step should be using
prompts to guide the model's behavior (Allard & Jarvis, 2024). Best practices for
prompt engineering include (OpenAI, 2023b):

● Writing clear instructions such as asking the model to adopt a specific
persona, using delimiters to specify parts of the instruction, specifying the
steps needed to complete the task and providing examples of the desired
output.

● Providing reference text could mean giving the model access to a
specific text and asking it to answer by referencing the text.

● Splitting complex tasks into subtasks is effective given that most models
have limits put on their input and output lengths. Long tasks like the
summarization of a book can effectively be divided into shorter sub tasks
such as summarizing each chapter on its own.

● Giving the model time to think could mean telling it to come to its own
conclusion before providing an answer or telling it to go through a
previous answer looking for errors.

● Testing changes systematically by making small changes and measuring
their effect on the output in a way that allows fair comparison between
methods.

Prompt engineering has several advantages compared to more advanced methods
of improving foundation model performance. Prompting uses natural language and
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does not require any writing of code which allows non-programmers to efficiently
improve and evaluate model performance (Schmidt et al., 2023). It is also an
effective way of establishing a baseline model performance in the early stages of
development without requiring a lot of time or financial investment (Allard &
Jarvis, 2024). However, prompt engineering is not enough if the model requires
access to external data that was not used in the initial training. It is also often not
effective enough when asking the model to format its output in a specific way
(Allard & Jarvis, 2024).

2.2.6 Fine Tuning

Fine-tuning of LLMs means re-training a foundation model on a smaller, more
specific data set than that which it was originally trained on. The data set used for
fine-tuning should contain example input and desired output for the specific task.
The model is then trained on the data, adjusting its parameters to fit the new
training data (Microsoft, 2023). Fine-tuning is specifically well suited when a task
requires high output precision or a specific output format or behavior (Allard &
Jarvis, 2024). In specific tasks, fine-tuned, small LLMs have been shown to
perform as well as, or better than, state-of-the-art models (Shin et al., 2023; Fatemi
& Hu, 2023). Fine-tuning has also been used to drastically improve model
performance in company-specific tasks where output precision was key (Allard &
Jarvis, 2024). While OpenAI currently provides the most well-known platform for
fine-tuning and access to models there are several other, both proprietary and
open-source alternatives, to build fine-tuned LLMs. Examples include IBM's
Watsonx platform and the open-source AI model library HuggingFace (IBM,
2024; HuggingFace, 2024).

2.2.7 Retrieval Augmented Generation

While fine-tuning has been shown to improve the performance of foundation
models in specific settings, re-training a foundation model on large amounts of
data is both time-consuming and costly (Lin et al., 2024). An alternative approach
to fine-tuning is to use retrieval augmented generation (RAG) systems, first
introduced by Lewis et al. (2020). The method encompasses using a pre-trained
foundation model along with a Vector Database of external knowledge to provide
additional context and facts. The method has been proven to outperform fine-tuned
foundation models in knowledge-intensive tasks (Lewis et al., 2020).
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Figure 2.2: The RAG sequence architecture (adapted from Nvidia, 2023)

The process, as depicted in Figure 2.2, begins when a query is submitted to the
LLM. This query is first processed by an Embedding Model, which translates the
textual query into a numerical representation known as an embedding or vector.
This transformation is needed to understand the query in computational terms. The
generated embedding is then utilized to search for related embeddings within a
Vector Database. This database is a repository of knowledge, potentially
encompassing company-specific information or other relevant data that can
augment the context of queries addressed to the model. Prior to storage in the
Vector Database, this knowledge is similarly converted into numerical embeddings
by the Embedding model; ensuring that all data within the database is in a
standardized format. Upon identifying related embeddings in the Vector Database,
the system enriches the initial query with this contextual information, creating an
augmented query. This enhanced query, comprising the original prompt, the
numerical representation of the query, and the additional context from the Vector
Database, is then forwarded to the LLM. The LLM processes this comprehensive
input to generate a response that is not only based on its pre-trained knowledge but
also informed by the specific, relevant information retrieved from the Vector
Database (Nvidia, 2023).

2.2.8 Evaluating LLM Performance

Evaluating the performance of LLMs presents a significant challenge, largely
because various aspects make their assessment more complex compared to other
machine learning models (Chang et al., 2023). LLMs often have billions of
parameters (Brown et al., 2020), which makes it practically impossible to
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determine exactly how a model has derived an answer. Where other machine
learning models can be measured objectively by their error rates when making
predictions or classifications, it is challenging to objectively measure the
correctness of an answer produced by an LLM. There are currently over 50
benchmarks measuring general LLM performance. These benchmarks measure
general NLP tasks such as sentiment analysis, text classification, factual
correctness, and bias (Chang et al., 2023). Some of the most used evaluation
methods are ChatBotArena and MT-bench, which incorporate human opinion in
their evaluation metrics (Zheng et al., 2023). For downstream task performance,
experts have evaluated LLM performance in several domains, including medicine,
law, and engineering (Chang et al., 2023). For specific tasks in company settings,
the choice of evaluation tools is often not straightforward and is often a
combination of automatic evaluation and manual human evaluation. In theory,
effective task-specific evaluation methods for companies should closely correlate
with business outcomes, utilize a minimal number of distinct metrics, and be
cost-efficient. In practice, this usually means combining automatic frameworks
and human expert knowledge (Tobin, 2024). One example of an automatic
benchmark suitable for company settings is the RAGAS framework, which is
specifically designed to evaluate RAG applications. It evaluates model
performance by evaluating the LLM and the information retrieval processes
separately (Es et al., 2023). In summary, evaluating LLM performance in general
is hard, and evaluating task-specific performance is harder. The literature on the
subject is currently limited, but new methods are being developed rapidly.

2.3 Methodologies for AI Implementation in
Organizations

The interest in utilizing AI in organizational settings has increased dramatically
since the rise of GenAI and 55% of organizations state that they are currently
using AI in some regard (Chui et al., 2023). However, a large number of AI
projects fail. Gartner estimates that up to 85% of AI projects fail to produce
accurate results (2018). The reasons for AI implementation failures vary, and there
have been attempts at providing general purpose frameworks for AI
implementation addressing the main reasons for implementation failures (Haefner
et al., 2023). Several frameworks address specific parts, including the
identification, prioritization, and implementation of AI applications. Some of the
most commonly mentioned are the task-based approach for identifying projects
presented by Autor et al. (2003), the weighted shortest job first (WSJF) approach
for the prioritization of product development (Reinertsen, 2009), and the
CRISP-DM framework for implementation of data mining projects (Wirth & Hipp,
2000).
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2.3.1 Identification of AI Use Cases

The identification of possible AI use cases requires an understanding of the
domains where AI can be implemented. To identify potential projects, Autor et al.
(2003) propose a perspective on analyzing occupations, suggesting that each
occupation can be viewed as a collection of tasks. This method underscores that
certain tasks are inherently more responsive to technological implementation than
others. To further elaborate on this task-based approach, Brynjolfsson et al. (2018),
advocate for its application in determining the appropriateness of machine learning
for specific tasks. They mean that based on a set of parameters particularly chosen
for the domain, they can conclude how suitable the task is for implementing
machine learning. The approach presented by Brynjolfsson et al. (2018) is
specifically adapted for machine learning projects which differs from a more
generalized AI approach. This means that these parameters or criteria need to be
tweaked to suit other AI implementations, such as GenAI models. Brynjolfsson &
Mitchell (2017) declare eight criteria that need to be fulfilled for tasks that are
suitable for machine learning.

1. Function mapping between input and output
2. Large datasets
3. Clear feedback and goals
4. Simplicity in reasoning
5. Indifference to explanation of decisions
6. Tolerance for error
7. Stable phenomena
8. No requirement for physical dexterity

Many use cases of machine learning differ from the area or GenAI, and these
criteria thus need to be adjusted when examining potential AI solutions. As
described by Weisz et al. (2024), GenAI differs from machine learning in several
ways. For example, GenAI does not require data labeling, does not include
classification problems, and generally has lower explainability than traditional
machine learning models. Other parameters that are not relevant in the case of
machine learning are presented by Weisz et al. (2023). First, GenAI is by
definition generative, which means its purpose is to produce artifacts as output
rather than decisions, labels, classifications, and decision boundaries. Second, the
outputs of a GenAI model are variable. Whereas machine learning aims for
deterministic outcomes, GenAI systems may not produce the same output for a
given input each time. In fact, by design, they can produce multiple and divergent
outputs for a given input, some or all of which may be satisfactory to the user.
Thus, it may be difficult for users to achieve replicable results when working with
a GenAI application.
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2.3.2 Prioritization of AI Use Cases

Generally, AI use cases in organizations should be prioritized based on their
business impact and the complexity of implementation (Weber, Limmer, Weking,
2022; Brakemeier et al., 2024). A common approach to prioritize product
development in agile environments that considers these two factors is the weighted
shortest job first (WSJF) framework first introduced by Reinertsen (2009). The
framework suggests prioritizing projects based on a score defined as

. Reinertsen (2009) means that prioritizing the project with𝑊𝑆𝐽𝐹 =  𝐶𝑜𝑠𝑡 𝑜𝑓 𝑑𝑒𝑙𝑎𝑦
𝐽𝑜𝑏 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛

the highest WSJF score will lead to the best impact on overall results due to their
relatively high costs of delay (impact) and their low job duration (complexity). In
the WSJF framework, cost of delay is a proxy for a project business impact and is
defined in Eq. (1) as

Cost of delay = User-business value + Time criticality + Risk
reduction/Opportunity enablement. (1)

User-business value is described as the value the product will bring in terms of
strategic and economic impact, as well as the perceived value of the end user.
Time criticality measures how important it is to finish the product development in
a given time frame, driven mainly by competing forces that could result in large
negative impacts if the product is not finished on time. Risk reduction/opportunity
enablement aims to measure the impact the product will have on the risks and
opportunities of the business as a whole. For the second part of the WSJF
framework, job duration, Reinertsen (2009) suggests using job size as a proxy
since it is often hard to determine the exact time frame of new product
development. Job size can be measured in several ways but should encapsulate the
technical and organizational difficulties related to product development.
Reinertsen (2009) suggests using a Fibonacci scale to determine the relative scores
of each considered project for the parameters in the framework. The final WSJF
score is calculated as shown in Eq. (2) below:

(2)𝑊𝑆𝐽𝐹 =  𝐵𝑢𝑠𝑖𝑛𝑒𝑠𝑠 𝑣𝑎𝑙𝑢𝑒 𝑠𝑐𝑜𝑟𝑒 + 𝑇𝑖𝑚𝑒 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝑖𝑡𝑦 𝑠𝑐𝑜𝑟𝑒 + 𝑅𝑖𝑠𝑘 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑠𝑐𝑜𝑟𝑒
𝐽𝑜𝑏 𝑠𝑖𝑧𝑒 𝑠𝑐𝑜𝑟𝑒

The product with the highest WSJF score is then prioritized for development first.

2.3.3 Implementation of AI Use Cases

There are several frameworks for how to best implement AI solutions, the
industry standard being the CRISP-DM (Cross-Industry Standard Process for Data
Mining projects) (Shröer et al., 2021; Dzhusupova et al., 2024; Bookkrantz et al.,
2023). CRISP-DM, developed in the late 1990s by a consortium of technology
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companies, provides a structured approach to planning and executing data mining
projects (Wirth & Hipp, 2000). While still commonly used by industry
professionals, it has received criticism for not addressing machine
learning-specific tasks (Studer et al., 2021). Studer et al. introduced the
CRISP-ML(Q) (Cross-Industry Standard Process for machine learning
Applications with Quality Assurance) framework, extending on CRISP-DM and
specifically addressing machine learning projects. The six steps of building
machine learning models using the CRISP-ML(Q) framework are outlined in
Table 2.3.
Table 2.3: The six steps of the CRISP-ML(Q) framework (Studer et al., 2021)

Phase Short description

Business & Data
Understanding

Define business objectives and translate to ML objectives. Collect and
verify data quality. Assess project feasibility. Define success criteria.

Data Preparation Produce data suitable to perform the modeling step. Includes selecting
what data to use, cleaning the selected data and standardizing the data.

Modeling A suitable ML model is selected and trained on the data from previous
steps based on existing literature for similar problems.

Evaluation Model performance should be measured on a validation data set. Results
should be cross-validated by a domain expert.

Deployment Model deployed either on cloud infrastructure or an embedded system
depending on safety and performance needs.

Monitoring &
Maintenance

The model is continuously monitored and maintained.

These steps of the CRISP-ML(Q) framework differ slightly from those of the
standard CRISP-DM framework, mainly in the addition of the monitoring and
maintenance step, and the collocation of the business and data understanding steps.
Combining business and data understanding in the same phase highlights a key
issue. It underscores the problem of keeping domain experts and data scientists
separate during the initial planning of a machine learning project. It is considered
best practice to merge these groups in the initial phase to ensure that business and
technical objectives are aligned (Studer et al., 2021).

2.3.3.1 Defining success criteria

A key aspect of aligning technical and business goals is to determine what it
means for a model to be successful, using criteria for success. The CRISP-ML(Q)
framework highlights the importance of defining success criteria across three
dimensions: business, machine learning, and economics (Studer et al., 2021).
Success criteria from a business standpoint involve determining how the machine
learning model will contribute to achieving specific business goals. This could
include enhancing operational efficiency, increasing customer satisfaction, or
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driving revenue growth. The economic success criteria focus on the financial
implications of the machine learning project. This could involve considering the
return on investment, cost savings, and overall impact on the company's bottom
line. From a technical standpoint, success criteria relate to the performance of the
machine learning model itself. For traditional machine learning models, this
includes accuracy, precision, recall, robustness, and scalability (Studer et al.,
2021). For GenAI applications, the technical success criteria could be set using an
automatic evaluation benchmark or using human evaluators (Tobin, 2024).
Incorporating these multifaceted success criteria ensures that machine learning
projects are not only technically sound but also aligned with broader business and
economic goals (Studer et al., 2021).

2.4 Applications of AI in Project Management

The application of AI in project management is a relatively new study. Depending
on what is defined as AI and what is included in the project management
processes, there are several different ways of approaching the subject. There are a
number of challenges related to implementing AI in project management due to
the temporal nature of a project and its unique results (PMI, 2021). Since learning
from data is central to AI applications, the unique situations and lack of
project-specific data contradict the use of AI in project management (Hofmann et
al., 2020). Rather, a lot of decisions are based on the experience and knowledge of
the project manager (PMI, 2021). However, in a report by PMI (Nilsson et al.,
2024), investigating the use of AI in project management globally, 76% of
respondents say they believe AI will have a profound impact on their profession in
the next three years, indicating strong beliefs in AI among project managers. This
is supported by Gartner (2019), who states that 80% of project management tasks
will be automated by AI by 2030. While these numbers give an indication that
project management will be highly impacted by AI in general, the amount of
impact will likely vary between project types.

One common way of identifying the tasks related to project management processes
is to refer to the PMBOK (PMI, 2021). One can then identify the implications of
AI on those tasks (Fridgeirsson et al., 2021; Weng, 2023). According to PMI
(2023), AI has the largest potential to automate tasks such as report generation and
summarization of text. They also indicate that AI has the potential to assist human
decisions in risk analysis, cost estimation, and the analysis of large datasets as
depicted in Figure 2.3. This is in line with the findings of Fridgeirsson et al. (2021)
which indicate that AI has the most impact where historical data is available, such
as for forecasting, maintaining baselines, estimating costs, and monitoring risks.
Fridgeirsson (2021) is also in line with PMI (2023) regarding the fact that AI is
unlikely to be of use in processes requiring human collaboration, such as team
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building and stakeholder management. According to Nilsson (2024b), numerous
applications of AI in project management are already in production. Common use
cases involve ChatGPT utilized for example in idea generation, document
summarization, and task management. Other use cases described employ
collaboration tools such as Trello and Jira to streamline project tracking and task
prioritization. Additionally, Nilsson et al (2024b) mention instances of fully
customizable solutions built from scratch, tailored to address specific challenges
within the project management organization.

Figure 2.3: Potential of AI to support in project management processes (adapted from PMI,
2023)

Up until the launch of Chat-GPT in November 2022, the majority of literature was
focused on the use of traditional machine learning methods in project
management. Wang (2019) categorized the various forms of AI in project
management as Automation & Integration, Chatbot Assistant, Machine
learning-based methods, and Autonomous project management. His opinion was
that the third category showed the most potential to aid project managers through
various forecasting and estimation methods. This is supported by other studies as
well, showing the benefits of machine learning in predicting project delays
(Ahmad, 2015) and cost estimation (Tayefeh, 2020). The construction industry is
currently the industry with the most applications of AI due to the high complexity
of projects and relatively high amount of data available (Taboada et al., 2023).
However, Wang's (2019) article was published three years before Chat-GPT's
introduction. Since then, numerous reports have detailed the application of
Chat-GPT and similar LLMs in project management, particularly for content
creation and scheduling tasks.
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Prieto et al. (2023) investigated the use of Chat-GPT in generating scheduling
reports for construction projects and found great potential in the tool to automate
time-consuming tasks. Weng (2023) outlines potential methods of implementing
Chat-GPT across all tasks related to project management referred to in the
PMBOK (PMI, 2021). The methods proposed are all related to report generation
and automation and do not cover the use of traditional machine learning. Weng
(2023) does not include any concrete examples of companies actually
implementing said methods, so no conclusions can be drawn about the
effectiveness of the approach.

As an indicator of LLMs potential use in project management, a study by
Vakilzadeh et al. (2023) investigated the performance of GPT-4, GPT-3.5 and
Google Bard on the Project Management Professional (PMP) test by PMI. They let
each model complete the full test and reported that GPT-4 achieved an 87% score
without any prompting aid. GPT-3.5 and Bard achieved 72% and 73%
respectively. The results indicate that LLMs have a large potential to aid project
managers with knowledge in project management without any specific training.

2.5 Challenges of AI Adoption
There are many challenges related to implementing AI solutions. As categorized
by Ångström et al. (2023), the challenges are of technical, organizational and
cultural nature. These challenges are not directly associated with project
management, but as they are general on an organizational level, they become
relevant in this setting as well. Finally, the environmental issues of building and
leveraging large-scale AI systems are briefly mentioned. Figure 2.4 describes a
general overview of the challenges mentioned in this section.
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Figure 2.4: Challenges related to AI adoption

2.5.1 Technological Challenges

When the challenges stem from the AI technology or as a consequence of the
technology, they are considered to be a technical challenge (Ångström et al.,
2023). The acknowledged challenges in this section are data protection, bias,
hallucinations, data management, and explainability.

2.5.1.1 Data protection
The challenge of data protection is a concern in the context of AI models. The
safeguarding of sensitive and private information is a constant threat if the data is
used in models or other software not run or owned by the organization. Both
Fui-Hoon Nah et al. (2023) and Gill & Kaur (2023) identify issues and risks when
it comes to data protection in AI models and GenAI models in particular, and
describe the possibility of disclosing sensitive or private information if not used
with caution.

An example of such a risk was observed in incidents involving ChatGPT and Bard
AI where users could access other users' data (Sriram, 2023; Patel, 2023). This
phenomenon is highlighted by Hitaj (2017) as a common issue for AI models that
handle shared information, thus posing significant risks of data mishandling. In
GenAI models, this issue is even more emphasized. As raised by CEDPO (2023),
GenAI models have the potential to extract sensitive information and then
republish the information in response to other unintended users. This means that
data used to prompt an AI model is incorporated into the model, free for other
users to retrieve from similar prompts. Smith et al. (2023) delve into mitigation
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strategies where sanitizing your data from sensitive and private information before
using it to train the model is a privacy-preserving approach. Another approach by
Hitaj (2017) recommends training AI models locally with sensitive information,
advocating for a practice where sensitive data does not leave the premises of the
organization. This local training method is seen as the most secure way of
preventing the external exposure of sensitive information, but may lead to
limitations in model performance.

2.5.1.2 Bias
Ferrara (2023a) defines bias as systematic errors that occur in decision-making
processes, leading to unfair outcomes. For AI models, this can arise from the data,
the algorithms used, and how the human interprets and uses these results.
Schwartz et al. (2022) say that these biases can be introduced by intent or
inadvertently into the system, or they can emerge as the AI model is being used.
There are many sources of biases in the context of GenAI, the most important ones
being data-driven bias, automation bias, and feedback loop bias (Ferrera, 2023a).

Data-driven bias is biases embedded in the training data that manifest in all AI
models (Dwivedi et al., 2023). Dwivedi et al. (2023) highlight that biases such as
gender, race, or other stereotypes in training data are inevitably absorbed by the
model trained on this data. Zhuo et al. (2023) discuss representation bias,
illustrating how it can lead to the underrepresentation of certain groups.
Consequently, the content generated by these AI models may be less relevant or
biased against these groups. To mitigate data-driven bias, Ferrera (2023b)
emphasizes human-in-the-loop approaches in GenAI. These strategies involve
human oversight at various stages of development and deployment. For instance,
humans play a crucial role in curating and annotating training data, ensuring
balance, and reducing controversial content's influence.

Automation bias, as first defined by Mosier & Skitka (1998), is the tendency to
use automation as a heuristic replacement for information seeking and processing.
This bias manifests, according to Potaznik (2023), when humans disregard or fail
to seek contradictory information, accepting computer-generated solutions as
correct. This is not due to laziness or ignorance but because of high trust in
computer output. Such bias is evident in various settings where reliance on
automated systems can lead to significant errors. Park et al. (2019) address
automation biases by proposing a strategy that encourages decision-makers to
consider the solution before accepting AI predictions. This method involves
allowing decision-makers to reflect more deeply and consider a broader range of
information. before relying on the AI-generated solution.

Feedback loop bias occurs due to the cyclical process where AI outputs can
reinforce or exacerbate existing biases. This is a cycle or a feedback loop where
the output of the AI tool or system influences its future outputs, reinforcing biases
over time (Ferrara, 2023c). Schwartz et al. (2022) discuss how such feedback
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loops can lead to disparity amplification. This occurs when marginalized
individuals or groups are less likely to engage with an AI system, resulting in
training data that predominantly reflects the most frequent users. For instance,
non-native English speakers might be less inclined to use a voice-enabled personal
assistant. Consequently, the experiences of these groups are underrepresented,
causing the AI system to deviate from its intended purpose or functionality. To
address these issues, developers can implement specific policies or guardrails. As
an example, modifications to the behavior of ChatGPT and Bing-AI have been
designed to mitigate unintended toxic behaviors or prevent malicious use (Ferrara,
2023b). These measures are crucial to prevent the further reinforcement of biases
and ensure that AI systems function effectively and ethically.

2.5.1.3 Hallucinations
In the application of AI models that contain Natural Language Generation (NLG),
i.e. models that generate natural language output, a common risk is hallucinations
in the output text (Ji et al., 2023). The most inclusive and standard definition of
hallucinations in the context of AI models, as described by several sources (Ji et
al., 2023; Fui-Hoon Nah, 2023), is the phenomenon of NLG models generating
unfaithful or nonsensical content in the provided source content.

In the organizational context, Fui-Hoon Nah et al. (2023) critically examine this
aspect of GenAI, pointing out that hallucinations pose a significant risk due to the
possibility of spreading misinformation or fake information. They argue that it is
not entirely safe to trust the information generated by these models without
scrutiny and that extra caution is needed when employing GenAI in situations
where the expertise and judgment of professionals are crucial. This is elaborated
by Hiter (2023), who points out the risk of reliance on unreliable data for analytics
and critical business decisions.

In response to these challenges, Gill & Kaur (2023) emphasize the critical need for
continuous monitoring and adaptive management of AI systems to mitigate risk.
Several other attempts to mitigate the occurrence of hallucinations have been
made, including specifying which data the model should use to answer a question,
such as by implementing RAG architecture (Lui et al., 2020).

2.5.1.4 Data management

Adopting successful AI models depends heavily on the management of data, a
concept central to AI systems and their output quality (Mehri, 2023). A study
conducted by the Harvard Business Review showed that only 3% of company data
fulfill general data quality criteria, which leads to large issues when implementing
AI (Nagle et al., 2017). There are several frameworks designed to measure the
quality of data, some of the most commonly referenced include Data Quality
Assessment (DQA), Total Data Quality Management (TDQM), and
Comprehensive methodology for data quality management (CDQ) (Cichy & Rass,
2019). The frameworks vary in their practical implementations, but most agree
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that measuring data quality is a combination of objective measures and subjective
measures (Cichy & Rass, 2019). They also agree that measuring data quality
differs depending on the type of data. The three types of data relevant to
measuring quality in the context of AI applications are:

● Structured data: Includes all data stored in a table format with clearly
defined rows and columns. Examples are data stored in Excel files and
relational databases.

● Unstructured data: Includes data with no clear structure. Examples are text
files, and PDF documents.

● Semistructured data: Includes data that is a mix of structured and
unstructured data. Examples are emails and JSON files.

While structured data quality can usually be measured objectively, unstructured
data often requires subjective measures (Cichy & Rass, 2019). Common objective
data quality dimensions include error rates, accessibility, and security. These
dimensions can be measured numerically and are often given a score between zero
and one. Common subjective measures include believability, interpretability, and
relevance. These dimensions are not scored numerically but are rated based on
domain expert opinions (Pipino et al., 2003). Different frameworks introduce
different dimensions of data quality. The most common are presented in Table 2.4.
Table 2.4 data quality: Five common ways of measuring data quality (Cichy & Rass, 2019)

Dimension Short description

Completeness The extent to which data is of sufficient breadth, depth and scope for the
task at hand.

Accuracy The extent to which data is correct, reliable and certified.

Timeliness The extent to which the age of the data is appropriate for the task at
hand.

Consistency The extent to which data is presented in the same format and compatible
with previous data.

Accessibility The extent to which information is available, or easily and quickly
retrievable

For structured data, these dimensions are objectively measured and can be defined
and calculated numerically. For example, completeness can be measured as one
minus the number of missing values in the data divided by the total amount of data
(Pipino et al., 2003). While most frameworks suggest that unstructured data is best
measured subjectively by domain experts, attempts have been made to quantify the
quality of unstructured data (Kiefer, 2016; Taleb, 2019). These frameworks
measure similar characteristics as those for structured data but focus on
quantification using keyword extraction and programs designed specifically to
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measure unstructured data quality using machine learning methods. Kiefer (2016)
suggests measuring unstructured data based on its interpretability, relevancy, and
accuracy. These dimensions are further split into eight different concrete measures,
and the author provides examples of how they can be calculated numerically.
While these methods show promise, Kiefer (2016) acknowledges that there is
more research needed in the field. In summary, there is a need for collaboration
between data experts and domain experts when measuring data quality, especially
for unstructured data.

Another concern in the management of data is the collection, storage, and
distribution of data across the organization. As companies become more advanced
in their AI use, the need for a centralized approach to data management increases
(Ångström et al., 2023). A lack of data management processes leads to the concept
of data debt, meaning a large accumulation of unnecessary data in the organization
that makes the implementation of AI slower and more expensive. Managing data
debt is a combination of clear data quality practices and collaboration between the
producers and users of data (Tran, 2023). This also includes collaboration with
external parties, including suppliers and customers. Business critical data may
often be supplied by external parties, which puts pressure on external collaboration
and cross-organization workflows (Ångström et al., 2023). Another key aspect in
data management highlighted by Ångström et al. (2023) and Tran (2023) is setting
clear standards for who is responsible for the data. This includes assigning
responsibility for when, how, and where data is stored, as well as who is
responsible for measuring the quality. Finally, Ångström et al. (2023) highlight
that collaboration between operational experts and data scientists is crucial to
creating value using data. It is not enough to rely on data scientists to manage all
data matters since operational experts possess the required knowledge to
determine what data is critical for the business and what is not. It is thus important
that even operational experts possess basic knowledge regarding data
management.

2.5.1.5 Low explainability of AI solutions

Gill & Kaur (2023) identify explainability as a significant challenge for AI
models, noting that results generated by these systems can be difficult to interpret
and even more challenging to explain to decision-makers or stakeholders. The
complexity of AI decision-making processes often leads to outputs that are not
intuitively understandable, necessitating a need for clearer explanation
mechanisms. Furthermore, the lack of explainability can significantly impact user
trust and the adoption of AI systems. Users and stakeholders are more likely to
trust AI decisions when the rationale behind these decisions is clear and
understandable, especially in critical applications (Petkovic, 2023).

Lack of explainability is especially present in the context of LLMs that usually
have billions of parameters and unclear internal mechanisms (Brown et al., 2020).
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It is generally very hard to determine how a LLM generated an output, causing
risks of ill decision-making when there is a lack of governance (Zhao et al., 2024).
Zhao et al. (2024) provide an overview of attempts at improving LLM
explainability. They outline several examples, including the use of “Chain of
Thought” prompts that instruct the model to explain how it came to a conclusion.
However, they conclude that it is hard to determine whether these explanations
actually help humans determine the internal processes that lead to the decision.
They also mention several issues with the current attempts at improving
explainability in LLMs, such as a lack of ground truth in how the models work.
These issues present a significant challenge to the implementation of LLMs in
organizations and often lead to limitations in the adoption of such models (El Zini,
Awad, 2023).

2.5.2 Organizational Challenges

There are a number of potential challenges with implementing AI from an
organizational perspective. The main challenges are related to the general AI
competence in the organization, issues when measuring return on investment
(ROI), and responsibility claims (Shrivastav, 2023; Ångström et al., 2023; Haefner
et al., 2023). Ideally, all of these should be addressed during the implementation
process and require the input and collaboration of all involved parts of the
organization (Ångström et al., 2023; Haefner et al., 2023).

2.5.2.1 Education and knowledge

General AI competency across the organization is one of the main hurdles when
first starting work with AI (Shrivastav, 2023; Ångström et al., 2023). A study by
Amazon Web Services (2023) showed that 75% of employers struggle to hire the
necessary talent to implement AI, and 82% of employers struggle to implement AI
training programs for current employees. Out of project managers, 65% state that
they do not possess any basic knowledge about AI (Nilsson et al., 2024),
indicating that there is a big gap in AI competency among project managers.
Organizations lacking competency in the use and development of AI applications
also have a harder time attracting and retaining AI talent, indicating that getting
started early and upskilling employees is critical (Beauchene et al., 2023).

The issue of lack of AI knowledge is not confined to data scientists and
tech-related roles but is an issue in all parts of organizations. Ångström et al.
(2023) mention that misaligned expectations of AI results due to a lack of AI
competency among managers is one of the main challenges mentioned by firms.
Misaligned expectations go both ways, as low expectations can lead to a
reluctance to test new solutions, and too high expectations can lead to issues of
trust as solutions fail to meet managers' expected results (Shrivastav, 2023).
Misaligned objectives for AI solutions is another issue that is caused by a lack of
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understanding of AI in the organization. While a solution may be optimal from a
high-level strategic perspective, it may not be optimal on a tactical level. These
conflicting interests in the organization make the implementation of AI solutions
harder and require collaboration across levels (Shrivastav, 2023).

In general, organizations need to invest heavily in upskilling the entire workforce
in regard to AI (Beauchene et al., 2023). The main difference between
organizations with successful AI operations and those without, is that successful
firms have significantly advanced their employees skills and attitudes toward AI.
These firms are less likely to experience a shortage of AI-related talent, less likely
to experience issues due to fear of AI, and have a smaller generational gap
regarding employee preparedness (Ångström et al., 2023). The best way to
approach upskilling is through fast iterations of early proof of concepts and pilot
projects to create awareness of AI potential. This can be supplemented with
traditional education, training, and workshops to provide additional knowledge
about the subject (Ångström et al., 2023).

2.5.2.2 Measuring return on AI investment

Implementing AI requires high upfront investment, especially for companies that
lack the technical infrastructure and knowledge needed to support the
development. This, in combination with that AI solutions generally do not produce
direct financial value in early implementation, means that organizations with
limited resources may be hesitant to implement AI (Enholm et al., 2022). As
mentioned earlier in this article, measuring AI success can be done in several
ways, including technical, financial, and business-related measures (Studer et al.,
2021). While some AI solutions, such as recommendation engines or customer
service chatbots, may provide direct financial benefits, others are long-term
initiatives and may not be measurable using traditional KPIs. Instead, companies
can use productivity measures to value the impact of AI solutions (Borges et al.,
2021). Such measures could cover process efficiency, insight generation, and
business process transformation. However, the literature does not clearly define
how to assess the return on investment for AI solutions concerning these measures,
generally recommending a case-by-case approach (Enholm et al., 2022). In
summary, a lack of clear KPIs that measure AI solutions' impact on financial
performance can be an issue when determining if a solution should be
implemented. This is especially true for organizations that lack the resources to
run multiple small pilot projects without capturing the value of each.

2.5.2.3 Responsibility
The adoption of AI in the organization raises a challenge regarding responsibility
for the actions and decisions made by the AI systems. Responsibility and
accountability are mentioned as critical factors to consider when implementing AI
in organizations, both because the impact of malfunction can be detrimental and
also because a lack of trust in AI can stall progress (Merhi, 2023). The lack of
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policy regarding the responsibility and accountability of AI systems has already
affected large companies. For example, Air Canada recently lost a case in court
where an AI chatbot had wrongfully given customers a refund for their air tickets
(Garcia, 2024). While the Air Canada case did not result in large sums, the
implication is that companies considering using AI solutions need to think about
who is held responsible for the decisions made by the AI. According to Solaiman
(2023), in the case that an AI system harms or is connected to harming people,
who or what is to be held accountable is still unclear.

Recently, the European Commission introduced a proposal for an AI act similar to
the previously introduced GDPR act, setting a general policy for the use of AI in
organizations. The act sets specific measures of AI risk, divided into solutions with
minimal risk, high risk, and unacceptable risk. The act holds the organization fully
responsible for the impact of the AI solution, and companies failing to comply
may be penalized with up to 7% of worldwide annual turnover (European
Commission, 2023). The AI act highlights the importance for organizations to
create clear policies for how to manage AI usage and what solutions are built. This
needs to be done across the whole organization and includes both high-level
managers and employees (Blackman & Vasiliu-Feltes, 2024).

2.5.3 Cultural Challenges

Out of the challenges that organizations face when implementing AI, cultural
challenges are some of the most prominent. The most common challenges related
to company culture are employee’s fear of AI replacing jobs as well as a reluctance
toward data-driven decisions (Ångström et al., 2023).

2.5.3.1 Fear of AI

Implementing AI in organizations can create fear and resistance from personnel,
for example, due to fears of new technologies disrupting well-established practices
(Arslan et al., 2021). The views on whether this will be the case are conflicting.
Dwivedi et al. (2023) suggest that AI could automate many low-skilled or
repetitive jobs, potentially making certain skills obsolete. Zarifhonarvar (2023)
quantifies this impact, estimating that 32.8% of the workforce might experience a
complete replacement of their work by GenAI, while 36.5% may face a partial
impact, leading to changes in some tasks. Among project managers, 76% expect
AI to significantly impact the profession in the coming three years (Nilsson et al.,
2024). Atkinson (2016) takes a slightly opposing view and says that while
technology may disrupt the way we work, it is not likely to eliminate jobs
completely. Independent of view, everything indicates significant changes across
organizations and industries with AI adoption. While this shift might lead to more
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creative or different roles in the workforce, there's a lingering concern about AI
replacing human jobs.

To deal with the fear of AI, Ångström et al. (2023) propose taking a change
management approach centralized around upskilling employees and creating fair
expectations. Key initiatives mentioned are running workshops and specific
training, promoting skills development in AI, and changing current work routines.
To drive interest among employees, Ångström et al. (2023) suggest that proof of
concepts (PoCs) and demos are central to proving the potential value of AI and
increasing the pace of adoption in the organization.

2.5.3.2 Creating a data-driven culture

The next cultural challenge regards employees' attitudes toward making decisions
based on data. Ångström et al. (2023) mention that a common issue when
implementing AI is employees' skepticism towards the model results when they
disprove their intuition. It is not uncommon that decision makers prefer an
intuitive approach over recommendations from data, even when they would
benefit from a more data-driven approach. This is commonly mentioned as an
issue for organizations that aim to become more data-driven in general, where
employees' attitudes towards data is the main driving factor for successfully
becoming data-driven (Berntsson Svensson et al., 2020). That decisions are made
based on “gut instinct” and feelings is a very common issue among companies that
aspire to be data-driven (Berntsson Svensson et al., 2020). This is especially
relevant for project management, where the nature of projects leads to a lack of
data and where decisions commonly rely on the experience and instinct of the
project manager (PMI, 2021). To solve the issue of intuitive decision-making,
Berntsson Svensson et al. (2020) suggest that companies can replace subjective
decisions with AI and machine learning methods where applicable. While this can
work in some instances, there are several issues related to this, for example, as
shown by the Air Canada incident (Garcia, 2024).

A common issue when building a data-driven culture within organizations is a lack
of trust in data (Berntsson Svensson et al., 2020), which will also be reflected in
the trust in AI solutions. Lack of trust in data can be reflected both in a lack of
trust in the quality of input data as well as the trust in the output of an analytical
model. Lack of trust in the input data may be a result of poor data management
both internally and externally (Berntsson Svensson et al., 2020). As mentioned in
previous Section 2.5.1.4, data management is a common issue in organizations and
something that should reasonably lead to a healthy skepticism toward the quality
of data (Tran, 2023; Ångström et al., 2023). However, it is also common to have a
lack of trust in the output of analytical models, especially if the output contradicts
the instinct of the decision-maker (Passi & Jackson, 2018). This could potentially
lead to wrong decisions being made or analytical recommendations being ignored
(Berntsson Svensson et al., 2020). Managing the balance of a healthy dose of
skepticism and ignoring analytical results because they are counterintuitive is best
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done by fostering an open culture around data, as well as educating
decision-makers on the potential upsides and downsides of using analytical models
(Passi & Jackson, 2018). This goes hand in hand with improving the explainability
of models (Gill & Kaur, 2023), as well as educating the workforce in AI solutions
(Beauchene et al., 2024).

2.5.4 Environmental Challenges of Implementing AI

The environmental impact of AI is a complex issue. Neslen (2021) highlights AI's
potential to mitigate environmental disasters and enhance energy efficiency, but
this comes with significant computational demands. This demand is explained by
Strubell et al. (2019), who emphasize the high energy consumption of training
large AI models. According to Statista, the energy consumption of training GPT-3
reached 1250 Megawatt hours, the equivalent of the monthly energy consumption
of 1500 American households (Statista, n.d.; Nussey, 2023). GPT-4 is estimated to
have used six times as much energy to train as GPT-3 (TRG Datacenters, 2023).
This showcases that energy consumption is likely to become an important aspect
when building large-scale foundation models in the future. To solve this, Patterson
et al. (2021) highlight the importance of selecting green data centers for training
AI and also call for transparency in reporting the environmental footprint of AI
systems. The environmental impact of training LLMs from scratch is not
necessarily directly relevant to organizations leveraging foundation models for
enterprise use cases since the marginal energy consumption from API calls to
foundation models will be minimal (Kaspersen, 2023). On a larger level, Bender et
al. (2021) underscore the uneven impact on marginalized communities affected by
AI. These groups are less likely to access AI's advantages due to economic and
technical constraints, yet disproportionately bear the brunt of climate change's
adverse effects. While the environmental effects of AI will likely not be a top
priority for organizations, it is important to keep in mind the downstream effects of
scaling the technology, as models will continue to require more energy as they
become more advanced (Patterson, 2021).
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3. Method

This thesis adopts a tailored framework to identify, prioritize, and implement AI
solutions. The development of this framework is grounded in an approach that
includes theoretical research, discussions with domain experts at Tetra Pak, and
the adaptation of pre-existing frameworks. By integrating established
methodologies with current academic literature, a framework is tailored to
leverage AI technologies effectively in project management settings.

3.1 General Overview of Work

The work of this thesis was split into three phases. See Figure 3.1 for an outline of
the phases. Phase one included a wide literature study focused on developing a
framework that could be used to identify and prioritize what AI solutions should
be implemented first in the processes of the CAPEX implementation team at Tetra
Pak. Phase one also included research about the current use of AI in project
management in general, as well as what challenges are related to the
implementation of AI in project management. Phase one laid the foundation for
the subsequent steps of the thesis, and the findings are presented in Section 3.2.

Phase two included applying the relevant frameworks from phase one to the
processes of the CAPEX implementation team at Tetra Pak. This was done in close
collaboration with Andreas Wickman, project manager within the team. The first
part of this phase was the identification of areas with AI potential using the
task-based approach proposed by Brynjolfsson & Mitchell (2017). This part was
divided into several meetings where the authors and Andreas went through all
tasks related to his work as a project manager and identified the tasks with the
potential to be augmented by AI. The second part was done using the WSJF
approach proposed by Reinertsen (2009). It was similarly done over several
meetings, where all identified tasks were scored and ranked according to the
framework.

Phase three included the development of two demos based on the prioritization
from phase two. This phase was structured using the CRISP-ML(Q) framework
proposed by Studer et al. (2021). It included creating business and data
understanding related to the task, data preparation relevant to the demo as well as

40



building the demo. Each iteration of the demos was tested against domain experts
at Tetra Pak and updated according to the feedback provided.

Figure 3.1: General process of work

3.2 Literature Study

In the literature study, scientific databases, IEEE Xplore, arXiv, Scopus, and
ScienceDirect were used to retrieve relevant information. During the initial search,
plenty of articles on AI were found, but specific information on project
management, especially at the intersection between AI and project management,
was lacking published research. To fill this gap, and to narrow the otherwise wide
approach, other sources were needed. PMI is a nonprofit organization for project
managers that has developed standards and best practices for the field. We chose to
use their PMBOK, which is recognized by the American National Standards
Institute (ANSI, 2024), to find standards for our work. PMI is a global
organization, and we have been in contact with their Swedish division and also
interviewed Marly Nilsson, project manager at PMI. She contributed with ideas
and ensured that our methodology adhered to PMI’s standards for project
management.

During the period this thesis was written, several new studies on the subject were
published. Notably, PMI released two reports: "Artificial Intelligence and Project
Management: A Global Chapter-Led Survey" (Nilsson et al. 2024), and
"Navigating AI in Project Management" (Nilsson et al. 2024b), the latter of which
included and highlighted the framework developed and discussed in this thesis.
These reports underscore the emerging nature of this topic and its current lack of a
stable foundation in the academic literature.
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The approach in this thesis was based on research questions aimed at identifying
critical areas within the project management process. We then prioritized these
areas based on their potential for AI application and developed methods to
implement AI solutions to maximize positive impact. We divided the main
questions into sub-questions, and for each, we identified best practices and
frameworks through database searches and discussions with Tetra Pak. In many
instances, specific research and frameworks directly relating to AI in project
management were unavailable. Consequently, we adopted frameworks from
similar contexts in other industries, applying these insights to the field of project
management. This cross-industrial approach allowed conclusions and the
possibility of tailored AI applications to project management.

AI tools were used sparingly throughout this thesis. In the initial phase, ChatGPT
was used to get a basic understanding of the topics related to AI in project
management. Gemini was also used for a number of specific research tasks, such
as listing the most common foundation models and similar. Later, ChatGPT was
used to structure the reference list by asking it to format the reference using the
Harvard system of reference. However, this failed completely as ChatGPT
included names of authors that were not included in the article. We thus had to
redo this part manually later. For the most part, the work in this thesis has been
completed in a traditional manner without the help of AI tools.

3.3 Identification and Prioritization of Tasks

The work of a project manager needs to be analyzed to identify possible areas
where AI solutions can be implemented. As mentioned in Section 2.3.1, it is
possible to segment the work of a project manager into different tasks, where all
the tasks should cover everything done in the day-to-day work. This segmentation
is accomplished in collaboration with a project manager, resulting in a
comprehensive inventory of these tasks.

The subsequent step involves assessing the potential for an AI solution
implementation within each task. The assessment is guided by a set of criteria
derived from Section 2.3.1, drawing on insights from Brynjolfsson & Mitchell
(2017), which includes an assessment of criteria for machine learning and Weisz et
al. (2024) which highlights how GenAI differs from machine learning and how
this may introduce new potential for AI solutions. Based on this, the following
criteria were used to determine where it is suitable to implement AI in project
management:

● The task has a lot of data related to it

42



● Knowledge about the task is thoroughly documented and can be accessed
by an AI solution

● The task does not require a high degree of interpretability as to how
conclusions have been made

● The effect of an error is not critical to project success

The subsequent stage involves ranking the identified tasks in terms of their
implementation priority. Although each task has been recognized as a potential
candidate for AI integration, determining the sequence for undertaking these AI
projects is crucial. As outlined in Section 2.3.2, the weighted shortest job first
(WSJF) method is an accepted strategy for prioritizing product development
within agile frameworks (Reinertsen, 2009). Reinertsens approach was adapted for
managing AI projects, aiming to prioritize tasks based on multiple factors. A
customized version of this method is proposed, diverging from its traditional
application in product development and instead tailored to the integration of AI
solutions within project management. This adaptation is represented in Eq. (3),
focusing on two primary variables: the magnitude of the business impact generated
by the AI solution, the project impact, and the resource investment required for its
implementation, the task size.

(3)𝑤𝑠𝑗𝑓 =  𝑃𝑟𝑜𝑗𝑒𝑐𝑡 𝑖𝑚𝑝𝑎𝑐𝑡
𝑇𝑎𝑠𝑘 𝑠𝑖𝑧𝑒

It is essential to define the two variables to effectively apply this prioritization
framework. In a personal interview with domain expert Andreas Wickman at Tetra
Pak, Eq. (4) and Eq. (5) defined the project's impact and the task's size.

Project impact = Financial impact + Time impact + Risk impact (4)

Task size = Technical complexity + Data requirements (5)

In an attempt to make this framework cover all potential areas, a final dimension
of data availability is added to the equation, as shown in Eq. (6). Each dimension
in the formula is explained in Table 3.1.
Table 3.1: Different dimensions that affect the prioritization score

Dimension Short description

Financial impact How important the task is for the financial end result including cost and
revenue potential

Time impact How much time is currently spent on the task by the project team

Risk impact How much risk, both financial and technical, is associated with the task

Data availability How much data that is currently available for the task
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Technical complexity Assessment of implementation complexity. Availability of off-the-shelf
solutions leads to a low score, bespoke solutions lead to a high score.

Data requirements How much and how good data is needed to implement the AI solution
for the specific task

wsjf = (6)𝐹𝑖𝑛𝑎𝑛𝑐𝑖𝑎𝑙 𝑖𝑚𝑝𝑎𝑐𝑡 +  𝑇𝑖𝑚𝑒 𝑖𝑚𝑝𝑎𝑐𝑡 + 𝑅𝑖𝑠𝑘 𝑖𝑚𝑝𝑎𝑐𝑡 + 𝐷𝑎𝑡𝑎 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦
𝑇𝑒𝑐ℎ𝑛𝑖𝑐𝑎𝑙 𝑐𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 + 𝐷𝑎𝑡𝑎 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠

Reintsern (2009) discusses the challenges in quantifying dimensions but advocates
for a relative approach by gathering domain experts to estimate these values. In
this case, it is challenging to refer a quantitative measure to the dimensions (such
as assigning an exact value to the financial impact a task has on the end result of a
project). Instead, each dimension is graded in collaboration with a project
manager, which gives merit to the final ranking of the framework. To make the
model quantifiable, each dimension needs to be assigned a numerical value. In an
attempt to make balance the interpretability of the application of the framework,
each dimension is assigned a value of Low, Moderate, or High, which are in turn
translated to values of 1, 2, and 3 respectively. These values are then used in Eq. 6
for the WSJF score. This approach allows the model to be quantified effectively.

3.4 Implementation of Prioritized Solutions

Following the identification and prioritization phases, the two tasks with the
highest WSJF scores were used to develop demos for how AI can be used to
augment the tasks. This step aligns with the principles outlined in Section 2.3.3
under the CRISP-ML(Q) framework, which provides a systematic approach to
implementing AI solutions. Detailed discussions on the implementation for each of
the AI solutions are described below with the CRISP-ML(Q) framework as a
starting point.
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4 Application of Frameworks

This section covers the applications of the task division approach to identifying
tasks with AI potential, the weighted shortest job first framework for prioritizing
AI solutions, and the CRISP-ML(Q) framework for implementing prioritized
solutions.

4.1 Identification and Prioritization

This step includes the identification of tasks suitable for AI applications and the
prioritization of identified tasks. Based on all tasks of a project manager at Tetra
Pak, the tasks that completely lack AI potential are excluded from further
evaluation based on the criteria outlined in Section 3.3. For example, the tasks of
product verification, product validation, and agreement on high-level scope consist
of interpersonal communication and relations and do, at this moment, lack AI
potential at Tetra Pak. This is logical, given that they are not related to any form of
documentation or data, they require a very high degree of explainability of
conclusions, and the effect of an error in these steps would be critical to project
success. In a personal interview with domain expert Andreas Wickman at Tetra
Pak, they were thus excluded from the subsequent steps. See Table 4.1 for the full
list of tasks.
Table 4.1: List of tasks for a project manager. Each task is described broadly rather than in
detail.

Task Short description

Verification & Validation Oversee the completion of product verification and
validation processes to ensure that the project meets
standards.

Agreement on high-level scope Securing consensus among key stakeholders on the
project's overarching objectives and deliverables.

Identify parallel projects Identify other ongoing projects within the company that are
occurring simultaneously and may have intersections.
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Assign project members

Open new project

Review resource availability

Review and update budget

Predict travel cost

Predict installation and
commissioning

Predict contingency amount

Create and update risk register

Review expert question list

Create transport
documentation

Allocating specific roles and responsibilities to form a
project team

Initiate a new project by setting it up in the company's
project management system.

Assess the current availability of personnel, equipment, and
materials required.

Review and update the budget with the latest financial
information.

Estimate the expenses related to travel for project team
members, including transportation and accommodation.

Forecast the costs and time required for setting up and
initializing the project's deliverables.

Forecast the need for a contingency amount in the budget to
cover potential risk-related costs

Compile a comprehensive list of potential project risks,
their impact, and mitigation strategies to manage them
effectively.

Evaluate a compiled list of inquiries to be addressed by
subject matter experts, ensuring all critical project
questions are covered.

Prepare all necessary documents for the transportation of
project materials or equipment, ensuring compliance with
legal and safety standards.

Note: The information is designed to represent the common tasks but does not precisely mirror or
replicate the practices at Tetra Pak.

Next, Eq. (6) was applied to all tasks with basic AI potential from Table 4.1. Each
dimension in Table 3.1 was considered during a personal interview with project
manager Andreas Wickman, who assigned a ranking of low, moderate, or high to
each dimension. These rankings were then translated to numerical values of 1, 2,
and 3 to be used in Eq. (6). Although this process is not an exact science, it relies
on Andreas's expertise to provide a quantifiable method for generating a WSJF
score for each task. This score effectively determines their priority order. The
outcomes of this prioritization, including the WSJF scores and the ranked
sequence of tasks, are compiled and displayed in Table 4.2. This systematic
approach ensures a transparent and data-driven method for establishing the order
in which AI solutions should be implemented, aligning project execution with
strategic objectives.
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As Table 4.2 below shows, the tasks of reviewing and updating the budget, as well
as creating and updating risk registers, received the highest WSJF score. While
these show the combined highest potential of implementation when weighing the
effort required to implement each solution, it is also highly relevant to consider the
tasks with a high project impact that received a low WSJF score due to a large task
size and/ or low data availability. Examples of such tasks are to “create transport
documentation”, “predict contingency,” and “predict travel costs”. All of these
were considered strong candidates for AI implementation and were all determined
to have a high impact on project success either through large financial, time, or
risk impact.

Creating transport documentation could have been automated using GenAI, where
an LLM would be given access to relevant information regarding customs in
different countries. However, it was determined that creating such a solution
would be too complex for the scope of this thesis since it would have required
collaboration with too many different stakeholders and a significant technical
effort.

Predicting contingency and travel costs were both identified as key parts of
managing project costs. Both of these could potentially have been achieved using
traditional machine-learning approaches and historical project data. However,
several issues were identified that made such an approach unfeasible. Currently,
project data is stored in different databases and there is a lack of standards as to
how data is stored, making the collection of data challenging. For contingency
data, the data is not stored locally, and each factory has different ways of storing
and managing contingency costs. Had the data been stored locally and easily
accessible, these tasks would have received a significantly higher ranking.
Table 4.2: WSJF scores and priority ranking for the tasks of a project manager at Tetra Pak.

Task Financial
impact

Time
impact

Risk
impact

Tech
comp.

Data
req.

Data
availab. WSJF Score

Review and
update
budget

Mod High Low Mod Low High 3,0

Create and
update risk
register

Mod Mod Mod Mod Low High 3,0

Open new
project Low Low Low Low Low Mod 2,5

Review
resource
availability

Low Mod Low Low Low Low 2,5

Create
transport

Mod High High High Mod Low 1,8
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documentatio
n

Predict
contingency High Low High Mod High Low 1,6

Assign
Project
members

Mod High Mod Mod High Low 1,6

Predict travel
cost Mod Mod Mod High Mod Mod 1,6

Predict
installation
and
comissioning

Mod Mod Mod High Mod Mod 1,6

Review
expert
question list

Mod High Low High High Mod 1,3

4.2 Process for Building Demo Solutions

This section covers the steps of applying the CRISP-ML(Q) framework to the two
identified tasks with the highest priority scores.

4.2.1 Implementation of Demo - Review and Update Budget

Building upon the findings from previous analysis, it was determined that the
process of reviewing and updating the budget is a task that stands to have potential
benefit from the integration of AI solutions. To initiate the use of AI in the budget
processes, an initial PoC solution was built using the CRISP-ML(Q) framework.

4.2.1.1 Business understanding
The first phase of the process builds upon the previous analysis that this has the
potential of a successful AI solution. Currently, quotations from different suppliers
have been received in PDF format with different layouts and styles. The different
layouts make it hard to extract information in a standardized way, leading to
manual extraction of information. Each project has quotations from several dozen
suppliers which makes this a time-consuming task. The current workflow consists
of receiving quotations and then manually extracting the needed information and
manually inserting it into an Excel as described in Figure 4.1.
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Figure 4.1: The current workflow.

Initial estimations showed that the project team currently spends approximately
4000 hours per year on this task. To automate this process would lead to
significant productivity gains and make time for more value-adding activities.
Initially, the proposed way of resolving the issue was to use an AI model to extract
the relevant information from each quotation. The proposed workflow is described
in Figure 4.2.

Figure 4.2: The possible workflow with an AI solution.

4.2.1.1.1 Calculating ROI for the solution
To give an understanding of the business impact of the solution, the potential net
present value (NPV) and the potential payback period of the solution were
calculated. To make the calculation, data on the costs of running the model were
collected from OpenAI (2024), along with the man-hour costs of building the
solution which are based on internal discussions with stakeholders at Tetra Pak.
The potential cost savings of implementing the solution rely on full utilization of
the model by the project managers. In extension, this assumption means that all the
time saved by the model will result in created value, something that is not
necessarily true. It is a somewhat simplified assumption, and cost savings would
likely start lower and increase over time as utilization of the AI model would
improve. Thus, the terms potential cost savings, potential net present value and
potential payback period are used in the description of the financial model to
signal the uncertainty of its results. A less optimistic scenario of 50% model
utilization is also included for reference in the results. General assumptions made
in the financial model are:
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● Total potential cost savings stay equal for the entire period of the financial
model

● Man-hour costs are kept equal from year 1 and onwards
● Development costs are kept equal from year 1 onwards
● Runtime costs are kept equal for all years
● Any infrastructure costs related to hosting the solution are absorbed by the

larger organization and not included in the financial model
● A 10% discount rate is used for all calculations

4.2.1.2 Data understanding
The budget is a document in XLSX format (Excel) where cost information from
quotations is stored. Today, the majority of information that is to be inserted in the
budget comes from quotations that are documents in PDF format. Data needs to be
transferred from unstructured PDFs to structured XLSX-files. Today, this is a
manual task, but with the help of an AI solution, this may be solved automatically
if the model can understand the unstructured PDF by extracting the correct data.

4.2.1.3 Data preparation
PDF is an efficient way to store a visual representation of a document, but the
format is hard to work with if the goal is to extract structured parts of the text
(Budhiraja, 2018). In this use case, the PDF documents cannot be processed
directly by an AI solution, so the data needs to be extracted from each file.
Different software can be used to extract the information. In an evaluation by
Wiechork & Charão (2021), the usage of PDFminer was evaluated to be a working
solution for extracting text. PDFminer extracts the text directly from the source
code of the PDF (Marsman, 2024). In the demo, this was used to extract the
information.

The next step in preparing the data was to clean the extracted text data. Irrelevant
information, such as names and addresses, was changed to mock data or cleaned
using a Python script.

The final step was to use the extracted and cleaned semi-colon-separated string
and insert it into Excel. For this process, a Python script was used that consists of
two main functions to handle and integrate data from a semi-colon-separated string
into an XLSX file using the Pandas library. The first function transforms a string
into a Pandas DataFrame and assigns predefined column names to the DataFrame.
The second function inserts this DataFrame into Excel. It first attempts to read
existing data from a specific sheet, combines it with the new data, and writes the
result back.
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4.2.1.4 Modeling
Based on Section 2.2.1, the use of GenAI should be a viable means to solve this
use case. Since the quotations differ between suppliers and are highly
unstructured, other, perhaps simpler, models would likely struggle to extract the
relevant information. The need to form a high-level understanding of the quotation
to draw conclusions on what information should be extracted is something that
only GenAI can currently manage. A concrete example of GenAI used in this
context is given by Ramachandran et al. (2024), who describes the possibility of
automating data management processes using GenAI.

As noted in Section 2.2.4, a foundation model may need to be adjusted for the
particular use case. In this scenario, the task requires high output precision, and the
format needs to be able to be transferred to Excel. To achieve this behavior, a
combination of prompt engineering and fine-tuning were deemed the most likely
methods of adjusting the foundation models to the use case. The modeling was
done in several iterations, with each iteration evaluated for its accuracy of results,
as presented in Section 5. All iterations are presented in the following sections.

4.2.1.4.1 Attempt 1 - forming a baseline model
In the initial attempt, the foundation model GPT-3.5-Turbo was used due to its
robust performance and free availability (OpenAI, 2023). A simple prompt was
crafted to extract the relevant information and form a baseline performance of the
model. This prompt was specifically utilized to capture the precise data fields
required for transformation from the quotation. For the initial testing, only one
supplier's quotations were used to build and test the model. The overall
architecture of the first two attempts is presented in Figure 4.3. The prompt for
attempt 1 is presented below:

- Prompt 1.0:
The Quotation contains information about items that need to be extracted.
The task is to extract information from the Quotation and output it as CSV.
The CSV should have the format as follows where each row must contain
12 elements.

[insert quotation number];[insert supplier];[insert item ID];[insert item
description];[insert quotation date];[insert period of validity];[insert
price];[insert discount];[insert unit price after discount];[insert currency
];[insert quantity];;;

“”” Extracted Text”””
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The outcome of this prompt was encouraging, though the output demonstrated
variability across different model runs. This inconsistency may be attributed to
technical challenges such as hallucinations and the inherent variability of GenAI
models, as discussed in Section 2.5.1.3 and Section 2.2.1.

Figure 4.3: Overall architecture of the initial solution

4.2.1.4.2 Attempt 2 - Improved prompt
To enhance the accuracy, the prompt underwent multiple revisions to more closely
align with the desired result. Key modifications included specifying the output
content and format, altering the desired content, and incorporating specialized
instructions tailored to the task at hand. The revised prompt is presented below:

- Prompt 2.0:
The Quotation contains information about items that need to be extracted.
The task is to extract information from the Quotation and output it as a
CSV. If the information is not available, insert N/A. If there are several
items in the Quotation, please provide the information for all items and
add them to the CSV output as follows
Each item should be separated by ;;; and a new line and the columns are
separated by ;.
The CSV output should have the format as follows where each row MUST
contain 12 elements & should not be surrounded by "" & and you should
not include the column names in the output:

[insert quotation number];[insert supplier];[insert item ID];[insert item
description];[insert date in format: YY/MM/DD];[insert the latest date in
the validity period in format YY/MM/DD];[insert original price per
item];[insert discount, if no discount found, set to 0%];[insert price per
item after discount, if you don't find any discount, set this to the same as
original price per item];[insert currency in format ISO 4217 (e.g. USD,
EUR, SEK etc.)];[insert quantity];[insert category based on below];;;

Category should be:
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1. Spare parts if spare parts are mentioned in the item description.
2. Installation if installation is mentioned in the item description.
3. "Material 0010" if not installation or spare parts.

“”” Extracted Text”””

The results obtained from the revised prompt demonstrated a notable enhancement
in accuracy, though still far from the desired output.

4.2.1.4.3 Attempt 3 -Introducing more advanced models
To further refine the model, the subsequent step involved fine-tuning the
GPT-3.5-Turbo foundation model, as well as testing the previous prompt using the
more advanced foundation model GPT-4. As detailed in Section 2.2.6, fine-tuning
is particularly advantageous for models requiring high output precision or specific
output formats, both of which are crucial for this task. To fine-tune
GPT-3.5-Turbo, the OpenAI user interface was used. There, examples of ten
quotations from the same supplier and the corresponding ideal output, along with
ten synthetic quotations and their corresponding ideal outputs, were uploaded. The
synthetic training samples were created using GPT-4 with one of the real
quotations as a source of truth, see Appendix A for an example of a synthetic
training sample. The model was then fine-tuned in the OpenAI interface on the
additional data, with the assumption that it would be better at identifying the
correct information from the quotations.

Both the fine-tuned GPT-3.5-Turbo and GPT-4 showed significant improvements
compared to the previous models. For the single supplier, the performance of the
fine-tuned model slightly beat that of GPT-4, showing that a smaller fine-tuned
model can beat a larger, more advanced version, in line with the findings of Shin et
al. (2023). These results were presented to key stakeholders at Tetra Pak, and the
decision was made to further improve the model to make it usable for several
different suppliers.

4.2.1.4.4 Attempt 4 - Applying the models to multiple suppliers
In Section 4.2.1.4.3, it was made clear that the initial PoC could handle quotations
from a single supplier, leading to a preliminary acceptance of the approach.
However, the challenge of generalizing the solution to accommodate multiple
suppliers remained unresolved. To move forward, a closed and completed project
with quotations from 20 different suppliers was used to establish an application.

The initial approach involved utilizing the fine-tuned model together with the
highest-scoring prompt from previous experiments. However, this approach
yielded suboptimal results when the model was presented with quotations from
suppliers other than the one it was fine-tuned on. Next, the model based on GPT-4
was applied to the full project quotations, which gave a significantly better score
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than that of the fine-tuned model, even though the accuracy was still lower than
that of the models applied to a single supplier.

4.2.1.4.5 Attempt 5 - Building individual prompts for each supplier
An issue with applying one single model and prompt to several suppliers was that
the different suppliers had widely different structures of quotations and used
different language for the same things. This raised the idea to introduce individual
prompts for each supplier and let the model identify which prompt to use based on
which supplier the quotation belonged to. This could then also be extended to
fine-tuning separate models for each supplier if needed. The overall structure of
the refined model is presented in figure 4.4.

Figure 4.4 - Prompt hierarchy for refined model

To illustrate the variations between different prompts, two examples are provided
below. The prompts are shortened in the section where the output is specified; in
the application three fields of output are used to impose the model to generate a
complete list of items, rather than restricting its response to only the initial item.
The two prompts are modified to address specific differences between the
suppliers and their quotations. For instance, the two suppliers are using different
phrases to describe prices and quantities. For one of the suppliers, it was required
to stipulate that items sharing the same item ID should be listed in separate rows.
Additionally, certain information had to be specified due to missing information.
For example, if an item lacked an item ID, the quotation's ID was used in its place.
These adjustments were made to resolve recurring issues when interacting with
this particular supplier.

- Prompt for Supplier X:
The Quotation contains information about items that need to be extracted.
The task is to extract information from the Quotation and output it as a
CSV. If the information is not available, insert N/A. If there are several
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items in the Quotation, please provide the information for all items and
add them to the CSV output as follows
If two items have the same item id, please add the information for the
second item in the next row of the CSV.Where each item is separated by ;;;
and a new line and the columns are separated by ;.
The CSV output should have the format as follows where each row MUST
contain 12 elements & should not be surrounded by "" & and you should
not include the column names in the output:

[insert quotation number];[insert supplier];[insert item ID, if no ID
available, use Quotation number];[insert item description, if no
description available, use quotation number];[insert date in format:
YY/MM/DD];[insert the latest date in the validity period in format
YY/MM/DD];[insert original unit price per item];[insert discount, if no
discount found, set to 0%];[insert unit price per item after discount, if you
don't find any discount, set this to the same as original unit price per
item];[insert currency in format ISO 4217 (e.g. USD, EUR, SEK
etc.)];[insert quantity];[insert category based on below];;;

Category should be:
1. Spare parts if spare parts are mentioned in the quotation.
2. Installation if installation is mentioned in the item description.
3. "Material 0010" if not installation or spare parts.

“”” Extracted Text”””

- Prompt for Supplier Y
The text below marked as "Extracted text" has been extracted from a PDF
that is a Quotation.
The Quotation contains information about items that need to be extracted.
The task is to extract information from the Quotation and output it as a
CSV.
If the information is not available, insert N/A. If there are several items in
the Quotation, please provide the information for all items and add them
to the CSV output as follows
If two items have the same item id, please add the information for the
second item in the next row of the CSV.
Where each item is separated by ;;; and a new line and the columns are
separated by a semicolon.:
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There is a data cell in the text that contains Lead Working Days, avoid this
column.

The CSV output should have the format as follows where each row MUST
contain 12 elements & should not be surrounded by "" & and you should
not include the column names in the output:

[insert quotation number];[insert supplier: Supplier Y];[insert item No, if
no item No available, use Quotation number];[insert item description, if
no description available, use quotation number];[insert date in format:
YY/MM/DD];[insert the latest date in the validity period in format
YY/MM/DD];[insert unit price];[insert: 0%];[insert unit price];[insert
currency in format ISO 4217 (e.g. USD, EUR, SEK etc.)];[insert quantity
per batch];[insert category based on below];;;

Category should be:
1. Spare parts ONLY if spare parts are mentioned in the item description.
2. Installation if installation is mentioned in the item description.
3. "Material 0010" if not installation or spare parts.

“””Extracted text”””

The implementation of unique prompts for each supplier led to an almost perfect
accuracy, suggesting the potential for achieving comparable high performance
across the entire project that was previously only attainable with a singular
supplier focus. This approach demonstrates the feasibility of tailoring prompts and
models to enhance accuracy across diverse supplier quotations.

4.2.1.5 Evaluation
The success of the application can be measured very straightforwardly by
measuring the accuracy as the number of correctly mapped fields compared to the
true budget divided by the total number of fields. This was then cross-evaluated
with relevant personnel at Tetra Pak to evaluate the less exact fields of the output,
such as “Item Description”, where the output did not have a clearly defined ground
truth. Table 4.3 gives an overview of the type of fields present in the budget used
to determine the accuracy score for each iteration.
Table 4.3: Budget fields

Budget field Description

Quotation number Unique identification of quotation
Supplier name Name of supplier
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Item ID Unique ID of a specific item in quotation
Description
Quotation date
Period of validity
Original Price
Discount
New Price
Currency
Quantity
Exchange rate

Short description describing the item
Date of quotation received
Date of when quotation is no longer valid
Price before discount
Discount for specific item
Price after discount
Currency specified in the quotation
The number of items in each row
The rate of exchange for the currency when the quotation is
received

With some exceptions, each item ID corresponds to one row in the budget. For
items of large quantities and low prices, items may be grouped into one row to
keep the budget from being too large. For the calculation of accuracy, each item ID
is considered a separate row.

4.2.2 Implementation of Demo - Risk Register Support

The process of handling the risk register also received a high WSJF score and
could be a possible candidate for augmentation with AI. To initiate an AI solution,
a demo was developed using the CRISP-ML(Q) framework.

4.2.2.1 Business understanding
Managing the risks of a project is a critical part of the job of a project manager
(PMI, 2017). As identified in Table 4.2, a project manager at Tetra Pak spends
significant time on creating a so-called risk register, containing all the risks
associated with the project. In a discussion with project managers at Tetra Pak, it
was determined that a chat assistant that could reason about risks in a project and
make recommendations on how to mitigate risks based on past project knowledge
could potentially augment the project managers' experience. As it currently stands,
each project manager creates an Excel document containing all possible risks of a
new project along with mitigation strategies for each risk at the start of a project.
This Excel document is then updated and referenced throughout the project to
support decision-making related to risks. In an ideal scenario, this would be
replaced by a chat-GPT-like assistant that has access to all past projects and their
corresponding risks and mitigations, which would serve as a risk assistant to the
project manager. The ideal setup is outlined in Figure 4.5.
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Figure 4.5: Ideal solution of risk register assistant

To test the value of an AI risk assistant, it was determined to build an assistant
based on one single risk register as an early PoC.

4.2.2.2 Data understanding
The key to making an AI solution for risk register work was determined to be that
the data provided is sufficient to cover the necessary risk-related knowledge.
Currently, all risk registers are stored as Excel files for each project, and they are
created independently by project managers. This presents a challenge, as discussed
in Section 2.5.1.4, since there is no ground truth for how a risk register should be
structured and what risks and mitigations are included. Another challenge is that
risk registers are distributed across projects, meaning that it is not directly
available and must be collected manually to be included in the model. For the
initial PoC, a general risk register from which project-specific risk registers are
built was used.

4.2.2.3 Data preparation
As the general risk register used for the PoC was readily available, the data
preparation needed was minimal. To simplify the modeling steps, the Excel file
was extracted as a CSV file.

4.2.2.4 Modeling
As described in Section 2.2.7, RAG is better suited than fine-tuning when the
knowledge base referred to is updated often (Lewis et al., 2020). While the costs
of fine-tuning an LLM on all available risk register data would not be unfeasible in
terms of time and cost due to the limited amount of data, new risk registers would
be added to the database for each project. This indicates that a RAG architecture is
best suited.

The first step of the modeling phase was to create a vector database that could be
accessed by the LLM when answering questions. This was done using the
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LangChain library, as this is the most common and extensive tool for building
RAG applications (Nvidia, 2023). First, an embedding model responsible for the
vectorization of the risk data, and later the input from the user, was created using
the LangChain toolbox. Then, the CSV file containing the risks and mitigations of
the general risk register was embedded and vectorized to make the retrieval of
information efficient. Next, the vector database and embedding model were
connected to GPT-3.5 using LangChain. While a more advanced LLM like GPT-4
would likely produce better results, GPT-3.5 was used for the initial PoC due to its
simplicity of implementation and low cost.

4.2.2.5 Evaluation
RAG applications can be evaluated objectively by frameworks such as RAGAS
(Es et al., 2023) or subjectively by human evaluators (Tobin, 2024). Due to the
simplicity of the initial PoC, it was only evaluated by human evaluators at Tetra
Pak. While the PoC fulfilled the technical requirements and could successfully
respond to inquiries about risks and mitigations based on the available risk
register, the business potential of the solution was deemed less impactful than that
of the budget PoC. It was thus determined not to continue further with the solution
at this point. See Section 6 for a further discussion on why the business impact of
the solution is currently limited.
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5. Results and Analysis

This section presents the results obtained from the application of the methodology
described in Section 4. Specifically, for the budget demonstration, the results
include the accuracy scores obtained through the use of the developed software.
Additionally, a business case is presented, outlining the potential of the AI solution
within a practical business environment. This result with related analysis aims to
assess both the technical and the economic viability of the AI solution in a
real-world setting.

5.1 Budget Demo Results

The results from the first demo are presented in this section, along with
recommendations for future work and a business case of expected return on
investment for the solution. The results for each of the iterations of the solution are
presented in Table 5.1 below.
Table 5.1: Results of demo

Model version Accuracy Comment

Attempt 1 - GPT-3.5 Turbo (One
supplier)

50%

Attempt 2 - GPT-3.5 Turbo (One
supplier)

58%

Attempt 3 - GPT-4 (One
supplier)

94%

Attempt 3 - GPT-3.5 Turbo -
Fine-tuned (One supplier

96%

Attempt 4 - GPT-4 Turbo (Full
project) - one prompt

82% Includes only quotations that were readable by
the text extraction tool

Attempt 5 - GPT-4 Turbo (Full
project) - Individual prompts

98% Includes only quotations that were readable by
the text extraction tool
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There are several things worth noting about the accuracy results presented. The
full project used to evaluate the final model iteration consisted of 20 suppliers with
between one and five quotations each and widely varying structures of quotations.
Of the 20 suppliers, two had quotations that were not readable by the text
extraction tool used and are thus not included in the results. Including these would
yield significantly lower accuracy scores for these models since they would all be
wrong. They were excluded since it was determined that it was not reflective of
the model's performance that the PDFs were not readable. When deciding if an
entry was correct or not, some fields were easier than others to measure. For
prices, dates, item IDs, supplier names, and quotation numbers, a correct value
was determined to match exactly those of the ground truth budget. For the
description field, the decision of a correct input was made based on how well the
description by the model explained what the item included in terms of the product
purchased and its functionality since there was no clearly defined standard for how
these fields were to be filled. Due to the nature of LLMs, the result varied slightly
each time the model was run. This means that the accuracy scores presented would
vary slightly from time to time but generally stay within a few percentage points
of the presented score.

5.1.2 Analysis of Results and Recommendations

In general, the models used performed well at the given task, even for suppliers
with quotes that seemed unstructured to the human eye. It is, however, very clear
that some suppliers´ quotations caused more issues than others. Specifically,
quotations that were scanned PDFs were not processed at all since the text could
not be extracted. Some quotations contain over 50 line items, which the model
could not handle due to the output exceeding the allowed output window of the
model. These quotations could possibly be handled by grouping items into one line
item in the model. This was, however, not completed since it was determined to
require more work than what was in scope for this report. Further, the model
struggled to handle quantities of items for some suppliers, as it mixed up the
quantity with other numbers in the quotation. Overall, the model would need to be
further refined to perform satisfactorily in production. As discussed in Section 2,
the model can generally be improved by fine-tuning and further refined prompt
engineering, each of these with slightly different use cases.

Fine-tuning is generally best used when the output of the model needs a specific
format (Allard & Jarvis, 2024), which is the case with this solution. Fine-tuning
could be especially relevant for the supplier quotes where the model mixed up
numbers in quotes, as providing a large number of training examples and desired
outputs could potentially yield better results, as was seen in the fine-tuned GPT-3.5
model. For the supplier quotes with high numbers of line items, a combination of
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prompt engineering and fine-tuning could potentially solve the issue. Prompting
the model to calculate the total cost of all items in the quote and then fine-tuning it
only to output one line containing the total could potentially solve the issue. In
cases where the model cannot handle the extracted text of the PDF due to tables
and other structures, a more advanced extraction method, such as using complex
optical character recognition (OCR) techniques combined with machine learning
techniques for structure recognition, could be used but would require high
technical competence and capability (Dhouib & Bettaieb & Shabou, 2023). In
cases where the model cannot even read the PDF, a discussion with suppliers is
required to make the model work in this instance. In summary, the next steps of
finalizing the model for production would be to:

● Consider fine-tuning specific models for suppliers with advanced
structures.

● Consider a combination of prompt engineering and fine-tuning to manage
quotations with large quantities of items.

● Consider implementing advanced PDF text extraction to handle complex
structures in quotations.

● Consider communicating the need for non-scanned PDF documents with
suppliers.

While one option for handling discrepancies in output for different suppliers
would be to communicate a set template for quotations that all suppliers are told to
use, this may not be a viable option due to relational reasons. The technical costs
related to further improving the solution are minimal, as will be seen in the next
section, and the main costs incurred are due to the man-hours related to building
the solution. Due to this, it is likely more beneficial to invest in further refinement
of the model to handle most use cases and simply communicate changes in
quotation structures where critical. For further discussion on ways that could
potentially improve the model, see Section 6.

5.1.3 Business Case

Table 5.2 presents the calculated potential payback period and potential net present
value (NPV) of implementing the model using GPT-4 and a fine-tuned GPT-3.5.
Table 5.2: Budget fields

Financial measure Value

Potential Total NPV (GPT-4) €214538-556537,5
Potential Payback time (GPT-4) 0,36-0,8 years
Potential Total NPV (GPT-3.5 FT) €224332-576788
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Potential Payback time (GPT-3.5 FT) 0,34-0,78 years

The ranges include an optimistic case of full utilization of the model and a less
optimistic case of 50% utilization of the model. As can be seen from both the total
potential NPVs and the potential payback times, the project is expected to be
highly beneficial both in the optimistic and less optimistic case. The difference
between using GPT-4 and fine-tuned GPT-3.5 is minimal. The exact calculations
for the optimistic cases for GPT-4 and fine-tuned GPT-3.5 are presented in Tables
5.3 and 5.4. The less optimistic cases are excluded from the thesis since they are
exactly the same as the optimistic case with half the cost savings. The NPV
calculation is split into four parts in both tables: yearly net present value, total
yearly cash flow, positive cash flow and negative cash flow.

● Yearly NPV: Total yearly cash flow discounted to todays value with a
10% discount rate.

● Total yearly cash flow: The difference between total positive cash flow
and total negative cash flow for each year.

● Positive cash flow: The positive cash flow is the total yearly cost savings
derived from the solution. Detailed calculations for cost savings can be
found in appendix B.

● Negative cash flow: The negative cash flow is the total costs of using the
model. They include man hour costs of developing and maintaining the
model, technical development costs from running and training the model
in development, and runtime costs consisting of costs of API-calls in
production. See appendix B for detailed calculations of all cost
components.

Using a fine-tuned GPT-3.5 and GPT-4 mainly differ in the development costs
being slightly higher for GPT-3.5 due to fine-tuning, as well as runtime costs being
higher for GPT-4 due to higher fees for API-calls.

Table 5.3: Total costs and cost savings using GPT-4.

NPV 2024 2025 2026 2027 2028 2029
Figures in EUR Year 0 1 2 3 4 5

NPV yearly −57 710,4 147 107,7 133 734,3 121 576,6 110 524 100 476

Total yearly
cash flow −57 710,4 161 818 161 818 161 818 161 818 161 818

Cumulative −57 710,4 104 108,1 265 926,5 427 745,0 589 563 751 381
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investment

Positive cash
flow 2024 2025 2026 2027 2028 2029
Figures in EUR Year 0 1 2 3 4 5

Total positive
cash flow - 180 000 180 000 180 000 180 000 180 000

Total cost
savings 180 000 180 000 180 000 180 000 180 000

Growth (%) 0% 0% 0% 0%

Negative cash
flow 2024 2025 2026 2027 2028 2029
Figures in EUR Year 0 1 2 3 4 5

Total negative
cash flow 57 710 18 182 18 182 18 182 18 182 18 182

Man hours 57 600 11 520 11 520 11 520 11 520 11 520

Growth (%) 0% 0% 0% 0%
Development
costs 110 11 11 11 11 11

Growth (%) −90% 0% 0% 0% 0%

Runtime costs 6 650 6 650 6 650 6 650 6 650

Growth (%) 0% 0% 0% 0%

Other costs - - - - -

Growth (%) 0% 0% 0% 0%

Table 5.4: Total cost and potential cost savings using GPT-3.5.

NPV 2024 2025 2026 2027 2028 2029
Figures in
EUR Year 0 1 2 3 4 5

NPV Project
total −57 820,8 152 518,9 138 663,8 126 103,6 114 679,7 104 254,3
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Total yearly
cash flow −57 820,8 167 770,8 167 783,2 167 843,9 167 902,5 167 902,5

Cumulative
investment −57 820,8 109 950,0 277 733,2 445 577,1 613 479,6 781 382,1

Positive cash
flow 2024 2025 2026 2027 2028 2029
Figures in
EUR Year 0 1 2 3 4 5

Total positive
cash flow - 180 000 180 000 180 000 180 000 180 000

Total cost
savings 180 000 180 000 180 000 180 000 180 000

Growth (%) 0% 0% 0% 0%

Negative
cash flow 2024 2025 2026 2027 2028 2029
Figures in
EUR Year 0 1 2 3 4 5

Total
negative
cash flow 57 821 12 229 12 217 12 156 12 097 12 097

Man hours 57 600 11 520 11 520 11 520 11 520 11 520

Growth (%) 0% 0% 0% 0%
Development
costs 221 44 45 50 50 50

Growth (%) −80% 2% 10% 0% 0%

Runtime costs 665 652 587 528 528

Growth (%) −2% −10% −10% 0%

Other costs - - - - -

Growth (%) 0% 0% 0% 0%
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6. Discussion

This chapter discusses the theoretical frameworks, methodologies, and results
derived from this thesis. It addresses the limitations and trade-offs associated with
the employed methodologies, providing critical reflections on these aspects.
Additionally, the chapter evaluates the research outcomes, considering what
improvements could be implemented to the derived demos. Lastly, it outlines
general challenges encountered during the research process and suggests
directions for future research.

6.1 Limitations of the used Framework

As mentioned by Ångström et al. (2023), introducing small pilot projects for AI
solutions is a key step in introducing the use of AI in organizations. It creates
awareness and understanding of the potential of such solutions among employees.
Building on this foundation, the framework for identifying tasks with AI potential
introduced by Brynjolfsson & Mitchell (2017) combined with the WSJF approach
by Reinertsen (2009) is a good starting point for identifying and prioritizing the
pilot projects that are likely to have the biggest impact on the organization.
However, as organizations move past the initial stages of AI discovery, the
approach has potential drawbacks. While the approach may foster incremental
process innovation in organizations, it is unlikely to lead to disruptive innovation
(Satell, 2017). It is not uncommon for organizations to introduce entirely new
business models related to AI, something that is unlikely to be the case when
applying this approach (Mariani, Machado & Nambisan, 2023).

Furthermore, the framework is applied exclusively to the work of one project
manager at Tetra Pak. While the identified tasks have been discussed with several
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stakeholders and other project managers to give a wider perspective, the tasks
themselves and their priority presented here are based almost exclusively on the
opinions of one project manager. This inevitably introduces bias to the tasks being
selected, both initially as they are identified and as they are weighted and scored
for prioritization (Ferrera, 2023a). The decision to include only one project
manager in the selection process was based on time constraints, as well as the
assumption that his long experience in the company and large number of
completed projects would provide a full view of the tasks of a project manager at
Tetra Pak. However, the framework would ideally be applied to the work of all
project managers in the division and the tasks identified based on the opinions of
the full team. Furthermore, there might be tasks performed by other project team
members that have a high potential for AI use that are not covered here. Ideally,
the framework would be applied to all project team members, as well as to the
portfolio management team, to identify all aspects of the project process that can
be augmented or replaced by AI.

Finally, the four aspects used to decide if a task has basic AI potential are based on
the framework by Brynjolfsson & Mitchell (2017), as well as how GenAI differs
from traditional machine learning (Weisz et al., 2024). Based on these two sources,
the four aspects are valid criteria to exclude tasks from further work. The final
decision of what tasks to exclude was however somewhat subjective and based on
discussion between the project manager and the authors of this thesis. In the
future, these criteria are likely going to change as AI becomes more capable of
completing complex tasks and can be trusted to handle more critical aspects of the
project.

6.2 Limitations of the Budget Demo

A discussion of the results of the budget demo and possible improvements to the
solution are presented in this section. The demo highlights challenges that could
potentially be addressed by future technological advancements yet currently need
to be considered to enable the model to be fully production-ready. Improvements
are related to introducing complex workflows related to error handling,
individually fine-tuned models, implementation of tools, and improved data
extraction from PDF files.

6.2.1 Choosing the right Foundation Model

In the budget demo developed for this thesis, two versions of OpenAI's models
were utilized: the older GPT-3.5 and the newer GPT-4. When used in the
application, their performance across different sets of prompts varied significantly,
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from 50% using GPT-3.5 and a simple prompt to 98% using GPT-4 and individual
prompts for each supplier. However, fine-tuning GPT-3.5 to a specific supplier
resulted in 94% accuracy and costs only one-tenth to use compared to GPT-4
(OpenAI, 2024). This variation underscores the importance of understanding
model-specific capabilities and limitations in different contexts. Fine-tuning
requires significant effort, and model choices are a weigh-off between the effort
required to build the model and the costs of running it. As seen in the financial
model of the application, the personnel costs of building the application are much
more significant than the technical costs, weighing in favor of using the more
capable GPT-4 and spending less time on building bespoke models using GPT-3.5.
The technical enhancements from GPT-3.5 to GPT-4 include more sophisticated
training algorithms and a larger dataset, which likely contributed to the observed
performance variation between the models (OpenAI, 2023c).

Despite these advancements, GPT-4 exhibits inherent challenges, such as output
biases and high computational demands, which could hinder increased accuracy.
The anticipated development of more advanced AI models will most certainly
address many of the current limitations, potentially leading to a more accurate
solution in this application of AI. For example, new GPT models are expected to
be launched already this year with new and better capabilities (Hays & Rafieyan,
2024).

Another limitation observed in the study involved the handling of certain
quotations that triggered excessively long responses, occasionally leading to
application crashes. Today, GPT-4 has a limited output response to a maximum
number of tokens (OpenAI, 2024b). For this specific case it means that it cannot
handle quotations with a large number of line items. To solve this problem in the
present, a potential workaround is to manually adjust the model to generate shorter
responses that do not encompass the entire quotation and instead summarize line
items into one. However, it is likely that future iterations of GPT models will
address this challenge by allowing longer output windows similar to the latest
Gemini models (Pichai, 2024).

6.2.2 Handling Errors

The inherent uncertainty in the outputs of LLMs requires the implementation of
robust safety mechanisms to alert users when potentially erroneous conclusions
are drawn. This can be achieved through multiple strategies addressed by the
People + AI Guidebook (n.d). Firstly, rigorous error-handling protocols could be
established using traditional means. For instance, data validation rules could
ensure that inputs conform to expected formats and ranges; valid date formats,
positive integers for quantities, etc. Additionally, proactive warning systems could
be implemented, where, for example, quantities exceeding a high number trigger
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alerts for manual review, enhancing oversight and minimizing the risk of inserting
wrong data into the budget.

Another potential approach involves the use of one LLM to evaluate the output of
another. This method, leveraging the concept of inter-model evaluation, may be
particularly valuable for increasing accuracy and reliability in AI solutions (Arthur
team, 2023). By establishing a continuous feedback loop, where a pre-trained or
generic LLM reviews and assesses outputs, the process could not only automate
error detection but could also significantly reduce the need for human intervention,
thereby increasing the security and robustness of the application. A potential
example of this could be to let the model run several times, saving the output for
each run. A separate LLM could then evaluate the outputs and identify where
specific fields differ between runs, indicating errors. These could then be
cross-checked again by the LLM, providing a more robust model.

6.2.3 Fine-tuning models for each supplier

A potential enhancement to the demo could involve further specialization tailored
to each supplier's specific needs. Currently, individualized prompts are designed to
capture unique information relevant to each supplier, such as names or structural
data. In the initial PoC for the budget application, where only quotations from one
supplier were utilized, fine-tuning was employed not only to enhance the accuracy
of the model but also to improve its efficiency and cost-effectiveness (OpenAI,
2023d). Given that a fine-tuned model builds upon a pre-trained base, it inherently
processes queries more rapidly, and the possibility of using a more cost-effective
model such as GPT-3.5 is possible (Shin et al., 2023; Fatemi & Hu, 2023).
Expanding this approach and implementing a fine-tuning strategy for each supplier
could optimize the model’s performance relative to the specific needs of each
distinct structure and layout associated with each supplier's quotation.

An approach that could potentially improve model accuracy and decrease initial
development spend is to fine-tune the AI model continuously as a part of the
application's operational cycle (Microsoft, 2024). This process would involve
real-time incorporation of new data obtained from manually processed quotations
directly into the model's training dataset. When quotations are entered and
successfully validated without errors, they could automatically contribute to the
model’s ongoing learning. If the model outputs an erroneous field, the project
manager could correct this field which would then serve as further training data for
the model. Such a mechanism would establish a positive feedback loop whereby
the accumulation of validated data incrementally enhances the model's
performance over time, mimicking the approach of reinforcement learning by
human preference used to train chat-bots (Christiano, 2023). This adaptive
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learning approach not only refines the model's accuracy but also ensures that it
evolves in alignment with emerging data trends from the quotations.

6.2.4 Implementing tools

Another potential enhancement to the current implementation could involve the
integration of tools within the AI solution. According to LangChain (2024), these
tools enable the application to interact more effectively with its environment. One
practical use case could involve the AI system interacting directly with the file
system that stores all quotations. This would allow the AI to effectively monitor
and distinguish between relevant and outdated quotations, enhancing the efficiency
of data management. Furthermore, another tool could be developed to manage and
summarize information from extensive lists of items within the quotations. This
tool would enable the application to condense large volumes of data into more
manageable and relevant summaries, thus improving the accessibility and usability
of the information. There is currently not a lot of finished research on the topic,
but it is likely to be an interesting topic for future research (Ng, 2024b).

6.2.5 Improving Data Extraction

As described in Section 4.3.1.3, a challenge encountered in the application relates
to the extraction of data from PDF documents. Ideally, if the quotation data were
delivered to Tetra Pak in a structured format, a straightforward automation script
could facilitate the extraction of information and its subsequent insertion into
Excel. While the data in a PDF document can be easily interpreted by humans, the
inherent structure proves challenging for a computer. The current software,
PDFminer, manages to extract text from the majority of quotations in the format
depicted in Appendix A. This text, in comparison with the PDF document, is
feasible to process through an AI model.

Some of the PDFs are scanned documents that do not contain information in the
source code of the PDF. To be able to read these types of documents, other
techniques are needed, such as Optical Character Recognition that converts images
into machine-encoded text that the computer can read (Dhouib & Bettaieb &
Shabou, 2023). For the current method, the extracted information lacks structure.
As noted by Zaman et al. (2020), a more intricate extraction process could impose
more structure. It is anticipated that the budget application would perform more
effectively in mapping the extracted values to their corresponding columns if the
information used was more structured.

70



6.3 Challenges with Implementing the Model in Practice

The AI solution is provided with inherent capabilities that may lead to challenges
both in its development and operation. As mentioned in Section 2.5.1.2 and
2.5.1.3, an AI model is susceptible to specific challenges regarding bias and
hallucinations. Additional challenges relate to organizational and cultural aspects.
Central to these challenges is the necessity of cultivating a data-driven culture to
foster trust in the AI solution, coupled with the implementation of comprehensive
educational programs to ensure that personnel utilize the systems effectively.

6.3.1 Bias and Hallucinations

Data-driven bias is a consequence of the training data, which may contain inherent
biases (Dwivedi et al., 2023). Such biases are subsequently replicated by the
model during its operation. In the context of this application, the training data
needs to be in the same structure as new unseen data to ensure replication of
expected behavior. However, if the structure of the input data alters due to changes
such as a modification in the quotation format from a supplier, the model, trained
on the previous data structure, may fail to recognize or adapt to the new format.
This issue is compounded by automation bias, the tendency of humans to accept
computer-generated outputs as accurate, stemming from an overreliance on
technological solutions (Mosier & Skitka, 1998). Such bias may lead to
operational failures if users of the AI system place trust in its outputs without
sufficient scrutiny (Potaznik, 2023). Moreover, the phenomenon of hallucinations
in AI models exacerbates these issues (Ji et al., 2023). In this context,
hallucinations refer to the generation of nonsensical or irrelevant content by the AI
model in an attempt to provide a solution, particularly when the system fails to
locate the correct data (e.g., item quantities in quotations) and instead resorts to
making baseless predictions (Fui-Hoon Nah et al., 2023). The interplay among
data-driven bias, automation bias, and hallucinations can create a cascading effect,
where one issue gives rise to another, potentially amplifying minor inaccuracies
into significant system failures.

To mitigate these challenges, Ferrera (2023b) advocates for the implementation of
human-in-the-loop approaches, which integrate human oversight at critical stages
of the AI operation. This perspective aligns with the strategies proposed by Park et
al. (2019), who emphasize the importance of manual analysis of AI-generated
solutions before their acceptance. Additionally, Gill and Kaur (2023) support the
notion of continuous monitoring and the adoption of adaptive systems that can
adjust to evolving data structures and operational contexts. These methodologies
aim to enhance the reliability and accuracy of AI systems by ensuring they remain
under human supervision and are capable of adaptation in response to dynamic
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environments. For the application at hand, human-in-the-loop approaches can
include safety systems, explained by People + AI Guidebook (n.d), that force the
user to go through results that are outside certain thresholds manually. This
ensures that any anomalies detected by the AI in the extraction process, such as
unusually high quotation amounts or mismatched product categories, are flagged
for human review before being entered into the budget.

This approach could be used in liaison with continuous prompt engineering and
fine-tuning of the AI model, which could align the systems with changes in the
structure or content of the PDFs. As suppliers might frequently update their
document formats, the AI system could be designed to learn from these changes
adaptively. For example, if a supplier shifts from listing items vertically to a
horizontal format, the AI should be capable of recognizing this shift and adjusting
its data extraction logic accordingly. Both the fine-tuning and the prompt
engineering need human intervention in the form of locating the changes and
adding them to the dataset or prompt window. For minor adjustments in structure,
continuous fine-tuning may directly resolve issues, but for more substantial
alterations, the system may require both fine-tuning and modifications to the
prompts as described by Allard & Jarvis (2023).

6.3.2 Lack of Trust

The converse implication of implementing AI solutions is the potential
development of distrust in both the derived data and the AI systems themselves.
As discussed in Section 2.5.3.2, an application such as the one proposed in this
thesis may encounter skepticism stemming from a lack of explainability in the
results it produces (Gill & Kaur, 2023). This could, in combination with a general
worry towards AI and the fear of job displacement, lead to a fear of utilizing the
solution (Arslan et al., 2021). Should an application remain underutilized, the
value of the solution decreases significantly, regardless of its operational
performance. To prevent such outcomes, a cultural shift toward embracing
data-driven solutions is imperative. Ångström et al. (2023) highlight that there are
often misaligned expectations regarding AI, where stakeholders may not fully
understand or appreciate the capabilities and limitations of AI technologies.
Addressing these challenges involves the adoption of strategies to cultivate an
organizational culture that not only trusts but is also proficient in data-driven
technologies. This requires transparent communication regarding the functionality
and decision-making processes inherent in AI systems. Additionally, it involves
implementing robust training programs aimed at enhancing employee comfort
with and proficiency in these technologies.
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Through education, the expectations surrounding the AI solution can be accurately
calibrated, preventing the formation of overly ambitious expectations that might
amplify issues such as data-driven bias, automation bias, and hallucinations
(Ångström et al., 2023; Shrivastav, 2023; Beauchene et al., 2023). Conversely, it
also avoids setting expectations too low, which could lead to underutilization of
the solution. Nilsson et al. (2024) highlight that while project managers have high
expectations for how AI will impact project management, only 35% possess basic
knowledge of AI technologies. This disparity underscores the need for educational
programs among project managers to ensure that expectations are both realistic
and informed.

6.3.3 Data Protection

In Section 2.5.1.1 the challenge of safeguarding data within AI applications is
underscored. The application involves processing of information to third-party
models such as OpenAI’s GPT-3 and GPT-4. As highlighted by Fui-Hoon Nah et
al. (2023) and Gill & Kaur (2023), this raises concerns regarding the potential
disclosure of sensitive information. In the context of the prototypes in this thesis,
the data processed includes personal names, addresses, and detailed information
concerning products and suppliers. To facilitate the development of the prototype
while mitigating privacy risks, all sensitive information was anonymized using a
Python script. This script replaced all personal and potentially classified data with
fictitious, non-sensitive data. This anonymization process did not alter the
structure of the documents, thereby preserving the validity of the experimental
results.

The data protection issues become more pronounced and complex when
considering the transition from a prototype to full production. Anonymizing data
for daily operational use would be impractical and time-consuming, potentially
diminishing the application's value. Several strategies are available to address
these concerns. One option involves relying on the OpenAI API's security
measures. According to OpenAI (2024b), the organization assures users that it
does not share user data, maintaining that enterprises retain complete ownership
and control over their data. Alternatively, as advocated by Hitaj (2017), deploying
locally trained AI models could significantly reduce the risk of external data
exposure. While local models offer enhanced data security, they may lack the
advanced capabilities and performance benefits of larger, more sophisticated
models provided by services like OpenAI. The choice between using third-party
APIs and a local AI solution involves a trade-off between operational efficiency
and the sensitivity of the data involved.
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6.3.4 Making Changes to the Process versus the Technology

As mentioned in Section 5, there were some supplier quotations in the budget
demo that were not readable by the model. In this case, it is necessary for the
supplier quotation to be updated so that the model works properly in production.
Taking this a step further, the model would have likely been unnecessary in the
first place if the supplier quotations had been standardized. If they were, a simple
Python script could have extracted the information and input it into the Excel file
without the need to use an LLM to transcribe the PDFs. This builds on the
discussion around the suitability of using AI for a task by Brynjolfsson & Mitchell
(2017). Even though a task may be technically suitable to augment with AI, it may
not be the best possible option to solve the problem at hand. In this specific case,
changing how suppliers do quotations would require significant effort and would
likely be harder than building an AI model. In other use cases, the right solution
may well be to change the process instead. This highlights the importance of
establishing a business understanding before developing a model and why it is
important to include both data experts and domain experts in the initial discussions
(Studer et al., 2021).

6.3.5 Measuring Value Creation and Return on Investment

The budget demo will not generate any new revenue or direct cost benefits, but
will instead save time for project managers and thus result in potential cost
savings. This is a common issue when measuring the return on investment for AI
solutions, as the potential cost savings are dependent on the utilization of the
model in the organization (Enholm et al., 2022). For this specific case, the
potential cost savings will only be realized if project managers are able to spend
the time gained on more value-creating activities within the organization or if the
usage of the model requires fewer project managers. While uncertainty around
future cash flows may create a reluctance to invest in new technology, it is key to
consider the different potential scenarios when evaluating investment opportunities
(Enholm et al., 2022).

Commonly, the base scenario against which potential investments are measured
(the base case scenario) is “business as usual,” i.e., doing nothing. However, for
new technology, “business as usual” may result in negative future cash flows if
competitors implement the new technology (Koller, Goedhart, Wessel, 2020). In
this case, Tetra Pak may find it hard to attract talented project managers in the
future if business is kept as usual and competitors are automating repetitive tasks
such as budget creation with the help of AI. This is an example of why it is
generally a good idea to consider aspects other than pure monetary benefits in the
organization when evaluating future investments in AI (Borges et al., 2021).
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6.3.6 Responsibility for Model Results

As mentioned by Solaiman (2023), the person who is held responsible for the
results of an AI model is often unclear in organizations. As discussed in several
instances in this report, the budget model has the potential to cause erroneous
results due to issues related to LLMs, such as hallucinations and bias. It is,
therefore, critical to assign responsibility for the results of the model within Tetra
Pak. The most reasonable way to assign responsibility is to put the project
manager, who is responsible for the input in the budget, to be responsible for the
input values to the budget generated by the model. However, it is also critical to
assign responsibility for the model itself to a technical expert who can
troubleshoot issues if the budget application starts to produce erroneous results
regularly. This is supported by Studer et al., (2021), who highlight that machine
learning models need constant maintenance to ensure that they keep producing
satisfactory results after deployment.

6.4 General Challenges

In the process of prioritizing possible AI solutions, several tasks with high
potential were assigned lower scores, influenced by factors other than their project
impact. A primary issue identified was related to data management inefficiencies
and limitations. As detailed in Section 4.1, many tasks that could have been
addressed were hindered by data-related dimensions such as data availability. For
instance, in predicting contingency, a barrier was the lack of data availability. This
is a common cause of failure in implementing AI in organizations, as discussed by
Ångström et al. (2023). In this case, the data was not centralized in a data storage,
but rather dispersed across factories globally. This meant that the data was not
accessible centrally for use in AI models, and also lacked clear standards for how
it was created in the first place. As discussed by Tran (2023), the key to solving
these issues is to have data easily accessible to the consumer of data and set
standards for what data is stored and how.

Another challenge related to data management that hindered the utilization of AI
was encountered in the prediction of travel costs. Although the necessary data was
available in centralized data storage, there were several challenges in extracting
the relevant data due to inadequate knowledge about the data and the systems in
which it was stored. This scenario exemplifies what Ångström et al. (2023)
describe as a collaboration issue. Effective collaboration between data scientists
and operational experts could have potentially resolved these issues. To enhance
the development and implementation of AI solutions, adopting an integrated
approach where data scientists work alongside project managers to address these
challenges could prove highly beneficial.
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Following the initial prioritization, the two PoCs were developed. As noted in
Section 4.2.2, the risk register solution with a RAG application was not pursued.
The demonstration of this solution revealed several drawbacks. It was concluded
that the RAG solution provided information that, while accurate, was accessible
and well-known knowledge that didn’t provide real value for the project manager
who used the application. Simply answering questions about risks and mitigations
did not provide substantial value to experienced project managers. In this instance,
the data within the risk register alone was not inherently valuable but could have
been in combination with other data that could have provided unique insights. This
issue is highlighted by Bensen (2024). A frequent challenge in real-world RAG
implementations is the quality of the underlying dataset. To derive substantial
value from such applications, the data must be structured, cataloged, and
accessible. Unfortunately, the solution in this instance does not possess a dataset
with these attributes. A more effective strategy would have been to merge the risk
register with data from lessons learned, allowing for the anticipation of risks based
on previously completed projects. This approach could have provided significant
value; however, it was not feasible due to the absence of adequate lessons learned
data.

As described in Section 2.5.4, the development of LLMs from scratch poses
significant environmental impacts. These environmental concerns must be
addressed in scenarios where a company like Tetra Pak might consider developing
its own in-house models. When utilizing an already trained model, opinions on the
environmental impact vary. Kaspersen (2023) suggests that making API calls to an
already-trained LLM results in minimal environmental impact. Naughton (2023)
argues that while a small number of inferences with the model might not
significantly affect the environment, the cumulative effect of many users may lead
to a substantial environmental impact. However, there are cases where the
environmental impact may be decreased by the usage of LLMs. For instance,
Tomlinson et al. (2024) provide a perspective that AI systems emit less carbon
dioxide per page of text generated compared to traditional human writers.
Similarly, AI-based illustration systems are reported to emit less than their human
counterparts. These findings suggest that in certain applications, such as writing
and illustrating, the use of AI can indeed be a more environmentally sustainable
option than traditional methods. These conflicting viewpoints highlight the
complexity of evaluating the environmental impact of AI technologies.
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6.5 Future Research Areas

This thesis has highlighted the ways in which AI can be applied in a project
management setting. Specifically, at Tetra Pak, there are several areas of future
research that are worth pursuing. First, as mentioned earlier in this discussion,
there were several tasks identified with a high potential to be automated or
augmented by AI that do not currently have the prerequisite conditions to be
applied in the organization. Spending more time to create a technical and
organizational environment where these solutions could be implemented is an
interesting topic for future research within the company. It would likely include
redesigning parts of the current data management process. Another area worth
exploring is applying the framework designed in this thesis to all areas of the
CAPEX implementation department to give a full picture of where AI has the
highest potential in the organization. For example, managing the full portfolio of
projects is likely more data-driven than running a single project which could
potentially provide enough data to run more advanced models. Finally, continuing
the work on the budget demo built in this thesis is a valid future research topic in
itself, as building a fully production-ready model that handles all types of projects
and supplier quotations would require significant effort and skill.

In general terms, the field of applying AI in different business scenarios is one of
the hottest research topics today, with breakthroughs happening almost daily.
Several of the issues related to the demo model in this thesis may be solved
automatically with the next generation of LLMs and, thus not need any additional
effort. However, there are areas of research that could be of specific interest to
apply in a project management setting. Agentic workflows, where several LLMs
work together in longer workflows to achieve complex results, is a research topic
with the potential to have a large impact on organizations (Ng, 2024). With agentic
workflows, the agent could potentially not only reply to answers and make
suggestions of actions but actually interact with other software in long-running
workflows that require high levels of logical reasoning. For example, Cognition
Labs recently launched an LLM-based agent called “Devin,” which is stated to be
able to act as a software developer that can build software from scratch and put it
into a production environment on its own (Cognition Labs, 2024). Further research
on how long-running agentic workflows can be incorporated to support project
management processes is an interesting topic with a high potential for impact.
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7. Conclusion

This section concludes the thesis, summarizes its scientific contributions, and
answers the research questions.

There are nearly unlimited ways of implementing AI in project management. The
most common use cases are mainly related to how individual project managers can
use ready-made tools to take meeting notes, automate email responses, help with
idea generation, or reason about project risks. These use cases will likely not
revolutionize the way large organizations like Tetra Pak run their projects, but they
may help individuals become more efficient. It is thus worthwhile for project
managers to stay up to date with the latest tools to make informed decisions about
what tools are most relevant to their way of working. For larger-purpose AI
applications, a more structured approach is recommended. This thesis set out to
answer the following research questions related to implementing AI in a
project-oriented organization:

● How can teams identify and prioritize areas of the project management
process that have the potential to be augmented by AI?

● How can AI be implemented in the identified areas to maximize project
impact?

● What prerequisites are critical to ensure the success of AI implementation?

To answer the first question, this thesis builds on the work of Brynjolfsson &
Mitchell (2017) to develop a structured approach that first identifies the tasks of
the different roles in the team that have the potential to be automated or augmented
by AI. The original framework is adjusted to modern GenAI use cases and applied
to the context of project management. This thesis then extends upon the work of
Reinertsen (2009), adjusting the original Weighted Shortest Job First framework to
AI use cases. The adjusted framework is used to prioritize the tasks that have the
highest impact on projects from a financial, time, and risk perspective and weigh
these factors against the effort required to implement the solution for the given
task.

For the second question, this thesis applies the CRISP-ML(Q) framework
developed by Studer et al., (2021) to implement the solutions prioritized in the
previous step. This section should be seen as a direct contribution to how AI can
be applied in project management. It highlights the collaboration between
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technical experts and domain experts to establish a strong understanding of both
the business and technical aspects required for the solution. It also highlights the
need to iterate quickly to gather feedback and improve the solution continuously,
starting with developing a pilot demo that can be reviewed by key stakeholders.

Finally, this thesis brings up a number of prerequisites for the successful
implementation of AI in organizations. These are based on current available
research in the field and cover technical, organizational, and cultural aspects. On a
technical level, it is highlighted that the data management processes of the
organization need to ensure that data is easily available and of high enough quality
for the AI solutions to work properly. A discussion around the need to enforce
policies on data protection and mitigations against bias and hallucination of
models is also brought up. On an organizational level, the thesis discusses the need
for education on the potential and shortcomings of AI among project managers.
Leaders also need to consider how they evaluate the value creation of AI solutions,
and responsibility for the results of the solution needs to be communicated clearly.
Lastly, as the value created by AI is closely tied to how well it is utilized in the
organization, it is critical to establish a culture of trust in the models while
maintaining a healthy dose of critical thinking. The contribution of the thesis on
this subject is the exemplification of how these challenges were present in the
processes of implementing AI at Tetra Pak.

Based on what is discussed in this thesis and previous research, it seems very
likely that AI will continue to be central to the business processes of companies in
the future (Chen et al., 2023). This has led to high enthusiasm towards applying AI
to a large number of use cases (Nilsson et al., 2024; Ångström et al., 2023).
However, AI is not the cure for all problems. The publicly available AI solutions
are often not adaptable to company use cases and miss the mark when measuring
the value created (Gartner, 2019). This is both due to the AI solutions themselves
since the technology is still maturing, and that the range of potential business
applications is still limited. Companies are instead forced to hire data scientists to
build bespoke solutions, something that often also fails due to unreasonable
expectations and insufficient communication between domain experts and data
science teams (Ångström et al., 2023). This is not to mention the challenges
related to privacy and security that come with increased AI use, both from a
general public perspective and from an organizational perspective (Solaiman,
2023; Gill & Kaur, 2023). Matters related to AI security and governance will
undoubtedly become increasingly central in proportion to the impact and usage of
AI.

To take advantage of the potential of AI and not risk falling behind competitors,
companies need to aggressively upskill the workforce, either through external
partnerships or through internal education. This will also reflect on academia, as
the demand for graduates with knowledge about these topics will increase. This is
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already reflected in the hiring patterns of large corporations and is likely to keep
increasing over time (Amazon Web Services, 2023). If companies are able to adapt
to the change, it seems reasonable that the future will bring a combination of
improved AI technology with more use cases and a lower barrier to value, together
with increased knowledge among organizations. This outlook is very promising
for the future of AI among organizations.
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Appendix A - Sample training data
for fine tuning

TEXT:
QUOTATION
2024-03-05
Date
1
Page

Quotation No

58733

Your reference

Terms of delivery

CIF

Delivery time

Period of validity

90 Days

Terms of payment

Net 90 days

Our reference

Customer

95



GreenTech Solutions Ltd.

789 Eco Park

Green Valley, 83000

Thank you for your request. We are pleased to give you the following quotation.

Item No

520489

Solar Panel 300W

Specs: SP300-2024 Model, Monocrystalline, 20% Efficiency

Eng 304957-63-21

520490

Wind Turbine 5kW

Specs: WT5K-2024 Model, 3 Blades, 6m Rotor Diameter

Eng 304958-63-22

520491

Battery Storage 10kWh

Specs: BS10-2024 Model, Lithium-Ion, 10 Years Warranty

Eng 304959-63-23

Mtrl authorization

Lead working days

Qty per year

96



Qty per batch

Unit price

0,00

0,00

0,00

0,00

0,00

0,00

200

5,00

5,00

245.00 USD

150

2,00

2,00

8,750.00 USD

100

4,00

4,00

5,200.00 USD

97



Prices are subject to change based on global market trends and currency exchange
rates.

Metal and currency adjustments
Above prices are based on the current exchange rate as of 2024-03-05
1,00 USD = 0.92 EUR

Currency adjustment according to actual exchange rate at order date or calculation
date in case of modification.

Please send your order to: sales@greentechsolutions.com

Other conditions

We look forward to receiving your order.
If you have any questions, please don't hesitate
to contact me.

Best regards,

.@greentechsolutions.com

Issued by GreenTech Solutions Ltd.

www.greentechsolutions.com

ASSIGNMENTS=

Think through the TEXT carefully and list systematically in a csv format the
Quotation number, Supplier, Item ID, Description, Quotation date, Period of
validity, Price, Currency, Quantity per batch, Exchange rate

RESPONSE:
58733;GreenTech Solutions;520489;Solar Panel
300W;2024-03-05;90;245.00;USD;5;0.92;;;
58733;GreenTech Solutions;520490;Wind Turbine
5kW;2024-03-05;90;8750.00;USD;2;0.92;;;

58733;GreenTech Solutions;520491;Battery Storage
10kWh;2024-03-05;90;5200.00;USD;4;0.92;;;
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Appendix B - Cost calculations for
financial model of budget demo

Cost savings from current process
Hours saved on task/ project 25

Projects/year/project leader 6

Number of project leaders 10

Total hours on task/year 1500

Cost/ project leader/ hour (€) 120

Total cost/ year (€) 180000

Man hour costs of development
Build

Time to build (months) 3

Hours/month 160

Time to build (hours) 480

Cost/hour (€) 120

Total cost to build 57600

Maintain

Hours to maintain/week 2

Weeks/year 48

Cost/hour 120

Total maintenance cost 11520

Development costs of running the model

Fine tuned GPT-3.5 Turbo GPT-4

Training

99



Tokens/PDF 15000 -

Number of PDF for training 1000 -

Total tokens for training 15000000 -

Cost/token for training (/1M tokens) ($) 8 -

Total training cost ($) 120,00 -

Additional cost of testing etc ($) 120,00 120

Total development costs ($) 240,00 120,00

Total development costs (€) 220,8 110,4

Runtime costs of using the model

Fine tuned GPT-3.5 turbo GPT-4

Input

Tokens/PDF 15000 15000

Number of PDFs/input (avg) 100 100

Number of input/project 2 2

Projects/year 80 80

Total input tokens/year 240 000 000 240 000 000

Cost/input token (/1M tokens) ($) 3 30

Total input cost per year 720 7200

Output

Number of tokens/output 30 30

Number of outputs/call 100 100

Number of calls/year 160 160

Total output tokens/year 480000 480000

Cost/output token 6 60

Total output cost per year 2,88 28,8

Total runtime costs/year ($) 722,88 7228,8

Total runtime costs/year (€) 665,0496 6650,496

100


