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Abstract

Significant advancements in audio transport, encoding, and processing power in
embedded systems constitute the foundation of today’s speakers. Transitioning
the digitalized audio data transmission to Audio over IP (AoIP) has opened the
potential to transmit audio with the same network flexibility as other services
using packet-based networks, such as voice over IP or video over IP.

This thesis primarily focuses on evaluating different masking techniques for
transient network errors in embedded environments, such as an IP speaker us-
ing a simulated audio pipeline. The key indicators of success are the algorithms’
latency, delay, perceived audio quality, and complexity. Both sender-based and
receiver-based, as well as combinations of these methods, have been evaluated. Two
techniques were sender-based (Redundant Transmission (RT) and Parity Packet
Forward Error Correction (PPFEC)). Five were receiver-based (Silence Insertion
(S1), frequency-dependent White Noise Insertion (WNI), Packet Repetition (PR),
Waveform Substitution based on Pattern-matching (WSP), and Waveform Sim-
ilarity Overlap and Add (WSOLA)). The sender-receiver-based techniques were
the 10 resulting combinations of sender-based and receiver-based techniques.

Considering all the key indicators, the findings were that the best-performing
algorithms for receiver-based Packet Loss Concealment (PLC), sender-based For-
ward Error Correction (FEC), and the combination sender-receiver-based were
PR, PPFEC, and PPFEC with PR. PR had a mean opinion score (MOS) of 57.08
across all evaluated tracks at a drop percentage of 10% with a segmented cross-
correlation score roughly at 0.5, which, compared to SI, only had a segmented
similarity score in the range of 0.1 to 0.3 for the evaluated excerpts. Further, the
execution time ratios between SI and PR were almost equal. Introducing FEC into
the masking techniques further improved the results since the reconstruction made
by FEC techniques perfectly reconstructs the lost segment if enough redundant
data was transmitted correctly. However, implementing FEC using RT or PPFEC
results in increased end-to-end latency due to the increased amount of redundant
information transmitted, with RT causing a greater increase than PPFEC.

The conclusion was that when latency does not have to be ultra-low, the com-
bination of PPFEC and PR will do a great job of masking occasional transient
errors in low-resource AolP-embedded systems. In the case of ultra-low require-
ments, using only PR is suggested since PR has low complexity, introduces no new
latency, and does not further strain the network.
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Popular Science Summary

In recent years, a lot has happened in the audio system industry. The forefront
of technology is being pushed forward daily. With the vastly increased processing
power in embedded systems (such as speakers or dongles), the developments of
bandwidth power, and the evolution of the Internet of Things (IoT), a revolution
has sparked regarding audio data transmission. The transition from traditional
transmitting technology, analog or previously used digital transmission, to Audio
over IP (AolP).

AoIP has become a fast and resilient alternative for audio transmission and
has found its way into several use cases. Whether for live music performances
with ultra-low latency or safety-enhancing in cities, AoIP has found its way into
several sectors of society. The technology is foremost used in professional indus-
tries, providing solutions for various applications. Some use cases include security
regarding fast signaling of environmental disasters, warehouse announcements and
background music, hospital announcements, producer equipment, live performance
wiring, audio tied to surveillance in subways, and so on.

The sectors using AoIP do so because they want better transmission, relaying
information faster, and utilizing the benefits tied to operating on a packet-based
network. However, as with other packet-based networks, AolP is sensitive to la-
tency, disruptions, and transient network errors. Further, it is crucial to achieve
and maintain good perceived audio quality. Robust systems are in high demand,
which is why many in the industry have yet to transition from traditional trans-
mitting technologies to more modern ones. In the neighboring field of Voice over
IP (VoIP), the solution to mask the transient network errors has been researched
for quite a while. Some of these techniques have been evaluated on music and
other signals than speech, but even fewer have been assessed in AolP systems in
embedded environments.

This thesis investigates and evaluates some PLC and FEC techniques when
implemented on an IP speaker.
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Chapter ]_

Introduction

Significant advancements in audio transport, encoding, and processing power in
embedded systems constitute the foundation of today’s speakers. Transitioning
the digitalized audio data transmission to AoIP has opened the potential to trans-
mit audio with the same network flexibility as other services using packet-based
networks, such as voice over IP or video over IP. Several competing companies have
introduced new IP speakers and IP-based audio technology, pushing the bound-
aries of what AoIP is capable of every day [1][2]. The technological development
strives to increase the perceived audio quality, reduce latency and jitter, improve
transmission speed, and minimize packet loss. These factors are critical indicators
for AoIP systems and speakers [3]. Adjustments need to be carefully implemented
and revised. If the audio quality is increased, more bandwidth is required, or there
is a need for higher latency, and the risk of packet loss increases, leading to per-
ceptual effects like glitches, disruptions, and distortions. Meanwhile, minimizing
packet loss comes at the cost of likely increasing the latency or hurting the audio
stream’s perceived quality. Thus, it is clear that there is a challenge in balancing
these metrics.

1.1 Motivation

This master’s thesis is done in collaboration with Axis Communications in Lund,
Sweden. Axis Communications develops, builds, and sells AoIP equipment like
IP speakers. In doing so, a need to investigate and evaluate options for masking
out transient network issues in an embedded environment has emerged. Network-
related issues might manifest audibly for the listener as glitchy, distorted, or even
missing sound segments.

Previous research regarding masking transient network issues specifically for
AolIP is somewhat limited [3]. The research has primarily focused on similar ar-
eas, such as voice-over-IP and video-over-IP. Some concepts are shared between
the areas, but some differences must be considered. AoIP delivers all digital au-
dio, which can be speech, music, alarms, and so on. This differs from VoIP, where
human speech is only considered. There are natural micro-pauses regularly occur-
ring during human speech. Meanwhile, music, in general, has melodic continuity.
Solutions working for VoIP may thus not necessarily work for AoIP. Given the lim-
ited resources available in low-power and small storage embedded environments,
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evaluating what algorithms work well is thus of interest.

1.2 Research Goal

This thesis investigates and evaluates various receiver, sender, and sender-receiver-
based methods to mask transient network errors in an embedded environment.
The primary objective is to apply and evaluate different Packet Loss Concealment
(PLC) and Forward Error Correction (FEC) techniques in an Audio over IP (AoIP)
speaker device to mask the artifacts caused by packet loss. The thesis focuses on
finding solutions suitable for running in environments where ultra-low latency is
crucial while power and storage are limited. Evaluations are made with regard to
waveform similarity, Signal-to-Noise-Ratio (SNR), perceived audio quality, intro-
duced latency, and execution time comparisons. By performing this investigation,
this thesis aims to contribute to the further development of AoIP technology.

1.3  Thesis Outline

The structure of this report follows this outline: In Chapter 2, the background
of key aspects of audio and network-based audio transmission is presented with
concepts such as psychoacoustics, audio processing, packet-based transmission,
and audio pipeline. In Chapter 3, there is a review of masking techniques from
previous work in the fields of PLC and FEC. The techniques are introduced and
explained. Chapter 4 begins by discussing the chosen selection of algorithms,
why they were chosen, how they were implemented, and parameter settings. How
latency is affected by the selected parameters is also discussed. In Chapter 5,
the developed simulation pipeline is shown. The equipment, audio configurations,
evaluation methodology, and other setup-related information are also disclosed.
Further, all the experiments that were conducted are presented. Chapter 6 is
comprised of the presentation and the discussion of the results. The receiver-
based results are first presented and discussed, and then the results of sender
and sender-receiver-based are presented and discussed together. In Chapter 7, a
short summary and the conclusions drawn in the thesis are presented. Lastly, the
potential directions for future work are discussed. The Appendix includes images
and further details of the webMUSHRA tool used for the listening tests.



Chapter 2

Networked Based Audio

This chapter presents relevant background on audio and network-based audio
transmission. The information presented includes a rough overview of the parts of
the audio pipeline, psychoacoustics, and how audio is represented in packet-based
networks.

2.1 Audio Over IP
2.1.1 Background

Technological advancements made it possible for audio to traverse packet-switched
networks, and this is precisely what AoIP is. Designed to achieve audio stream de-
liveries for professional applications reliably and with low delay [3]. Using packet-
based networks to transport the audio data opened up possibilities for more ad-
vanced services and smoother and easier inter-connection possibilities. However,
the transition to AoIP did come at the cost of technical challenges due to the
stochastically varying nature of these networks [4]. An early investigation based
on voice over IP (VoIP) showed that the most prominent challenges affecting the
end-to-end quality were packet loss, end-to-end delay, and jitter [5]. Tackling these
challenges will result in High-Fidelity (HiFi) audio with the lowest possible delay.

2.1.2 Quality Of Service

Quality of service (QoS) is a phrase that is often seen in the context of IP networks.
QoS is a quality describing indicator with a basis in the following four categories:
bandwidth, dropped packets, delay, and jitter [3].

Jitter And Jitter buffers

Jitter is the difference in the time between the earliest and latest arrived packets
relative to the intended arrival times and can vary in duration [3]. Jitter occurs
because packets are not necessarily received in the same order as they are trans-
mitted. Network routing, packet queues, and packet loss are some factors that
cause delay jitter. The problem is usually solved in the receiving part of the sys-
tem with a buffer that delays incoming packets so the packets can be arranged
in the correct order and then be released further downstream in batches. Buffers
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like that are called jitter buffers and compensate for the jitter with delay [6]. The
jitter buffer will rearrange the RTP packets according to their sequence numbers
before sending them downstream in the pipeline. Further, jitter buffers require
precise configurations since packets held too long will cause an interruption in the
playback because some packets will arrive too late and thus be dropped. Mean-
while, jitter buffers with a maximum buffer time that is too short run the risk of
missing out on some packets and sending the rest of the batches downstream too
soon. Figure shows a simplified overview of the information flow.

Sender Receiver

further
Transmitter Jitter buffer processing
and playback

audio
processing

Figure 2.1: Simplified information flow to and from the jitter buffer.

Delay and Latency

Delays of various lengths occur in different steps along the audio stream pipeline.
Some factors that might introduce delay are routers, propagation delay through
physical links (usually not affecting to any notable degree), jitter buffer delay,
and other processing delays [3]. Latency, however, incorporates all the delays
and corresponds to the time it takes for a packet to travel from its source to its
destination.

Packet Drop

As packets propagate the network, they run the risk of being dropped. Routers
can drop packets and will do so for various reasons [3]. They will sometimes drop
if a link is overloaded or a packet’s Time To Live (TTL) has hit 0. Packet drops
might cause disruptions or glitches in the audio stream.

2.1.3 Codecs

Audio codecs are used to compress and reconstruct audio signals. An audio codec
system is, in general, made up of three components. These components include
an encoder, a quantizer, and a decoder [7]. These play an essential part in the
audio pipeline as they directly impact the delay, bit-rate, and bandwidth usage
of the information flow [3]. Several codecs have been developed over the years
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with various encoding schemes like MP3, AAC, FLAC, etc. It is also possible to
digitally represent audio data without using previously mentioned codecs by using
Pulse Code Modulation (PCM) with specific bit depth such as PCM-16, PCM-
24, or PCM-32 [8]. The numbers following PCM tell which bit depths the signal
was quantized with. Characteristics of the ideal IP codec system would include
effective and good PLC, a dynamic receive buffer, a mini-maxed bitrate to achieve
the best possible fidelity, and an adaptive codec bitrate. Different PLC techniques
are thus inherently a part of the audio codec system. Information leaving the
jitter buffer typically proceeds through the decoder before proceeding to playback
or further signal processing.

2.1.4 Data transmission

Transmitting audio data over the network using IP packets requires synchroniza-
tion and time precision for playback to be correct. This is even more challenging
in large-scale installations where several speakers are to receive and play synchro-
nized audio streams. A transport protocol, the Real-Time Transport Protocol
(RTP), is a popular alternative to achieve high precision with fast and secure
transmission. RTP was explicitly made to transport real-time data such as audio
or video streams [9]. The RTP header contains a sequence number, timestamps,
and audio or video encoding. RTP is mainly run over the User Datagram Protocol
(UDP) to ensure fast transmissions without retransmission to keep latency down.
The protocol can also run over Transmission Control Protocol (TCP), but the
added latency makes the TCP-RTP combination less viable for most Real-time
applications. The RTP packet header can be seen in figure

N
w
o

o[ 4]5]e[7]o[1]2]3]4]5]6]7]0]1]2]3]4]5]6]7[0]1]2]3]4]5]6]7
V |P[X cC M PT Sequence number

Timestamp
Synchronization source (SSRC) identifier

Contributing source (CSRC) indetifiers

Payload

Figure 2.2: RTP packet overlook

RTP packets include a payload field intended for the audio data. The informa-
tion included in this field will be processed and eventually played by the receiving
end, and the data format is identified via a 7-bit numeric identifier [9]. The audio
data can be encoded in various formats, such as MP3, AC3, PCM, and more.

Feedback related to the performance of the RTP streams is essential and is
possible through the Real-time Transport Control Protocol (RTCP). RTCPs are
sent periodically to minimize bandwidth usage, and they uphold four fundamental
mechanisms: [9]
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1. Informs the quality of the data distribution (congestion control, for exam-
ple).

2. Carries identifiers for RTP sources, known as Canonical Names (CNAME),
to maintain robust RTP streams. CNAME is used if the Synchronization
Source (SSRC) identifier changes (this could happen when a conflict is dis-
covered, a service is restarted, or to associate multiple data streams).

3. Calculate what rate packets are sent by observing the participants.

4. The last process is optional and aims to convey minimal session control
information. This allows a monitoring entity or a participant in the network
to display participant identification or other information in a user interface.

Data transmission in AoIP systems can be directed to one receiver or, through
multicast, reach several receivers in a scalable and efficient way [10]. This feature
is typically used in larger AoIP systems where several speakers and other potential
audio systems are connected. This further highlights the transport layer’s need
for precise synchronization and timestamps.

2.1.5 Data receiving

RTP packets over UDP are not guaranteed to reach their destination in time or
at all [9]. Packet gaps in the jitter buffer can and likely will occur to a lesser
or greater extent, depending on the available bandwidth, configuration, or other
packet-based network challenges like packet routing. Correcting or concealing
these gaps is crucial for the audio stream to stay synchronized and for playback
to proceed correctly.

2.2 Psychoacoustics

Psychoacoustics is the science of the hearing system as a receiver of acoustical
information [II]. Digital signal processing (DSP), audio transmissions, and other
audio configurations should be opted according to the human ear, which ultimately
is the end-receiver. The audible spectrum has been mapped to roughly cover the
frequencies between 20 to 20000 Hz [12]. A lot of further work has been made
in characterizing the human auditory perception [II][I3][I4]. Processing audio
with codecs or using DSP heavily relies on concepts in psychoacoustics since the
human ear and sound perception are affected by these processes. This is also true
for the masking of transient network errors, as PLC and other masking techniques
directly affect the audio signals waveform. Audio coders are even seen to perform
compression by exploiting signal information not detectable by the human ear.
VoIP error concealment techniques have been seen using similar exploits to make
lost packets perceived as less noticeable [I5].

2.3 Audio processing

Audio processing is of great importance in the context of AoIP. Since packet loss
can occur, audio data will end up missing in playback. There are different potential
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approaches to mitigate this problem. One way is by using DSP, by applying filters
or interpolations, which have been studied for a long time [I6]. Further, DSP can
also be used to increase the perceived audio quality. Other methods to mitigate
packet loss involve manipulating packets or data at the transmission’s sending or
receiving end. Several methods are available for both approaches, and techniques
can even be combined in some cases [17].
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Chapter 3

Error Masking and Repairing Techniques in
the Literature

In this chapter, masking techniques investigated in related works are presented.
There is not a clear division between concealing and repairing techniques. They
are usually split according to the categories sender-, receiver-based, and some-
times sender-receiver-based or similarly phrased divisions [I7][18]. This division
is strictly focused on where they are processed. According to Church and Pizzi,
a state-of-the-art solution to an ideal low-delay and bidirectional IP codec system
should encapsulate these four characteristics [3]:

e Effective, inaudible packet-loss concealment.

e Adaptive receiver buffer with time squeeze and stretch capability
e An efficient codec with maximum fidelity to the lowest bitrate.

e Adaptive codec bitrate, adapting according to network conditions.

In the closely related field of voice-over-IP, packet loss concealment is be-
ing studied and worked on by Enhanced Voice Services (EVS) with their EVS
codec that is based on state-of-the-art speech and audio coding [19]. Among these
techniques, a fair share is based on harmonics and pitch, which are essential in
reconstructing missing packets in the context of speech.

3.1 Receiver-Based PLC Techniques

Receiver-based schemes use the received information to conceal or repair lost pack-
ets. The opting not to use concealing and or repairing techniques is called splic-
ing. Splicing is the most straightforward approach in solving lost packets since
the receiver proceeds with the first available packet after the lost packet. The ap-
proach has been shown to perform poorly and causes synchronization issues with
buffers and during playback [20][I7]. Other methods were derived to mask lost
segments better. Receiver-based techniques work best with small isolated gaps in
the received data and should not be seen as substitutes for sender-based repair
techniques.

11
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3.1.1 Insertion-based Error Concealment

Insertion-based error concealment replaces a lost packet by inserting a generated
packet. Different approaches can be taken when replacing packets. An introduc-
tion to the three most famous ones follows.

Silence Insertion

The baseline compare method inserts silence in case of missing packets so that
the signaled is not spliced [2I][I7]. This has typically been used as a baseline
historically in VoIP [22]. In the case of PCM-encoded audio, it generates frames
containing only 0Os [8]. Filling gaps with silence works well if the loss rates are below
2 percent and the packet lengths are shorter than 4ms [23]. A visual representation
of silence insertion can be seen in figure [3.1

Figure 3.1: A snippet of a waveform that has replaced lost frames
with silence using silence insertion.

Packet Repetition

PR is a straightforward algorithm that tracks the latest successfully received packet
and repeats this packet in case of lost segments to fill the gap [24]. With small gaps,
this works rather well. In the VoIP environment, the GSM system recommended
complete repetition for the first lost speech frame followed by the same packet but
with a successively more faded-out gain over the next 320ms [25].

Noise Insertion

Noise insertion involves filling lost segments with noise. Research in VoIP envi-
ronments suggests that using white noise during segments with silence is more
effective [26]. Background noise instead of complete silence can be more effective
since it allows the human brain to subconsciously restore phonemes through psy-
choacoustic and provide better-perceived quality, unlike silent packet replacements
1271 128]

3.1.2 Interpolation-Based Error Concealment

Interpolation-based error concealment uses packets around the lost segment to
produce a replacement. These techniques consider dynamic characteristics when
performing the concealment [I7]. Three variations of interpolation-based tech-
niques have generally been considered before. These are Waveform Substitution
(WS), Pitch Waveform Replication (PWR), and Time Scale Modification (TSM).
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Both WS and PWR are pretty similar in that they utilize a form of packet rep-
etition by finding the best-fitting substitution through pitch detection, pattern
matching, or both. [29][30]. PWR is essentially a development of WS that consid-
ers the pitch surrounding the lost segment. TSM, on the other hand, has been seen
to perform even better than WS and PWR, but at the cost of increased complexity
[31]. Using different waveform stretching algorithms, TSM stretches the waveform
in time and is used to stretch the waveform on either side of the loss across the
lost segment.

Waveform Substitution

A study concluded by Goodman et al. used templates to perform repetition-based
waveform substitution through pattern matching (WSP) and evaluated the WSP
from both the one-sided and the two-sided approach [29]. The study showed wave-
form substitution outperforming simple packet repetition and silence replacement
in packet-based voice systems in both cases. The repetition is based on pattern
matching. Three different approaches for pattern matching were presented in their
research, and the different methods yielded almost equivalent results, according
to Goodman et al. One of the presented pattern-matching methods has a simpli-
fied version of the formula that could be useful in practical implementations. The
essence of the pattern-matching technique is to use a template and search for a fit-
ting replacement for the lost packets in a search window using normalized samples.
In the study, Goodman et al. used the last m samples from the previously received
packet as the template. The cross-correlation formula method and the simplified
version can be seen in equations and respectively. M = #samples in the
template, N = length of the search window in which the M most template fitting
samples are to be found, n is the position of the template in the search window,
x(7) and y(i) correspond to the samples of the template and the samples of the
search window. The result of the cross-correlation function is thus the n that gives
the most significant value in C(n). Further, sgn is the sign-function.

S a(m)y(n +m)
Sy +m))?

C(n) = , where n=1,2,3,...,. N (3.1)

M
S(n) = Z sgnlz(m)]sgn[y(n +m)], where n =1,2,3,..., N (3.2)
m=1

Once the correct position for the template is found, the data following the
position for the template position is used as replacement data for the lost packet
or packets. Goodman et al. suggested a search window length of 16 ms and a
template size of 4 ms regardless of packet size for the one-sided approach [29].

Waveform Similarity Overlap-and-Add

Waveform Similarity Overlap-and-Add (WSOLA) is an effective TSM technique
that operates in the time domain without modifying pitch or timbre [32] [33][34][35].
The technique stretches the signal before a lost segment across it. See figure[3.2] In
the Python library, PyTSMod [36], the WSOLA algorithm has been based on the
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work of Dreidiger and Miiller [37]. The parameters should be adjusted according
to the specification of the audio that is fed to the algorithm. Typically, a Hanning
window is used with a size big enough to cover the audible frequencies included in
the signal, and a window overlap of 50% should be used [38][37].

The WSOLA PyTSMod implementation begins by validating the parameters.
The algorithm continues by generating a window function and determining the
output length. Synthesis windows are then created, and interpolation is used to
find frame positions for analysis. The algorithm processes each channel separately,
iterating through each frame, extracting and aligning them. For each frame, the
WSOLA adjusts the position to align by utilizing the previous frame. The current
frame gets added to the output signal after it has been extracted and windowed.
The progression of the current frame is calculated, and cross-correlation is used to
find the continuation with maximum similarity. Once all iterations are done, the
output is normalized and trimmed to the desired length.

Stretched to
s cover 3 packets

WSOLA
10 DRSS ERPRnE

-/

Figure 3.2: lllustration of WSOLA stretching packets across the lost
segment.

3.1.3 Machine Learning Based PLC

In recent years, Machine Learning (ML) based PLC has become the center of at-
tention when it comes to repairing and concealing packet loss in multimedia, with
several studies trying to find optimal models [39][40][4I]. Different models have
been evaluated so far, yet newer and better-performing models pop up consistently
yearly. Autoregressive models have so far shown to be useful in predicting infor-
mation from lost segments [42]. The demand for finding a state-of-the-art solution
is high. The field has even seen large-scale competitions in finding the best models
[43].

3.2 Sender-Based Techniques

In contrast to receiver-based techniques, sender-based techniques try to correct
packet loss by including information that can be used to repair missing segments
or transmit redundant information.

3.2.1 Forward Error Correction

FEC is a sender-based technique where redundant information regarding other
packets is included in the payload. This allows the decoder to better correct
errors without the need for retransmission. Different strategies can be applied
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when working with FEC. A straightforward take on FEC uses critical information
about the signal, allowing the receiving end to repair and replace missing packets
better. One approach is to include zero-crossing measurements to interpolate
values better, which have been shown to perform well with waveform interpolation
by N. Erdél et al. [44]. Another method is the Media-Independent FEC (MIFEC)
method Parity Packet FEC (PPFEC), which can patch solitary scattered losses
through XOR of the parity packet and other packets belonging to the same block
[45]. A more sophisticated approach in FEC is the well-known Reed-Solomon (RS)
codes. Prominent at error-correcting and performs well against burst packet losses
[17]. This method is based on converting the message to a polynomial, m with
coefficient from a finite field F' of degree n, and let RS encoders evaluate m at
n different points to generate codewords [46][47]. Though far more complex than
the previously mentioned methods, it can perform well at burst losses.

Parity Packet FEC

One relatively straightforward FEC technique studied by N. Shacham [45] is based
on including an error-control parity packet for every K packet of media data. In
this approach, K packets form a block, and as long as only one packet per block
is missing, the technique can restore the lost packet. The PPFEC technique first
requires selecting the block size, K. The error-control parity packet, Pg, is then
computed using equation [3.3]

K
PE =Ci,K+1 = (Z Ci’j) mod (2),2 = 1,2,3, e, (33)
j=1

Further, given that a single packet is missing in the block, P = ¢;, where
a € (0,1,...,k), the decoder can reconstruct the packet using the other received
packets. A simple overview of the technique can be seen in figure [3.3] The parity
of the received packets P, including the error-control packet, will result in the
missing packet being a complement to P. P can be calculated as seen in equation

B4

K
P=cix= (> cij) mod(2),i=123, . .,mandj#a (3.4)
j=1

The summation seen in equation [3.5] thus holds.

Pp=(P+P) mod (2) (3.5)
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Figure 3.3: Overview of PPFEC.

3.2.2 Redundant Transmission

Redundant Transmission (RT) is perhaps the most straightforward method among
the sender-based techniques. It is a simple protection approach against packet
loss. The idea behind the scheme is to transmit two or more of every packet,
thus reducing the chance that loss occurs while the packets are being transmitted.
This comes at the cost of further straining the network by increasing the traffic on
the links, which will further increase packet loss probability [I7]. It also increases
the end-to-end latency since the receiver must receive all those extra packets to
attain the same level of information as a transmission without RT requires. RT
has thus also been implemented with dynamic redundancy levels that depend on
the current drop rate relayed by RTCP packets [48].

3.3 Sender-Receiver-Based Techniques

Sender-receiver-based techniques cover PLC and packet-repairing methods that
span across the categories of sender-based and receiver-based techniques. They
include, but are not limited to, the combination of sender and receiver-based tech-
niques. They also include methods that use network-specific settings and setups
to prevent gaps and errors in the transmission [49)[I8][50]. These schemes rely
on concealment and packet repair, codec-specific information, or other network
information to conceal or repair missing segments.

3.3.1 Regeneration Based or Codec Based Error Concealment

Regeneration-based error concealments have been categorized as receiver-based
methods [I7]. Sender-receiver-based is a more fitting category since the sender
typically includes codec-specific or other information used at the receiving end
to regenerate the lost segments [I18]. These techniques are quite computationally
expensive but have been seen to yield quite good results [51][52].



Chapter 4

Implemented Techniques and Parameter
Settings

In this chapter, the selection of algorithms is explained. The chapter also discloses
how the algorithms have been implemented and the reasoning behind parame-
ter settings. Lastly, the latencies introduced due to the parameter selections are
mentioned.

4.1 Technique Selection

Several factors were considered when selecting the techniques to be evaluated for
the thesis. Considerations were made to evaluate non-codec-dependent techniques,
allowing for AolIP system independent appliance. Techniques should work with sig-
nals represented using PCM. Further, it was preferred to evaluate fast techniques
that require minimal latency and preferably no packet delay for the algorithm to
work. Limitations in manpower and time were pressing factors in selecting the
number of algorithms to be evaluated. Another factor was the limited resources
of open-source PLC implementations available online. The latest contributions in
the field, ML-based PLC, were not considered either. This was due to several rea-
sons. It would lead to less time to evaluate other techniques since converting and
implementing models in a network speaker device, finding the correct selection of
parameters, and training them are highly time-consuming.

4.1.1 Receiver-Based Selection

Since codec-specific algorithms were not considered in the evaluation techniques,
the evaluation would include interpolation and insertion-based techniques. As
seen in the literature review, the insertion-based techniques, PR and White Noise
Insertion (WNI), performed better in VoIP than silence insertion and are neither
complex nor computationally heavy [I7], and were thus chosen.

The more sophisticated interpolation-based techniques were selected according
to the required packet delay, latency, complexity, and concealing performance. It
was interesting to investigate how well the interpolation-based techniques would
perform with audio in general (music and speech) and in an embedded environment
with limited resources. Seeing as PWR was a refinement of WS but more specified
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towards VoIP due to its consideration of silenced speech segments, the WS method
waveform substitution based on pattern matching by Goodman et al. was selected
for evaluation [I7][29][30]. Among the TSM methods, the WSOLA was seen as the
basis for the techniques [3I][53][54]. Newer versions built on the WSOLA error
concealment technique introduced more complexity, further delay, or, in some
cases, both. Still, they did, according to Lizhong et al. and Yeh et al., perform
slightly better than the original WSOLA algorithm. However, since they only
performed marginally better, they introduced more complexity and delay. Thus,
the original WSOLA algorithm was selected.

PR Parameters

PR was implemented to reuse the payload of the latest successfully received packet
in case of loss. As previously mentioned, the GSM system advocated the appli-
cation of a fade-out of the gain of over 320ms for packet repetition when used
with speech. However, this was not used to implement the PR algorithm in this
investigation, as burst losses of that kind are not the main focus of this thesis.

Frequency Filtered WNI Parameters

The result was relatively poor when trying out the white noise appliance in the
context of music. While the rest of the audio was continuous and melodic, the
sudden insertion of white noise became a harsh contrast. To attune to this, two
adjustments were made. Firstly, the root mean square (RMS) of the previously re-
ceived packet was calculated, and the samples were then Fast Fourier transformed
(FFT) so that the dominant frequency fp could be found. The largest and small-
est frequencies with intensities within +0.8 - fp were used as parameters for two
cascading second-order Butterworth bandpass filters with amplifiers in between.
This is to increase the steepness of the frequency response since only theoretical
filters have a rectangular shape of the transfer function [55]. The samples are am-
plified after each filter by the difference in RMS before and after passing through
the filters. This keeps the gain roughly the same level as the previous packet.
Once this is done, the WN that is left is based on the most prominent frequencies
of the prior packet. This is then used to fill the gap left by the lost segment.

WSP Parameters

The WSP was implemented using the more practical pattern-matching technique
in 3:2] The results of the two pattern-matching techniques were similar in con-
cealing performance, so the one with the least complexity was chosen. The WSP
parameters were chosen according to the recommendations made by Goodman et
al. [29], a window size of N = 16ms and a template size of M = 4ms. These were
considered the best choices for the parameters regardless of packet size.

WSOLA Parameters

The WSOLA PLC algorithm evaluated for this thesis followed the open-source
implementation in the Python library PyTSMod. The algorithm is applied once
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a lost packet is detected. The selection of the parameters has a big impact on the
resulting signal.

A Hanning window with a size of 2048 sample was used since the window
should cover one pitch period. With a window of 2048, the period of frequencies
down to 23.44 Hz is covered when sampled at 48 kHz. Af = 428004080 ~ 23.44 Hz.
This almost covers the entire audible spectrum but also considers the increased
performance cost of having large windows. The hop size was set to have a 50%
overlap with the windows and was thus set to 1024. The tolerance was set to 512,
as this is the default for the algorithm. The technique was set to use the two
latest packets to reconstruct a missing segment by stretching them across the lost
segment. The algorithm thus requires a delay of two packets to function properly.

4.1.2 Sender-Based Selection

The sender-based techniques considered were media and codec-independent and
did not require specific LAN configurations. The algorithms considered were RT
and PPFEC, and they were chosen to be implemented without the need to recon-
figure settings outside the sender and the receiver. SI was used if the techniques
could not reconstruct the messages to avoid splicing.

Redundant Transmission

RT was implemented with the static redundancy of 1 copy per every original
packet. This was based on the fact that the drop rate would be static for the
different investigations. If both packets arrive, the copy is ignored and thrown
away.

Parity Packet FEC

The PPFEC was implemented according to N. Shacham’s single parity packet dis-
cussed in section[3.2.7] The block size was set to K = 6 to balance the introduced
latency from the long waiting times required by the jitter buffers and the intro-
duced latency and strain of transmitting too many parity packets with a smaller
block size.

4.1.3 Sender-Receiver-Based Selection

The selection of Sender-Receiver-Based algorithms consisted of combining the
selected sender and receiver-based techniques. This decision was based on the
available resources and the fact that codec-specific algorithms were not evalu-
ated. Combining techniques allows the sender-based techniques to restore the
lost segment perfectly when possible. In contrast, the receiver-based techniques
perform concealment in case the sender-based techniques cannot patch the lost
segments. This should lead to fewer concealments having to be made. Including
the sender-based techniques, which are sender-receiver-based with SI, there were
10 combinations in total between the sender and receiver-based algorithms: RT-SI,
RT-PR, RT-WNI, RT-WSP, RT-WSOLA, and the corresponding ones for PPFEC:
PPFEC-SI, PPFEC-PR, PPFEC-WNI, PPFEC-WSP, PPFEC-WSOLA.
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4.2 PLC Waveform Alignment

The audio signals waveform could end up with non-aligned edges after concealing
lost segments. These misalignments were notable when applied with a music audio
signal, causing listening experiences similar to SI due to audio clipping. Clipping
occurs when the signal’s amplitude exceeds the system’s maximum level [56]. An
example of misalignment due to PR can be seen in figure Goodman et al.
used cosine weight profiles to handle misalignments in implementing WSP [29]. A
similar approach was used for all the receiver-based PLC algorithms that relied on
fading. The scheme fades the first 40 samples of the newest received packet after
a lost segment or the first 40 samples of the reconstructed packet for PR, WNI,
and WSP. The fading algorithm, sample; = (sample; - f;) + (samplepres - (1 — f3)),
where f; is the fade factor at iteration ¢ and samplep, ., is the last sample from
the previous packet.

f,r"m"\ ,’—-\\ ,’—-/:\J(\’\;\'\,\,\
il { g it
~ v T r 7 =N
\\\..\ /A_‘/(\ P \\ o A

— —

v

f”"f’“h\ {—“7\\\ ///'L/V(\’\\\’\z\/\‘
- &

Figure 4.1: An example of PR waveform misalignment.

4.3  Technique Latency Requirement

Other latency-inducing phenomena occurred except for the introduced time re-
quired by the techniques to apply the PLC. Among the selected techniques, WSOLA,
PPFEC, and RT introduce extra latency so that they work correctly. These la-
tencies are configurable and depend on the chosen parameters for the methods.
The latencies described here are based on the configurations presented with the
techniques. WSOLA requires a packet delay of 2 packets to stretch the two latest
packets across the length of three.

With PPFEC and RT, latency is introduced in terms of the jitter buffer having
to wait a particular time to allow the buffer to at least have had the time to
wait for enough packets to arrive before sending them further downstream and in
terms of the end-to-end latency introduced by transmitting more packets. PPFEC
requires sufficient time for the entire block to arrive before letting the information
continue to flow downstream. In this case, at least a block must have had the
chance to arrive before proceeding. Continuing with RT, the latency arises from
the same reasons as for PPFEC and depends on how many redundant packets
are transmitted per packet. RT was configured only to send one copy per packet.
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To send 60 packets of pure data, RT will transmit 120 packets and PPFEC 66
packets.
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Chapter 5

Developed Pipeline and Evaluation
Methodology

In this chapter, the developed audio pipeline and the methodology for performing
the evaluations are presented. Further, the audio and network configurations used
for the investigation and the performed experiments are described.

5.1 Equipment

5.1.1 Audio equipment

The experiments conducted for this investigation have been in collaboration with
Axis Communications. Specifically, they provided me with equipment to perform
the implementations and executions at an AolP speaker device. According to a
publicly available datasheet, the speaker device had 1024 MB RAM and used the
processor NXP i.MX 8M Nano [57].

5.1.2 Audio Specifications

Due to the tremendous potential selection of configurations available with signal
processing of audio, limitations regarding the audio used for the investigation had
to be made. The audio used throughout all of the investigation used the same
configurations. The audio was represented using 16-bit PCM encoding with a
sampling frequency of 48kHz, which is more than enough to cover the audible
frequency spectrum for humans [I2]. Further, all the audio used during this thesis
is mono-channeled.

5.1.3 Network Configurations

The experiments are based on error-repairing and error-concealing technologies.
Measurements require access to a constricted network, which can also be simu-
lated. Heavily trafficked networks are unreliable work environments. The simu-
lated approach was thus used for the experiments. The approach to simulate a
lossy network environment was by dropping a certain percentage of packets. A
packet dropper was implemented in the pipeline for these experiments to obtain
the measurements and results. The packet dropper drops a specified percentage
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of packets based on a seeded random number generator (RNG), thus creating the
same baseline conditions for all the evaluations. The implemented packet drop-
per corresponds to the simulated network transmitter in the implemented audio
pipeline, as shown in figure [5.1] The packets are RTP packets with lengths of 16
ms.
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Figure 5.1: The implemented pipeline at device-level, writing results
to wav-files or directly to stdout.

5.2 Simulated Audio Pipeline

Due to various factors, the pipeline used in the experiments, figure[5.1] was directly
implemented at a speaker device running a Linux OS with embedded programming.
The pipeline can be seen as an approach to simulating an actual audio pipeline in
devices like the ones used in this investigation. It is far less complex because it
contains fewer pipeline elements and allows for easier integration of different PLC
and FEC techniques than in the actual audio pipeline.

The audio is read from a WAV file. Depending on whether the technique being
evaluated uses FEC, data will be prepared before being packaged into RTP packets.
Once the payload has gotten their respective RTP IP headers attached, the packets
proceed to the simulated network transmitter, where a given percentage is dropped.
The remaining packets are collected in the simulated network receiver, acting as
a Jitter buffer, aligning the received packets according to the sequence number in
their corresponding RTP headers. Once aligned, the PLC, FEC, or both categories
of techniques are applied to conceal or recover the missing information. Once the
packet loss has been concealed or reconstructed, it is either written to the standard
output (stdout) for audio of the device or a WAV file.

5.3 Evaluation Methodology

The work methodology involves studying and evaluating the different transient
network masking techniques according to the key performance indicators. Inves-
tigating performance requires measuring and analyzing the following parameters:
resulting audio quality, latency, jitter, and computational cost.
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5.3.1 Audio quality evaluation

Two approaches are used to evaluate audio quality. The objective approach ana-
lyzes the SNR and the segmented cross-correlation CCspa (waveform similarity)
between the original and reconstructed signals at the specific intervals of the lost
packets. Using SNR to compare the original signal with the reconstructed signal
allows us to detect how much noise the techniques have introduced. It is a mea-
surement used in previous investigations of similar character as this one [58][59].
The SNR is calculated using the reference signal S,.y, and the condition signal
Scond as seen in the equation [5.1

> i1 (Sreg(n))?
ery:l(STEf(n) — Scond(n))?

The CCsgq, on the other hand, calculates the average maximum of the cross-
correlation between the reference signal and the condition signal at the affected
segments. This, in turn, tells us how similar, on average, a condition signal is to
the original signal at the affected segments [60]. Since most of the signal are not
affected by applying the PLC techniques at the lost frames, the average maximum
correlation between segments gives a more concrete similarity assessment at the
points of interest. The CCgpq is calculated according to equation [5.2] where M
corresponds to the number of segments.

M—-1
1
CCspa = 17 > max() " anik - Tn) (5.2)
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5.3.2  Perceived audio quality

Perceived audio quality is heavily subjective. As the metrics described in section
[£-31] do not reliably serve as a precise tool in assessing perceived audio qual-
ity, MUltiple-Stimuli with Hidden Reference and Anchor (MUSHRA) listening
tests were conducted using the webMUSHRA tool [6I]. This test form has been
evaluated and proven to be a reliable framework for all listening tests. Further,
the webMUSHRA configurations make the tests compliant with the ITU-R Rec.
BS.1534-3 [62].

5.3.3 Jitter, Latency, and Synchronization

Delay measurements were obtained by observing the parameters the different al-
gorithms require to function correctly. Latency is when the signal needs to be
delayed to make the algorithms behave correctly. Some techniques require infor-
mation from a packet with a higher sequence number than the currently most
recent one to perform PLC or FEC. Latency also affects the synchronization be-
tween speakers in multiple-speaker environments since the packet containing the
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same audio information needs to reach the playback simultaneously for the speak-
ers. This means the time the jitter buffer will have to wait for late or missing
packets is directly tied to the selected FEC or PLC technique. Latency across
the audio pipeline will have to take the additional jitter buffer waiting time and
the time required for reconstructing or concealing missing segments so that the
timestamps of the audio frames are synchronized once they reach playback. The
multimedia framework GStreamer solved the synchronization issue by performing
a latency query to all the sinks in its pipeline for the maximum latency [63]. This
means that minimizing the time required by the techniques in the jitter buffer
and their complexity is necessary for achieving low latency in a multi-speaker
environment with synchronized speakers.

5.3.4 Execution Time Evaluation

The initial intent was to measure both the CPU performance of the NXP i.MX
8M Nano in real-time and the ratio of times for the different techniques using
the original audio pipeline. Since the pipeline had to be simulated and run as a
program on the embedded environment instead of as a plugin or service, measuring
the CPU performance would not accurately measure the individual techniques.
Only the execution time ratio will be used to evaluate the rough estimates of
execution times.

5.4 Experiments

Several experiments were conducted to obtain the results. Experiments were run
on music and speech signals to evaluate the different techniques in the context
of AoIP. To achieve a fair comparison, the packet dropper was seeded with the
same seed for every technique. Thus, for every iteration, the seed changes, but the
same sequence of seeds is applied to all the different methods. The categories of
techniques tested, Sender-based, Receiver-based, and Sender-and-receiver-based,
followed the same process in the experiments, except where and how the conceal-
ment or reconstruction of the losses was made. The experiments were conducted
using the implemented audio pipeline. Further, listening tests for the receiver-
based techniques were conducted. Since receiver-based techniques conceal missing
audio segments instead of perfectly reconstructing them like sender-based tech-
niques, evaluating the perceived quality of these segments is of interest.

5.4.1 Receiver-Based experiments

The receiver-based techniques experiments evaluate the objective measurements,
execution time ratio, segmented cross-correlation, and SNR. They also aim to eval-
uate the perceived audio quality of the transient network masking PLC techniques.

Objective Measurements of the Signal Waveform

Two different tracks (both mono-channeled) were selected for evaluation, one with
music and song and one strictly with speech. 10-second excerpts were made from
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the tracks and stored as wave files on the IP speaker. Following the process of the
simulated pipeline, 20 files of each PLC technique at all the dropping percentages
were generated. All the techniques were given the same sequence of seeds to
the RNG. The wave files were then exported to a computer to prepare for the
measurements CCgpe and SN R to be calculated as explained in section [5.3.1}

Execution Time Ratio Measurements

The implemented pipeline is a simulation run as a program on the device instead
of a service performing PLC in real-time while audio is being processed in the
pipeline. Thus, measurements of execution times for the pipeline’s PLC application
process were taken instead. The measurements consisted of the times it took a
specific process to process 10-second music excerpts at different drop percentages.
Each technique was measured hundreds of times at every level of drop percentage.
The sequence of seeds supplied to the RNG was the same for all the methods to
achieve a fair comparison. The average execution time at every drop percentage
level, divided by the average time it took the SI technique to perform the same
task, will roughly indicate how the different techniques performed execution time-
wise by giving a ratio of:

i

Ratio; = i(
Xsr
where X is the average execution time of the currently investigated PLC technique
at a specific drop percentage, and Xgp is the average execution time of SI at the
same drop percentage.
The experiment thus gives a ratio over performance of execution times by
having the NXP i.MX 8M Nano executed Rust code that measures each PLC
process (as part of the implemented pipeline).

Listening Test

As mentioned in the section [5.3.2) MUSHRA tests were proposed for evaluating
the perceived audio quality. The MUSHRA test measures the Basic Audio Quality
(BAQ), corresponding to the participant’s overall listening experience [6I]. The
tests were conducted by having all the participants perform the test at the same
place but at different times. All the participants used the Beyerdynamic DT 770
PRO 250 OHM headphones [64] for pro audio during the tests. The participants
consisted of a combination of 7 people who are either musically-trained or audio
engineers with experience and knowledge in audio processing. The original track
that had not sustained any packet loss or other tampering is known as the "hid-
den reference," the excerpt with silence insertion PLC applied is known as the
"anchor". During the test, the participants are met with an interface that lets
them toggle between the various stimuli (the resulting audio segments yielded by
applying the PLC techniques to the signal once it has passed the packet dropper)
and the reference signal at all times. A more in-depth flow and the interface of
the webMUSHRA test can be seen in the appendix section [A1]
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The participants were asked to assess the conditions by giving a score to 10-
second excerpts belonging to five different tracks. These excerpts had been subject
to a packet loss at every 10th packet. The scores ranged from 0 (bad) to 100
(excellent). The participants were also tasked with identifying the hidden reference
among the conditions and giving the hidden reference a score of 100. This is a
crucial part, and if a participant scores the hidden reference below 90 for 15% or
more of the tracks, that participant’s result must be excluded from the final results
according to the ITU-R Rec. BS.1534-3 post-screening guidelines [65].

Tracks with track id 1-4 consisted of segments with varying genres (piano
excerpts, rock, pop, and guitar excerpts). The fifth track was strictly a speech
excerpt.

5.4.2 Sender and Sender-Receiver-based experiments

The sender-based techniques implemented and evaluated in this thesis are closely
related to sender-receiver-based techniques since sender-based techniques are es-
sentially a form of the latter. Thus, these techniques are evaluated together since
the only difference is the appliance of PLC techniques at irrecoverable signal seg-
ments. SI fills the gap with silence for the sender-based techniques. For sender-
receiver-based techniques, other forms of PLC techniques are applied to the seg-
ments where the FEC cannot reconstruct the signal.

Unlike PLC techniques, FEC techniques, when possible, perfectly reconstruct
the missing audio segment as discussed in section [3.:2.1} This means that listening
tests are not necessary to the same extent as receiver-based techniques.

5.4.3 Objective Measurements Of The Signal Waveform

Like the receiver-based experiments for objective measurements of the signal wave-
form described in section this experiment also used the same two tracks and
ran in the implemented simulation pipeline. The primary differences between these
two experiments were that the data flowed through the data preparation and the
data reconstruction processes in the pipeline. This led to the data being prepared
according to the specific sender-based FEC technique and reconstructed accord-
ingly. The rest of the experiment followed the same structure as the receiver-based
techniques, resulting in measurements of the average SN R and the CCsgg at spe-
cific dropping percentages of the different methods.

5.4.4 Execution Time Ratio Measurements

Obtaining the time ratio measurements for the sender-receiver-based techniques
followed a very similar structure to the equivalent measurements for the receiver-
based techniques, as described in section The measurements need to include
the PLC techniques as done with the receiver-based experiments, but now it also
needs to include the data reconstruction process. The ratios between the different
methods and the SI were calculated similarly.



Chapter 6

Results and Discussion

This chapter presents and discusses the results and potential flaws in the exper-
iments. First, the receiver-based techniques are presented and discussed before
proceeding with the sender and sender-receiver-based ones.

6.1 Simulation Limitations

There are limitations caused by using a simulation instead of running the experi-
ments described in section Specific issues regarding the different experiments
are discussed along with their results in the coming sections. In general, it is
important to highlight the main differences between running experiments in the
created simulation and an actual real-time pipeline.

To begin with, running the experiments on the simulated pipeline is not done
in real-time, as it would have been if run in an actual audio pipeline. The real-
time aspect affects CPU performance. Playback performances of computationally
heavy techniques in a simulated environment might thus not exactly represent a
real-time performance, where too much strain might cause further delay. Further,
there is a difference in how the network-specific elements in the pipeline behave.
Since the simulated audio pipeline did not use a real network transmission, packet
loss is simulated through an RNG. Further, the strain on bandwidth and other
congestion issues might also arise and are discussed more in the coming sections.

6.2 Receiver-Based PLC Techniques

6.2.1 Evaluating Segmented Cross-correlation and SNR

The results CCsgg and SNR scores were obtained by comparing the receiver-based
PLC reconstructed signals with the original music and speech excerpt signals. The
CCspq scores of the music signal can be seen in figure and CCgsgg scores of
the speech signal in figure Similarly, the SNR scores of the music signal can
be seen in figure [6.3] and the SNR scores of the speech signal in figure [6.4]
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Figure 6.1: Average segmented cross-correlation scores (CCspg)
at different drop chance percentages between the original mu-
sic excerpt and the reconstructed ones, calculated at the recon-
structed regions.
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Figure 6.2: Average segmented cross-correlation scores (CCgsp¢) at
different drop chance percentages between the original speech
excerpt and the reconstructed ones, calculated at the recon-
structed regions.



Results and Discussion 31

Average SNR With Alignment, Music
= S| @ PR ® WNI x WSP * WSOLA
20

Avg. SNR Score

5% 10% 15% 20%

Drop Chance
Figure 6.3: Average SNR at different drop chance percentages be-

tween the original signal and the reconstructed ones.

Average SNR with alignment, Speech

== S| ®W PR W WNI x WSP * WSOLA

25
<
Q
O
(]
s 20
®
°
5
?
o 15
w
<]
o
5
= 10
(o]
Q
!
g s

5% 10% 15% 20%

Drop Chance

Figure 6.4: Average SNR at different drop chance percentages be-
tween the original signal and the reconstructed ones.

Looking at the CCgp¢ scores for the music and speech excerpt in figures [6.]]
and [6.2] the result more or less indicates a more significant waveform similarity
for all the implemented PLC techniques than compared to SI. PR and WSOLA
performed at about the same level for both the speech and the music excerpt,
with a slim margin in favor of PR as the drop percentage increased. In the case of
SI, WNI, and WSP, there is a difference ranging from 0.1 to 0.2 in the similarity
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score. The fluctuation in similarity score seems to indicate a dependence between
the performance of the CCsga score and the signal’s waveform.

Conversely, the SNR in figures [6.3] and [6.4] indicates that more noise is intro-
duced when applying the PLC techniques than SI. This does not quite align with
the results of Goodman et al. in their paper on the WSP[29]. It does, however,
seem plausible that the reason for this lies in the difference in waveform alignment
techniques, the limited choice of waveform signals, and the difference in audio con-
figurations. Like the C'Cggg, the SNR varies quite a bit between the two excerpts.
Looking at the SNR formula in equation [5.1] the results are feasible because the
differences between samples’ power might vary more than with SI. Given the re-
sults, WSOLA and SI introduce the most and least noise from the two excerpts.
WSP and WNI had similar results and a slightly lower SNR for PR.

6.2.2 Issues With The Experiment

As illustrated by the similarity scores and SNR of the PLC techniques, there was
a significant discrepancy between the WNI, SI, and WSP scores applied to the
speech and music excerpts. The fact that the difference between two different
tracks varied this much indicates that more excerpts from different genres and
speech excerpts would have to be used in the evaluations to gain a less biased
result.

6.2.3 Listening Tests

The listening tests described in section had to have two participants’ results
excluded in post-screening because both gave one of the hidden references a score
below 90. The results thus consist of the answers of 5 male participants aged
between 24 and 33. The results of the listening tests are shown in figure [6.5]
The figure showcases a box plot of the results, displaying the means, deviations,
and outliers. The figure also showcases the tracks’ five Mean Opinion Scores
(MOS) or PLCMOS. The PLCMOS was, on average, at roughly 57.08, 52.32,
and 45.68 for the PR, WSP, and WSOLA, respectively. This categorized them
all as fair overall, but both PR and WSP did manage to achieve PLCMOS at
levels of "good" for some tracks. What is certainly interesting is also that all the
PLC techniques performed better than SI across all the test cases except for WNI
applied to the speech segment. Participants experienced an improved perceived
audio quality compared to SI when the other PLC techniques were applied to lost
audio segments.
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Figure 6.5: Results of the listening tests, displaying MOS and box
diagrams of the PLC techniques for five tracks.

Issues With The Experiment

The number of participants in the listening experiment was on the lower end of
the spectrum. Despite the participants’ expertise in the subject, the fact that
there are quite a few outliers in the results displays how much the perceived audio
quality can vary. The results would have been more robust with a larger pool
of participants. Another part of the listening test that could be improved is the
number of stimuli. Due to time and resource limitations, there were only 6 stimuli
to assess during the test. The ITU-R Rec. BS.1534-3 does advocate the use of 9
or more stimuli.

6.2.4 Execution Time Performance

An essential detail to disclose when discussing the execution time ratios of the
time ratios is that the algorithms are not perfectly optimized or necessarily imple-
mented in the most efficient possible way. They were implemented in Rust without
any specific packet or DSP libraries, which differs significantly from Python with
optimized libraries such as numpy, which the WSOLA open-source implementa-
tion used. These results serve more as a rough guideline when comparing the
required time. The ratios obtained by comparing the execution time of SI to other
PLC techniques can be seen in figure The results do more or less follow the
complexity trend discussed by Perkins et al. [I7]. The one difference is that WNI
is a bit slower due to the implementation of frequency identification and filtering
in this thesis WNI.
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Figure 6.6: Execution time ratio between Sl and other PLC tech-
niques.

Issues With The Experiment

It is important to note that the algorithms are not optimized to the limit they
could potentially be. They were implemented in Rust, which differs significantly
from Python with optimized libraries such as numpy, which the WSOLA open-
source implementation used. It is even possible that some of these algorithms
could be optimized even further using multithreading. The specific results should
thus only be taken as rough indications of computational cost and complexity.

6.3 Sender-Based and Sender-Receiver-Based Techniques

The results of the sender and sender-receiver-based techniques are presented and
discussed together similarly to how they were shown in the method section.

6.3.1 Evaluating Segmented Cross-correlation and SNR

The results of the sender and sender-receiver-based techniques were acquired in
the same fashion as for the receiver-based techniques. The CCggg and SNR scores
were obtained by comparing the reconstructed signals with the original music and
speech excerpt signals. The CCggg scores with the music excerpt can be seen in
Figure[6.7]and the speech score in Figure The corresponding SNR scores with
the music excerpt in Figure [6.3] and the scores with the speech excerpt in Figure
0.4
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Average Segmented Cross-correlation of PPFEC and RT Paired With PLC
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Figure 6.7: Average segmented cross-correlation scores (CCspc)
at different drop chance percentages between the original mu-
sic excerpt and the reconstructed ones, calculated at the recon-
structed regions. The dashed lines represent RT-PLC, and the
filled lines PPFEC-PLC.
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Figure 6.8: Average segmented cross-correlation scores (CCsp¢) at
different drop chance percentages between the original speech
excerpt and the reconstructed ones, calculated at the recon-
structed regions. The dashed lines represent RT-PLC, and the
filled lines PPFEC-PLC.
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Average SNR of PPFEC and RT Paired With PLC Techniques, Music
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Figure 6.9: Average SNR at different drop chance percentages be-
tween the original music signal and the reconstructed ones.
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Figure 6.10: Average SNR at different drop chance percentages
between the original speech signal and the reconstructed ones.

In contrast to the results for the receiver-based techniques, the sender and
sender-receiver-based methods reached very high values of SNR and CCggg for
both of the excerpts. The drastic increase in score lies in the fact that FEC
techniques, when able, perfectly reconstruct missing segments. However, since the
implemented audio simulation pipeline did not account for network congestion, in
other words, it did not simulate a further straining on the bandwidth by having
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more data traverse the network, these results do not truly reflect actual network
conditions. The results can still roughly indicate how well the techniques would
perform at the occasional random packet drop or short burst drops.

In the results, it is clear that RT had overall better SNR and CCgsgg scores
than PPFEC, regardless of the PLC technique used. However, the further strain
RT would cause on the bandwidth is not modeled, and thus, it is not clear how
much better RT would perform in real network conditions. The 10-second excerpts
required 631 packets when transmitted without FEC, 757 packets with PPFEC,
and 1262 with RT. In longer sessions, it becomes evident how many more packets
RT will flood the network with than PPFEC.

All the techniques had better CCsgg than SI, meaning that the waveform
similarity between the original except and the reconstructed ones were higher when
combining sender and receiver-based techniques. However, as with the receiver-
based results, the highest SNR score was displayed for the two methods using
SI.

For packet loss percentages lower than 5%, there was not much separating the
different techniques in terms of SNR and CCsgqg score, with WSOLA, WSP, and
PR displaying the best results. As ITU has advocated for packet loss percentages
below 1% and the impracticability of working with networks experiencing higher
loss percentages, the performance on lower loss rates provides the most value [66].

Issues With The Experiment

As with the receiver-based techniques, these results were collected from the same
excerpts, meaning there were not many variations in waveform during this experi-
ment either. Further, as discussed, the simulated pipeline did not consider network
congestion or any further straining. It allows for comparisons between the different
techniques, but exactly how precise the algorithms are requires experiments to be
run in real network conditions.

6.3.2 Execution Time Performance

The execution ratio between SI and the sender-based as well as SI and the sender-
receiver-based techniques can be seen in figures and The ratios in
execution time followed more or less the same trends as those of receiver-based
techniques. The most significant difference is that the PLC techniques are not
required to run as often as they would for the strictly receiver-based techniques.
This leads to smaller ratios for the more complex and computationally heavy algo-
rithms than when no FEC was utilized. RT managed to reconstruct more packets
on average than PPFEC, leading to lower execution ratios for the WSOLA, WSP,
and WNI when paired with RT instead of PPFEC. However, looking at the less
complex algorithm, PR, the ratio has increased compared to the strictly receiver-
based ratios. This is due to the complexity of the introduced FEC technique. Just
like with the PLC techniques, the FEC implementations are necessarily not opti-
mized to the extent they could be. These results should thus also act as a rough
indication of computational cost and complexity.
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Time Execution Ratio of PPFEC Paired With PLC Techniques
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Figure 6.11: Execution time ratio between Sl and PPFEC-PLC tech-
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Issues With The Experiment

Similar to the issues with the receiver-based execution ratios experiments, the FEC
and PLC techniques used in this experiment might not be optimized to their full

extent.



Chapter 7

Summary and Conclusion

In this thesis, various masking techniques for transient network issues in AoIP en-
vironments were implemented and evaluated on an IP speaker. Due to integration
constraints, a simplified simulation of the audio pipeline was used for evaluation.
Three categories of techniques were assessed: receiver-based (SI, PR, WNI, WSP,
and WSOLA), sender-based (RT, PPFEC), and combinations of both receiver and
sender-based.

Evaluations considered perceived audio quality, waveform similarity, SNR, in-
troduced latency, and execution time complexity. Results indicated a need for more
waveform excerpts to achieve a more accurate assessment, as objective measure-
ments like SNR and CCs g were variable and biased. Execution time performance
was assessed via simulation.

Sender-based solutions outperformed receiver-based ones in segment repair but
increased bandwidth strain and end-to-end latency. Given that the simulation did
not account for bandwidth strain and router congestion, the conclusion is drawn
from the perspective of occasional packet loss. RT performed slightly better than
PPFEC with a block size of 6 for packet loss probabilities below 5% and notably
better for higher packet loss. Given the criticality of latency in AolP systems,
PPFEC is recommended when added latency is acceptable.

Among receiver-based algorithms, PR, WSP, and WSOLA excelled in listen-
ing tests, with average MOS scores of 57.8, 52.32, and 45.68, respectively, for
every tenth packet dropped. These scores suggest a fair to good listening expe-
rience, compared to poor results with SI. PR, WSP, and WSOLA also had the
highest CCgsga scores. PR’s faster execution time and lower latency make it the
recommended technique for the IP speaker.

Combining FEC with PLC techniques provided the best concealment perfor-
mance, achieving near-perfect reconstruction for packet loss percentages below 5%.
Although FEC increases latency, it performs perfect reconstruction for occasional
packet loss. For low-latency, high-quality masking, PPFEC combined with PR is
recommended, offering minimal end-to-end latency. For ultra-low latency AolP
systems, PR alone is advised.

39
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7.1 Future Work

While several methods showed improvements in BAQ and scored higher in sim-
ilarity scores than SI, further improvements are still desired to achieve good to
excellent listening experiences during packet loss. The forefront of the field is in-
corporating ML in the PLC techniques. With proper data sets, deep learning, and
autoregression, the reconstructed segments are yielding better and better listening
experiences [42][39][40][41]. Finding models that are small and fast enough to run
with ultra-low latency and limited resources is definitely interesting. Future work
should thus focus on testing ML-based PLC directly on AoIP devices. Further
work should also try to implement the techniques and models directly into the
preexisting audio pipelines through plugins.
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Appendix A

Appendix

A.1l WebMUSHRA Interface

The webMUSHRA flow starts with the user reading about the tool and the exper-
iment they are about to participate in. There is also a page regarding consent to

participate. As seen in figures and

Figure A.1: The index interface of the webMUSHRA tool.
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Figure A.2: Consent page for participating in the experiment.

After these two initial pages, they are met with an interface meant to give them
a bit better understanding of the tool and more information about their task, this
page does not yield any results for the test but instead allows the participants to
practice with the tool as seen in figure [A-3]

Figure A.3: Consent page for participating in the experiment.

The real test then commences. Each page displays the multiple stimuli and
the reference. The participants can freely toggle between the different stimuli
and score them while listening. Once satisfied, they proceed to the next track by
clicking next. These pages arrive in a randomized order, and the conditions are
placed in a random order as well. Figure [A-4] showcases an example of a real test
page.
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Figure A.4: MUSHRA test for a track, displaying the waveform of
the signal, the reference play button, and all the condition play
buttons along with their corresponding rating scales.

The participants proceed through all the actual test pages until all tracks have
been used to evaluate the stimuli. Once finished, the test results are submitted
and stored as CSV. The submission page can be seen in figure [A25]

Figure A.5: MUSHRA result submission page.
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