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Abstract

Given the pressing environmental crisis, marked by climate change, biodiversity loss, and deforestation,
precise land cover monitoring has become crucial. In this thesis, we explore the use of privileged information
to enhance land cover classification using deep neural networks. Our study specifically focuses on how to
best utilise all available data, by leveraging a machine learning framework known as learning using privileged
information, or LUPI for short. The main idea of the LUPI paradigm is to exploit extra information during
training, which might not be available during inference. Based on the the recently released FLAIR 2 dataset,
we evaluate three main LUPI strategies, of which a teacher student setup yields the most promising results.
Our proposed approach achieves an mIoU of 0.606, compared to the baseline score 0.588. These scores are
also on par with the relevant state-of-the-art models. The teacher student architecture is mainly based on a
U-Net with EfficientNet B4 as an encoder, but the results also generalise to other networks. In conclusion,
we successfully exploit the available privileged information during training to improve inference results.
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1 Introduction

In this section, we discuss relevant background and the objectives of this master thesis. It includes a motiva-
tion to why the topic is important and a short introduction to the main areas of the report. Hopefully, after
this section the reader will have a better understanding of the field we are working in, why it matters and
what to expect from this thesis.

1.1 Background

The environmental crisis is characterized by a range of pressing issues, from climate change and biodiversity
loss to pollution and deforestation, each contributing to the destabilization of natural systems and the de-
pletion of vital resources. Urgent and coordinated global actions are essential to mitigating these effects and
preserving the planet for future generations. To handle this, we need to understand which actions that are
most efficient, and to continuously evaluate them. One crucial part of this is to study the Earth’s land cover.
If we are able to follow the deforestation, urbanization and melting glaciers live and in detail, we possess a
greater chance of avoiding the crisis. For this, we need data.

The gathering of information about our planet’s physical, chemical, and biological systems via remote sensing
technologies, is referred to as Earth observation (EO). If we collect many images of the land cover of our
planet, these images can over time tell us how water levels are changing, forests are developing and cities are
growing. One part of conducting such environmental monitoring is to understand which pixels of a certain
image that show a forest, a building or some other relevant category. Pixel wise classification of such images
is known as land cover classification, and is a type of semantic segmentation.

Deep neural networks are well suited to perform land cover classification, as the amount of data often is
immense. When executing the classification, we also want to use as much information as possible. That
includes information that might not always be available for all data points, and during inference. Such in-
formation is referred to as privileged. The main purpose of this thesis is to understand how learning with
privileged information (LUPI) might improve the performance of land cover classification using deep neural
networks. The fundamental idea is that one sometimes has more information per data point available during
training, than when actually using the model. This can be the case when we have training data collected
from Sweden, which monitors some set of values, but the model is intended for usage in France, where a
different set of values are available. Ideally, the LUPI paradigm helps the model understand the underlying
function during training, so that the model does not need the privileged information during inference.

1.2 Objectives

The objectives of this thesis are

• To understand if the privileged information available, near-infrared and elevation data, actually contains
information that is useful for the model.

• To study the potential of LUPI in the context of land cover classification. More specifically, we will
study noise architectures, teacher student architectures and predicting/generating privileged informa-
tion architectures.

• To understand which of NIR and elevation is the most helpful privileged information.

• To study the usage of available metadata and satellite images.
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To the best of our knowledge, LUPI within deep neural networks for EO is a fairly unexplored area. The
basic ideas of privileged learning are discussed in this paper [27] from 2009, but it focuses on support vector
machines. These principles are further developed in an article [13] from 2016, which studies the usage of
privileged information for deep neural nets. Our main objective is to develop and apply these principles for
land cover classification. For this, we have three main ideas which will be our starting point. These are

• Noise architectures

• Teacher student architectures

• Predicting/generating privileged information architectures.

The specifics of these architectures will follow in the methods section. However, before actually exploring
privileged learning, we need to see if the available privileged information is useful. That is to say, we need
to train one model with privileged information, and another one without. From this, we hope to conclude
that we receive better results from the model with access to privileged information. If not, it is unlikely that
the privileged information is useful at all, and hence any further LUPI efforts are deemed to fail. This initial
check is a sub target to the above mentioned main objective of studying LUPI in the context of land cover
classification. During these experiments, we will also study which type of privileged information that is most
useful for land cover classification, NIR or elevation. Furthermore, we will examine the usage of available
metadata and context giving satellite images.

1.3 Restrictions

Throughout this thesis, we have been forced to prioritize, and to refrain from exploring several ideas due to
the lack of time and computational resources. In general, machine learning is time-consuming, and relies on
heavy computation. As mentioned, we will look at LUPI within the use of land cover classification. In a
best case scenario, we would try many different LUPI architectures, and several different networks, and look
at how these could be combined. Ideally, we would even use multiple datasets. Furthermore, for most of
our experiments, we have to set multiple hyperparameters. The best would be to do this through thorough
experiments, but we, at times, have to make qualified guesses. It should also be mentioned that LUPI has
applications within other domains, but we focus exclusively on land cover classification.

1.4 Disposition

Following this introductory section, we delve into the theoretical foundations. For readers already familiar
with the basics of neural networks, or those less interested in technical specifics, it may suffice to briefly
review the dataset discussion (see Section 2.6). Subsequently, the methods section outlines the conducted
experiments. This is followed by a comprehensive results section, which provides an extensive presentation of
our findings. Readers less concerned with granular details may prefer to consult only the summary of results
(see Section 4.12), where the key findings are summarized and the most interesting results are shown.

After presenting the results, we analyze their implications and reflect on limitations in the discussion section.
The thesis concludes with a generalisation of the most relevant results utilizing three additional network
architectures. Finally, we outline potential ideas for future research and then summarize the thesis.

The document concludes with the references and an appendix, providing supplementary materials and sources
cited throughout the research.
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1.5 Division of Work

All experiments were planned and conducted in joint consultation between the two authors. Furthermore, all
sections in the report have been written in close collaboration, and to explicitly separate the sections between
the authors is not doable.
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2 Theory

The theory section includes an in-depth exploration of neural network basics, the specific architectures we
utilise, the concepts of privileged learning, our evaluation metrics, loss functions, and a detailed overview
of the dataset employed. As mentioned, for readers already familiar with the basics of neural networks, or
those less interested in technical specifics, it may suffice to focus on the section dedicated to the dataset (see
Section 2.6).

2.1 Neural Networks

Using machine learning, we can automate many tasks which would be tedious, if not impossible, to do by
hand. Machine learning evolves around the idea of presenting data (a dataset) for a model and to let it learn
by studying it. Very briefly, the learning happens by presenting data, letting the model return some type
of output based on the input data and then evaluate the output. The evaluation is then utilised to update
the parameters of the model. This description is wide, and indeed there are many ways of doing machine
learning. It ranges from simple models such as linear regression, commonly with fewer than a dozen trainable
parameters, to deep neural nets which can have many hundreds of billions of trainable parameters. Which
type of machine learning model to employ depends heavily on the problem. A very crass rule is that the more
complex data (commonly in the sense of data being high dimensional), the more complex model (commonly
by having more parameters) we want. In this study, the data consists of images, which are high dimensional
as each pixel can be seen as a dimension. Hence, we will leverage deep neural networks, and in this section
we will develop the fundamental theory regarding them. We will not be able to cover everything, and will
focus on giving the reader an intuition for main ideas of what a neural net is, and how it can be trained.
The interested reader can find more information in the Deep Learning book written by Ian J. Goodfellow,
Yoshua Bengio and Aaron Courville [7].

2.1.1 Supervised Learning

There are in general three main ways to train a model. They are called supervised learning, unsupervised
learning and reinforcement learning. Supervised learning requires both input data and labels for the target
for the model. That is to say, if we want to train a supervised model to tell if a picture shows a cat or a dog,
we will need all cat and dog images to come with a label which says either ”cat” or ”dog”. A unsupervised
model would instead only get the cat and dog images, and without any feedback on it attempts try and search
for underlying features. This approach is convenient in the sense that it does not need labeled data - which
is nice since it is time consuming to tag 10000 images as either ”dog” or ”cat”. However, it is sometimes
more difficult to yield good results with unsupervised learning. Reinforcement learning is structured a bit
differently. It has an agent, which learns to make decisions by taking actions in an environment to maximize
some notion of cumulative reward. So, a reinforcement model gets some feedback on its performance, and just
like unsupervised learning does not require labeled data. However, constructing a suitable reward function is
often challenging, and in the end requires a lot of work as well. Hence, when labels are available, a common
approach is to use supervised learning, and so is done in this study as well. So during training we have input
data (images x) and labels (the ground truth y) to be used for comparison between the models prediction
and the truth [7]. The comparison is the utilised to create a loss function, which we will let you know more
about shortly.
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2.1.2 Training, validation and test data

The common procedure when training a model is to split up the available dataset into a training set, a
validation set and a test set. The training set is used to train the model, and is allowed to alter it. To
understand how well the model would perform on general data (drawn from the same distribution as the
training set), it is common to take one part of the dataset as a test set. The model should not be altered
based on the test set results, it should only be seen as an evaluation. Hence, it is appropriate to let the
relation between the test set and training set well replicate the relationship between the training data and
the expected real world data. As an example, if the model is trained on images from 10 provinces of France,
and is then supposed to be used to make predictions for other provinces of France, it is suitable to let the
test set consist of images from provinces not available in the training set.

The validation set is in between the training set and test set. The model should not be directly altered
on it, and its general format should be similar to the test set. However, during training, the model is run on
the validation set to see how well it performs and especially how well it generalizes to unseen data, such as
the test set. Hence, the validation set can be seen as an indicator of how well the model will perform on the
test set, and it is common practice to use the model which performs best on the validation set. The reader
may also wonder why the model would not perform as well on the validation or test set as on the training
set. The main reason for this is that the model can ”over fit” on the training data. This means that the
model over adjusts its parameters to particularly suit the training data. As deep neural nets have so many
parameters, this happens quite easily, and in the extreme the model might even be able to ”memorize” the
training set, if the data complexity is low and the model complexity high. Therefore, it is important to have
a training set, validation set and test set to best prepare for real world usage.

2.1.3 The Perceptron

The perceptron, introduced by Rosenblatt in 1958, is the building block of neural nets [20]. A perceptron,
more commonly known as a neuron, takes an input vector x and takes the scalar product of x and a weight
vector w, of the same size as x. It also has one bias parameter b, which is added to the scalar product as
x ·w+ b. This is referred to as the weighted sum, and the weights w and the bias b are trainable parameters.
This means that w and b will during training be updated by an algorithm trying to reach some goal. The
algorithm is called backward propagation, the goal is to minimize the so-called loss, and we will further
develop these topics in the following sections. These neurons can be stacked both next to each other and
”on top” of each other. A layer is typically some number of neurons next to each other, and the ”depth” of
a network is broadly speaking the number of layers of neurons stacked on top of each other. Any layer that
is not the input or the output layer is referred to as a hidden layer. Briefly, you can think of each layer in a
neural network as a matrix that takes in an input vector and produces an output vector. The whole network
is formed by chaining such matrix multiplications together.

2.1.4 The Activation Function

There is a second important step in the neuron, after the calculations of the weighted sum. The weighted
sum is in general not passed on as input to the next layer just as it is. Instead, we first apply an activation
function. Some activation functions commonly used nowadays are rectified linear unit (ReLU), softmax, and
the sigmoid, which you will get to know more about shortly. There are two main reasons to not pass on
the weighted sum as it is, but instead, first pass it through an activation function. The first one is that the
activation function introduces non-linearity, which might help the network better approximate any non-linear
functions. The second one is that it can limit the output range of any given layer, and hence the stability in
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the network increases.

We will now quickly go over the definitions of ReLU, sigmoid and softmax. ReLU was first introduced
in 1969 [5] and is defined as

ReLU(x) =

{
x, x > 0

0, otherwise.

The motivation behind ReLU specifically lies in that this behaviour is believed to resemble the behaviour of
the neurons in an animal brain. As seen, it is quite simple but still introduces non-linearity. The observant
reader may notice that ReLU is in fact not differentiable everywhere, more specifically at zero. However, this
is handled by setting the derivative there to either 0 or 1.

The sigmoid σ(x) is another common activation function. It is defined as

σ(x) =
1

1 + e−x
.

The sigmoid was introduced in the context of neural networks in this paper [22] and the main difference
between the sigmoid and ReLU is that sigmoid keeps all activation values within an interval of [−1, 1], which
sometimes is preferable. Any deeper theory regarding which activation function to use when is however out
of the scope of this report.

Softmax has been used for a long time, but its use was formalized in for instance this book [8]. Soft-
max converts a vector of k real numbers into a probability distribution of k outcomes. This means it rescales
the vector so that all values are zero or greater (as negative probabilities are undefined) and assures it sums
to one (as the sample space of all possibilities must sum to one). Hence, softmax is commonly used in the
last layer of a network to give some prediction in terms of probabilities of the different classes. Softmax is
defined as

softmax(zi) =
ezi∑k
j=1 e

zj
.

2.1.5 The Loss Function

Now that we know about the neuron - the fundamental building block of a neural net - it is time to introduce
the ”goal” for the network. First, the network designer will have to decide what it wants from its network.
As an example, say we want to be able to correctly identify cats from images of 10 different animals. Then we
want to create some metric to say how good the network is at that, and as an example metric m we can take
how many percent of shown cats are identified as cats. Now, it seems natural to train the network to try and
maximize this metric. It is, however, more common to minimize some negative version of the metric. This
function is called the loss function, and is basically created as described above. However, the loss function
needs to be differentiable, so if the goal metric is not, it needs to be generalized to a differentiable function.
This is again for the learning algorithm, backpropagation, to work. The most commonly used loss function
is called Cross Entropy (CE) and will be formally introduced later. There are also some loss functions more
specifically adapted to semantic segmentation, and some of these will also be mentioned.
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2.1.6 Forward Propagation

Forward propagation in a neural net is when we give an input and feed it forward through the network,
using all the weights and biases. Most supervised tasks include trying to predict something. For example, it
could be to predict which animal is shown in an image. In that case, by the end of the forward propagation,
the network will give some probability for the image belonging to each class. Once the network has given a
probability, we use this to calculate the loss function by comparing it to the label (which will be 1 for the
correct class and 0 for all others). After that, we conclude the forward propagation, by taking the class with
the highest probability to be our prediction ŷ.

2.1.7 Backpropagation

We know how the network is built, and what goal it has. Now we just need some clever algorithm to work
towards that goal. The, by far, most commonly used algorithm is called gradient descent. One might wonder
why we can not try a brute force approach, i.e. try every single combination of learnable parameters, and
the reason for that is simply computational restrictions. Assuming a network of a couple of 100 million
parameters trying every possible permutation of parameter values, even to only a few decimals and within
a tight interval, takes a tremendous amount of time. The advantage of brute force is obviously that we will
find the global minima of the loss function, instead of some local minima which commonly is the case with
gradient descent. There is currently no other known way of being sure of finding a global minima, due to
limitations of current optimization theory.

Gradient descent is constituted by five main steps. The first step is initialization, which means to ini-
tialize the parameters to some value. These values are commonly taken randomly between 0 and 1. Step
two is to run the input through the network and calculate the value of the chosen loss function (this is the
forward propagation step). The third step is the most complicated, but also most important one. This is
the ”backwards” step, in which we start by computing the gradient for the loss function. As the gradient
points in the direction of the steepest ascent, and we want to minimize the loss function, we want to move
in the opposite direction. The gradient of the loss is then propagated backward through the output layer to
compute the gradients with respect to the weights and biases of the output layer. The gradient is further
propagated backward through the hidden layers. For each layer, starting from the last hidden layer and
moving towards the input layer, the algorithm computes the gradient of the loss with respect to each weight
and bias. The computation involves applying the chain rule of calculus repeatedly to propagate the gradients
through the layers. The activation functions’ derivatives are crucial at this step because they modulate the
gradients as they are propagated back through the network. Also, it is hopefully clear at this point why
the activation function and loss function should be differentiable. After all computing, the fourth step is
to simply update all parameters according to the gradients computed in the previous step. The gradient
computation tells in which direction we should change the parameters, but there is also a hyperparameter
called the learning rate, which decides how large each step will be. The fifth, and last, step is to repeat from
step two until the learning has converged, i.e. until it seems the network cannot learn more. An overview
of gradient descent optimization algorithms can be found in An overview of gradient descent optimization
algorithms by Sebastian Ruder from 2016 [21].

2.1.8 Batches

When training a net using backpropagation one can take one input sample at a time. However, it is more
common to do it in batches, which means taking a batch of inputs at the same time calculating a loss,
and doing the backward propagation for these together. The batch size is decided partly by computational
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restrictions - the larger the batch size, the more memory is needed by the computational resource. The
other thing to have in mind is that the network tends to converge slower when having too large batch sizes
since more data has to be passed through the network for each weight update. Typically, it also impacts the
generalisation of new data.

2.1.9 Hyperparameters and Fine-Tuning

We have now been through the fundamentals of neural networks. Before moving on to topics that are more
specialised for this thesis we also want to introduce some concepts which are important to the functionality
and performance of a neural network. These are

1. Data Augmentation: Data is often scarce, and by altering available data one can get more data, for
”free”. Such transformations commonly include rotating the image, and changing the saturation and
contrast of an image. By introducing more data, data augmentation also helps prevent overfittning.

2. Optimizers: To move in the loss landscape as cleverly as possible there are various optimizers to help,
i.e. ways of improve the learning further than only taking a step with the size of the learning rate in the
direction of the gradient. Two common ones are Adam, introduced in 2014 [4] and Stochastic Gradient
Descent (SGD), introduced in 1951 [18].

3. Hyperparameters: There are many parameters, apart from the above mentioned, which have to be set
”manually” as they are parameters for how the model should behave during training. Such parameters
are known as hyperparameters.

4. Regularization: This is a fundamental technique in machine learning and statistics used to prevent
overfitting. Regularization methods introduce additional information or constraints into a model to
discourage learning overly complex models.

5. Epoch: The number of times the model ran through the entire dataset. So if the model was trained for
10 epochs, it means the model was exposed to all input data 10 times.

2.1.10 Convolutional Layers

The simplest type of layers constructed by neurons are fully connected layers. These consist of neurons
next to each other, which take an input vector of some length and then returns a vector of the same size
as the number of neurons in that layer. However, when working with image data, as we do, the networks
almost always contains at least some convolutional layers. This is since the image data commonly is quite
high dimensional, and also often has many channels. As an example, an RGB image with width and height
of 512 pixels has three channels (R: red, G: green, B: blue), and the shape of the matrix representing this
image would be 3, 512, 512. To efficiently combine the values of these three channels it is suitable to use
convolutional layers.

The convolutional layers were introduced already in 1989 [14], and are built on the convolutional opera-
tion. In this context, the convolutional operation refers to a sliding filter (often called kernel) over the image,
and computing the dot product of the filter with the image regions it covers. The idea is that this operation
is able to extract certain features from the image, such as edges, corners and other patterns. The kernel is
commonly quadratic with a few pixels width and height, but span over all channels of the image. As this
kernel slides over the images, it moves a certain number of pixels at the time, and this number is called the
stride. The result of the convolution operation is a feature map that represents the input’s filtered version,
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highlighting specific features detected by the filter. Different filters can detect different types of features.
After the convolution operation, an activation function is typically applied to the feature map, for which
ReLU is the most commonly used. Often, after convolutional layers, a pooling layer is applied to reduce the
spatial size (width and height) of the representation, reduce the number of parameters, and computation in
the network, and hence also control overfitting. The most common pooling method is max pooling, which
reduces the input’s dimensions by taking the maximum value over a spatial window. Networks containing
convolutional layers are often called convolutional neural nets (CNNs).

2.1.11 Encoders and Decoders

Some CNNs have a special structure called an encoder-decoder architecture, such as proposed by [1], and
this includes several of the networks that we use for this thesis. The main idea of this architecture is to
create multiple representations of an image and then use these to perform pixel-wise classification. Such a
structure is shown in figure 1. The first part, the encoder, takes the input and generates something called
feature maps. These maps are of a lower dimension than the input image, and the idea is that only the
most important features of the image remain in this new representation. In the case of image segmentation,
these are constructed by passing the image through several convolutional, pooling and downsampling layers.
Depending on the complexity of the encoder, the features can represent simpler things such as edges and
corners or more complex objects. The further an image is passed through layers, the more abstract the
feature representation.

Figure 1: A simple flowchart that illustrates how a simple encoder-decoder architecture works. This image
has been constructed using draw.io.

Once the image has been passed through the encoder, the network has generated several feature representation
that need to be treated. This is where the decoder comes in. The overall goal of the decoder is to re-
create a representation of the image that has the same dimensions as the original input image. Similar to
how the encoder works, this is done in several steps using convolutional layers, but upsampling instead of
downsampling. By using all the different feature maps from the encoder, a segmentation mask is produced
that can be used for the final classification. This last layer usually consist of a softmax layer to produce
probabilities as output. In short, the encoder-decoder structure extracts useful features of an image to then
construct a, hopefully, accurate pixel-wise prediction of an image.

2.2 Neural Networks Architecture

Despite focusing exclusively on state-of-the-art architectures for semantic segmentation, there remains a vast
selection of network models to choose from. These architectures often build upon traditional CNNs, with
modifications tailored to the semantic segmentation task. Due to time constraints, we concentrated primarily
on a single network, U-Net, while excluding others early on. The U-Net architecture will be comprehensively
detailed in the following section.

Additionally, we will briefly touch upon ResNet50, FCN-8s, and UNetFormer as they are utilised in smaller
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parts of this thesis. This section is not essential for readers uninterested in technical details, but to under-
stand our subsequent adjustments to U-Net for fitting our task, some understanding of its architecture is
beneficial. Notably, the U-Net architecture is of more interest than the others.

2.2.1 U-Net

U-net was first introduced in 2018 as a CNN built for biomedical image segmentation [19]. However, biomed-
ical images are not fundamentally different from Earth observations, and hence the architecture applies also
to our dataset. The fundamental idea of U-Net is the encoder-decoder structure described earlier. The en-
coder follows a typical architecture of a convolutional network. The encoder can be any network that returns
features. In the original U-Net implementation, the encoder was constituted by repeated applications of two
3×3 convolutions, each followed by a ReLU and a 2×2 max pooling operation with stride 2, for downsampling
(”making the image smaller”). At each downsampling step, i.e. after each pair of convolutions, the number
of feature channels is doubled. The feature channels are initially the number of input channels, e.g. three
for an RGB image with input channels red, green, and blue. Generally speaking, U-Net shifts the images
from being spatially large to becoming deeper. In our study, we used EfficientNet-B4 as the encoder, which
was introduced in 2019 by Mingxing Tan and Quoc V. Le [25]. This architecture is slightly more complex
than the original U-Net encoder, but the main idea of having convolutional layers and downsampling to get
deeper and deeper features is still the same. The difference is primarily that EfficientNet-B4 includes mobile
inverted bottleneck MBConv [24] and squeeze-and-excitation optimization [11]. The interested reader can
learn more in the respective papers, as the details are not relevant to this thesis.

Once the encoder has produced five sets of features, which successively are ”deeper” (more channels) and
smaller (fewer pixels in width and height), with the fifth feature being the deepest, it is time to decode these
features. The decoder has to convert the deep image into an image of full width and height again. Every step
in the decoder consists of an upsampling of the feature map followed by a 2×2 convolution (“upconvolution”)
that halves the number of feature channels, a concatenation with the correspondingly cropped feature map
from the encoder, and two 3 × 3 convolutions. Each of these is followed by a ReLU activation. The final
layer of U-Net is a segmentation head, which is a 1× 1 convolution, used to map each feature vector to the
desired number of classes.

2.2.2 ResNet50

ResNet50, short for Residual Network 50 layers, is a variant of the ResNet model that is (yes, you guessed
it) 50 layers deep. It was introduced as part of a family of Residual Networks in 2017 [9], and is a CNN. The
ResNets were developed to address the vanishing gradient problem in very deep neural networks (that is to
say, the problems of gradients going towards zero). The main innovation of ResNet is the introduction of
”residual blocks”, which allow for the training of much deeper networks by using skip connections or shortcuts
to jump over some layers. These shortcuts effectively enable the network to learn identity functions, ensuring
that the added layers can at least achieve the performance of the shallower model, thereby not harming the
training process.

2.2.3 FCN-8s

Fully convolutional network, FCN, is a specific type of convolutional network, where exclusively convolutional
layers are used. This type of network was proposed in 2014 [15] for the use of semantic segmentation. The
network itself is not too different from the U-net architecture, but has a decoder that produces only one feature

16



map, meaning there is no ”U shape”. The 8 in FCN-8s refers to the fact that the resulting segmentation has
a resolution that is 8 times lower than that of the input image.

2.2.4 UnetFormer

The UnetFormer is another network with an encoder-decoder structure, that was proposed in 2022 [28].
What separates it from the other networks mentioned above, is that the decoder is a transformer network,
meaning no convolutions are involved. A transformer network has the advantage of being good at extracting
global features from the image, meaning it can use information that might be far away in an image. The
hope is that this will improve the segmentation results relative to CNNs.

2.3 Privileged Learning

We will continue by formally defining the LUPI paradigm, and also providing a general theory for the teacher
student architecture, one of the main LUPI methods examined. Regarding the other two main architectures,
they have been developed empirically, and are not based on literature studies. Therefore, they are instead
introduced in the methods section.

2.3.1 LUPI Paradigm

Learning using privileged information, LUPI, was introduced by in 2009 by [27], and proposed a new way of
using privileged data to improve model performance. It was further developed for deep neural network by
Jonschkowski et al. in [13]. Based on these two papers, we present a theoretical foundation for the LUPI
paradigm. To do this, we must first present the standard way of training a segmentation model. Given some
input-label pair

(xi, yi), xi ∈ X, yi ∈ Y, (1)

where X is some input space and Y is some label space, the goal is to find a function f such that yi = f(xi, α),
where α are the model parameters. The same type of data is available during both training, and inference.
The LUPI paradigm is slightly different. Imagine that there is privileged data x∗

i available during the training
of a model. We now have triplets of data

(xi, x
∗
i , yi), xi ∈ X, x∗

i ∈ X∗, yi ∈ Y, (2)

where X∗ is some input space with privileged information. The aim is still the same, we want to find a
function f such that yi = f(xi, α

∗), where α∗ are the model parameters from training with privileged infor-
mation. The difference, however, is that we can find α∗ using both xi and x∗

i . In a less formal way, we say
that we have access to the privileged information during training, but not during inference.

Jonschkowski et al. [13] provides an illustrative example of how the LUPI paradigm can be useful. The
example itself cannot be transferred directly to the domain of semantic segmentation as the example is triv-
ial but provides some intuition behind the use of privileged information. “Suppose we want to estimate a
function from the input/output samples: 3→14, 5→30, and 2→9. From looking at these data, it is not
immediately obvious what the true underlying function is. However, if we provide additional information
and the prior that they correspond to intermediate values that f computes, in this case, 3→9→14, 5→25→30,
and 2→4→9, we see that the function first squares its input and then adds five to the intermediate result,
f(x) = x2 + 5. Side information together with a prior about how they relate to f reveal the underlying
function.”That is to say, the privileged information ideally helps the model understand the true underlying
function, such that the model will not be affected by the lack of privileged information during inference. In
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real-life applications, an example of a situation where privileged information could be available could be if
we train a model using data collected in Sweden, where we track more values than in e.g. France, where the
model is intended for usage. Then we have all of this extra information available during training, and we
want to utilise all available data.

One should also notice that privileged information occurs in most, if not all, fields. Hence, even though
this thesis specialises on land cover classification the fundamental ideas might very well hold to completely
different types of data.

2.3.2 The Teacher Student Method

One way of training according to the LUPI paradigm is with a teacher student setup. As the name suggests,
this architecture consists of a teacher network and a student network. The skills of the respective networks
and their mutual relationship can vary depending on the specific situation.

According to Chengming Hu et al. [10], there are four main usages for teacher student setups. The first one
is knowledge distillation, which aims to reduce the size of the student network. The second one is knowledge
expansion, which aims to expand the size of the student network. The third is called knowledge adaptation
and aims to transfer knowledge from the source domain to the target domain by training a student network.
The fourth, and last, is denoted multi-task learning, and aims to compress knowledge from multiple domains
into one domain by training a single student network. In figure 2, we can see illustrations of these four types
of use cases. These can be overlapping and it may be so that not any of the four suits a specific setup exactly.
In our situation, we want to pass on information from the privileged channels from the teacher to the student.
This is closest to knowledge adaptation, but in some sense also knowledge distillation as the student network
will be slightly smaller than the teacher network as it takes fewer inputs.
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(a) Knowledge distillation: aims to reduce the
size of the student network.

(b) Knowledge expansion: aims to expand the
size of the student network.

(c) Knowledge adaptation: aims to transfer
knowledge from a source domain to a target
domain.

(d) Multi-task learning: aims to compress
knowledge from multiple domains into one do-
main by training a student network.

Figure 2: The four main categories for teacher student architectures. All illustrations from [10].

The most important question stands; how does the teacher help the student learn? The common procedure is
to link the two networks together through the loss function of the student network. Inspired by these papers
[26], [16], we can describe this knowledge transfer in four steps.

1. First, train the teacher network, using input-output triplets (xi, x
∗
i , yi), where xi∗ in our case is the

privileged information, which the student will not have access to.

2. After finishing training the teacher, take each input xi, xi∗, and compute the predictions ŷi for the
teacher. Then, take the softmax of the prediction as σ(ŷi) to get the predicted probabilities per
class. Recall, softmax normalises the input so that it sums to one. At this stage, it is also possible
to introduce a hyperparameter TT > 0, called the temperature. It is used to smooth the teacher’s
prediction as σ(ŷi/TT ).

3. It is now time to train the student, and this procedure contains two steps. Assume we pass an input-
output pair (xi, yi) through the student network. From xi, the student makes a prediction ỹi, and
between (ỹi, yi), we calculate a loss LS . Normally, we would use that loss to backpropagate and update
the weights. In the teacher student setup, however, there is an intermediate step. To compute this
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intermediate step, we need to take the softmax also of ỹi. Such as for the teacher, we can introduce a
smoothing parameter TS > 0 for the student, so that we get σ(ỹi/TS).

4. At this stage, we know the smoothed, softmaxed predictions from both the teacher (σ(ỹi/TS)) and the
student (σ(ŷi/TT )). We use these to compute another loss LT , typically a measure of the distributional
differences between the two predictions. This loss component LT is then added to the student’s own
(”regular”) loss LS . The weighting between the two loss components is set by α ∈ [0, 1], and a rescaling
parameter R is introduced to make the components match in magnitude. The final loss is given as
L = αRLT + (1− α)LS , and is utilised to backpropagate through the network.

To summarize, the teacher makes a prediction using the privileged information, and the student makes one
without it. This all means that the student will be nudged in some direction by the teacher, by always
comparing its own prediction with the teacher’s.

2.4 Evaluation Metrics

Three of the most common metrics for semantic segmentation are mean intersection over union (mIoU),
precision and recall. These are all in some sense variations of the accuracy, which is commonly used for
classification tasks. Which of these metrics that are most relevant depend on the specific task. As an
example, if the objective is to detect the occurrence of some decease infecting trees it is more important
to not have any false negatives than false positives, as it might be fine to check one time too much. On
the other hand, if the goal is to understand how urbanisation has developed, one might care equally much
about false negatives and false positives. All three metrics are calculated for a the entire validation set and
test set respectively, by comparing our predictions with the true labels. Since our study concerns privileged
information in general, rather than solving one specific task, we will evaluate our results based on all these
metrics. However, we will especially focus on mIoU as it is the prevailing metric within the field.

2.4.1 Mean Intersection Over Union (mIoU)

The name ”mean intersection over union” is quite self explanatory, but to be explicit we will provide a formal
definition. In equation 3 below, defining intersection over union (IoU), yc denotes the label for a class c and
ŷ the prediction the class c. This expression is equivalent to all true positives (TP), divided by the sum of all
true positives (TP), all false positives (FP) and all false negatives (FN). These calculations are done over all
pixels, per class, i.e. the union returns 1 for a pixel i and a class c if either the prediction or the true label
was class c. Likewise, the intersection returns 1 for an pixel i and class c if the prediction and the true label
had the value associated with the class c. The |X| operation refers to the cardinality and takes the size of the
set X. The mIoU is derived by taking the mean of IoU over all (relevant) classes. This might be considered
as the most general metric as it in some sense penalizes all types of errors equally.

IoU =
|yc ∩ ŷc|
|yc ∪ ŷc|

=
TP

TP + FP + FN
(3)

2.4.2 Precision

The second metric we use to evaluate the performance of our model is precision. As for mIoU, the precision is
calculated over all pixels per class, and the final value is the mean of the precision over all classes. Hence, the
precision is actually the mean precision. In equation 4 below we can see the formal definition of the precision
metric as the cardinality of the intersection between the true labels yc for a class c and the predicted labels ŷc
for the class c divided by the number of predictions made of that class. This is equivalent to the the number

20



of true positives divided by the sum of true positives and false positives. That is to say, this metric can be
interpreted as when we actually guess class c, how often we are correct. However, it says nothing about the
case where we never guess that specific class. Again, the definition below is for one specific class c and the
final value, reported in the results, is the mean of the precision over all classes.

precision =
|yc ∩ ŷc|

|ŷc|
=

TP

TP + FP
(4)

2.4.3 Recall

The third and final metric is recall. Similarly to the other two metrics, recall is calculated over all pixels
per class, and again the recall is reported as the mean of the recall over all classes. The formal definition of
recall can be seen in equation 5 below. There we see that recall (for a class) is calculated as the intersection
between the true labels yc for a class c and the predicted labels ŷc for the class c divided by the number of
true occurrences of that class. This is the same as dividing the number of true positives by the sum of the
true positives and false negatives. It can be interpreted as how often the model actually predicts a class once
it occurs. Recall is in some sense an opposite of precision, as it will give a very poor score for a class c if the
model never predicts it, however, it will for a specific class c give a perfect score if the model predicts only
that class c.

recall =
|yc ∩ ŷc|

|yc|
=

TP

TP + FN
(5)

2.5 Loss Functions

In this section, we formally define the loss functions utilised in this project. Recall, the goal of the neural
network is to minimize the loss function. The choice of loss function, therefore, has a great impact on
the model. There is a plethora of possible functions, and which to choose depends on the application and
structure of the model.

2.5.1 Dice Loss

A loss function commonly used for semantic segmentation is the Dice loss. Minimizing the Dice loss closely
resembles maximizing the IoU. However, since the IoU is not differentiable, the Dice coefficient was introduced
as a differentiable extension of the IoU. Another positive trait of the Dice loss is that it handles class
imbalances particularly well. According to [12], the Dice coefficient is defined as

dc(yi, ŷi) =
2yiŷi

yi + ŷi + ϵ
, (6)

where ϵ is a small constant used for numerical stability. By taking the sum over all pixels and averaging over
all C classes, we define the Dice loss as

LD = 1− 1

C

C∑
c=1

dc. (7)
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2.5.2 Cross Entropy

Cross entropy, CE, is the most commonly used loss and can be leveraged both for normal classification and
pixel-wise classification. It is a measure of how similar two probability distributions are, and for any two
distributions p and q, it can be defined as

H(p, q) = −
∑
x∈X

p(x) log(q(x)), (8)

where X is the set of all possible outcomes. The above expression can be used to define a loss function if we
consider our predictions and our labels to be probability distributions. For labels yi, predictions ŷi and the
number of samples n, [12] defines the cross-entropy loss as

LCE = −
n∑

i=1

log(ŷi) (9)

2.5.3 Focal Loss

Focal loss is a semantic segmentation loss, related to cross-entropy. [12] defines it as

LF = −
n∑

i=1

α(1− ŷi)
γ log(ŷi) (10)

where α and γ are constants. The focal loss is the same as the cross-entropy loss, but with a factor to focus
the training on difficult samples.

2.5.4 Kullback-Leibler Divergence

The Kullback-Leibler divergence, or KL divergence, is closely related to the CE loss as it can be defined from
cross-entropy and regular entropy. Regular entropy for a probability distribution p is defined as

H(p) = −
∑
x∈X

p(x)log(p(x)), (11)

Using this, [3] defines KL divergence for p and q as

DKL(p||q) = H(p)−H(p, q) (12)

2.5.5 Mean Square Error or L2 Loss

One loss function that cannot directly be used for semantic segmentation is the mean squared error loss
(MSE). Although it cannot compare predictions to the true label of a pixel, it is still useful when comparing
numerical variables. For some variable pair x1 and x2, [3] defines the mean squared error loss as

LMSE =

n∑
i=1

(xi,1 − xi,2)
2 (13)

22



2.5.6 L1 loss

Finally, we have the L1 loss, which just as the L2 loss is suited for comparing numerical values rather than
predictions and labels. L1 is, according to [3], defined as

LL1 =

n∑
i=1

|xi,1 − xi,2| (14)

2.6 Dataset

Throughout this project, we have used the FLAIR 2 dataset (French Land cover from Aerial ImageRy),
which includes Earth Observation data from both aerial and satellite imaging. The dataset was released
in this paper [6] from 2023, and was established to address the critical need for monitoring land cover and
soil conditions, which are essential for ecosystem sustainability. In response to these challenges, the French
National Institute of Geographical and Forest Information is leveraging high-quality EO data and AI tools to
monitor land cover in France. The dataset builds upon its predecessor, FLAIR 1, by incorporating Sentinel-2
satellite image time series and introducing a new test dataset. These enhancements aim to improve the
accuracy and comprehensiveness of land cover monitoring, supporting the production of the French national
land cover map reference.

2.6.1 Spatial and Temporal Domains

The data has been collected from 50 different domains in France, where each domain corresponds to a unique
administrative area called département. These domains are spread out all over France, and are used to split
the data into a training, validation and test set. The placement of these domains can be seen in figure 3,
along with the time during which the respective data was acquired. As is showed in the figure, the time of
acquisition differs between the three datasets.
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Figure 3: Spatial and temporal distribution of train, validation and test data. The images are taken from
[6].

Within each domain, images have been taken from 916 areas and cover a total of 817 km2. The areas vary in
size, but are all split into patches of equal size. Furthermore, these areas have been chosen so that different
landscapes are all well represented [6]. Figure 4 depicts how the domains relate to the areas and the patches.

Figure 4: Spatial domains, areas, and patches. From [6].
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Given that data was acquired over a vast area, there are differences in seasonality between domains, but also
within each area. All training data has been acquired between April and September whereas the test data
has been acquired between May and November. Due to the change in season, the same land cover class can
have different appearance depending on both the location and the time of acquisition [6].

2.6.2 Aerial Imaging

Our main input data consists of aerial patches (images). In total, the dataset consists of 77,412 patches,
each having 512× 512 pixels. With a spatial resolution of 0.2 meters, each patch covers approximately 10486
m2 on the ground. These patches have 5 channels that correspond to red (R), green (G), blue (B), near-
infrared (NIR), and elevation. Depending on the domain, two different cameras were used in the acquisition,
so slight variations in spatial resolution might occur between images, even though pre-processing has been
performed to reduce this. The images have also been corrected to reduce any inconsistencies due to sunlight
and contrast. Note also that the fifth class, elevation, is not the result of direct measurements but has been
derived from the other 4 channels [6].

2.6.3 Metadata

The FLAIR 2 dataset provides metadata for each aerial patch. That means that each patch is associated
with a date and time of acquisition, the geographical location of the center pixel, the type of camera used,
and the average altitude of the image.

2.6.4 Satellite Imaging

In addition to the aerial imaging that is provided, FLAIR 2 contains satellite time-series data that comes
from the Sentinel-2 satellite. This data is different from the aerial data when it comes to spectral and
spatial resolution. In terms of spectral properties, the satellite data has 10 channels that are spread out from
visible light (490 nm) to medium infrared light (2190 nm). All of these channels have a spatial resolution of
either 10 or 20 m. Together with each satellite image, snow and cloud masks are provided that contain the
probability of snow and cloudiness for each pixel. These can be used to filter out images that have a high
probability of either snow or cloudiness. All channels that have a spatial resolution of 20 m are interpolated
to match a spatial resolution of 10 m. Another difference from the aerial imaging, is that the satellite data
contains several images for each patch of land, taken at different times. This way, temporal information can
be extracted in a way that is not possible when only considering the aerial data. On average, each aerial
patch has 50 corresponding satellite patches, but the number of satellite images that can be used varies due
to snow and cloudiness [6].

2.6.5 Land Cover Classes

The labeling of all patches has been done manually by the help of experts in geography so that each pixel
can be mapped to a land cover class. There are a total of 19 different classes in the dataset. Here follows a
list of all land cover classes with descriptions, taken from [6].

• Anthropized surfaces without vegetation (1, 2, 3, 13 and 18)

– Class 1 – building includes not only buildings, but also other type of constructions such as towers,
agricultural silos, water towers and dams. Greenhouses (class 18) are an exception.
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– Class 2 – pervious surface defined as man-made bare soils covered with mineral materials (e.g.
gravel, loose stones) and considered to be pervious. It includes pervious transport networks (e.g.
gravel pathways, railways), quarries, landfills, building sites and coastal ripraps.

– Class 3 – impervious surface is defined as man-made bare soils that are impervious due to their
building materials (e.g. concrete, asphalt, cobblestones). It includes roadways, parking lots, and
certain types of sports fields.

– Class 13 – swimming pool is defined as man-made artificial (open-air) swimming pools. It is not
included in class 5 (water).

• Natural areas without vegetation (4, 5 and 14)

– Class 4 – bare soil defined as natural permanently bare soils. These natural soils remain without
vegetation throughout the year and generally are covered with sand, pebbles, rocks or stones.
Examples of natural bare soils are frequently found in coastal, mountainous and forested areas.

– Class 5 – water is defined as areas covered by water, such as sea, rivers, lakes and ponds. An
exception are swimming pools (class 13).

– Class 14 – snow refers to surfaces covered by snow. It is an extremely rare class as the images are
taken in the summertime and only very few regions in France are covered with snow year-round.

• Woody natural vegetation surfaces (6, 7, 8, 15, 16 and 17)

– Class 6 – coniferous, is defined as trees identifiable as coniferous (pines, firs, cedars, cypress trees,
...) and taller than 5 m.

– Class 7 – deciduous is defined as trees identifiable as deciduous (oaks, beeches, birches, chestnuts,
poplars, ...) and taller than 5 m.

– Class 8 – brushwood refers to natural woody surfaces with a vegetation less than 5 m high. It in-
cludes short and young trees, brushwood, shrublands, mountain moors and abandoned agricultural
lands.

– Class 15 – clear-cut, is defined as forest areas, in which the trees have been cut down and harvested.

– Class 16 – ligneous is an extremely rare class used to describe forest areas with a homogeneous
representation of either coniferous or deciduous trees.

– Class 17 – mixed is an extremely rare class used to describe forest areas with heterogeneous trees
for which the types of trees (coniferous/deciduous) cannot be determined with sufficient certainty.

• Agricultural surfaces (9, 11 and 12)

– Class 9 – vineyard despite being an agricultural use of the land, are assigned a class apart, a reason
being their rather distinctive land cover characteristics.

– Class 11 – agricultural land encompasses various different agricultural classes. For example, besides
major crops, it also includes permanent and temporary grasslands with agricultural use. Vineyards
(class 9) are not included in this class.

– Class 12 – plowed land is defined as agricultural land with no visible vegetation (e.g. recently
plowed and freshly harvested land).

• Herbaceous surfaces (10)
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– Class 10 – herbaceous vegetation defines herbaceous surfaces that are not intensively exploited for
agriculture purposes. This class includes ornamental lawns (e.g. gardens, public parks), recre-
ational fields (e.g. used for sport), natural herbaceous areas in forested or mountainous areas,
non-cultivated grass in agricultural areas or along transportation networks.

Not all classes are equally distributed in the dataset, and as mentioned in the description, some classes are
even deemed to be extremely rare. Figure 5 shows the distribution of pixels over the classes for the dataset.
The last class ’other ’ is here an aggregation of class 13 through 19, which all are very small.

Figure 5: The distribution of pixels on the training and test set. Here, the train set includes the validation
set. The image is taken from [6].

2.6.6 Privileged Information

Most images are based on RGB which is why near-infrared and elevation data cannot be assumed to be
accessible at all times. In this case, we have access to this specific data, and that is the reason why we choose
to define these channels as privileged information when it comes to the aerial patches.
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3 Method

In the method section, we present which experiments were conducted, and the technical details of how they
were run. The section starts with some general notes on our experimental setup, which holds for all following
experiments. After that, we delve into the specific architectures, which all have a corresponding subsection
in the results section.

3.1 Experimental Setup

Throughout all experiments, the training and validation were conducted on the full-size images (512, 512).
All input data was also normalised to have a mean of 0 and standard deviation of 1, where the mean and
standard deviation were calculated from only the training data to not corrupt the validation and test sets.
Besides normalisation, some data augmentation was done. It was randomly applied and replaced the original
image in that batch. This consisted of up-down and left-right flips with a probability of 0.5, and color jittering
with a probability of 0.2. These are similar to the one used in the baseline from the release of the dataset [6].

The training, validation, and test set splits were taken from FLAIR 2 [6]. This means all three sets contained
mutually exclusive domains of France. The model utilised for testing was the model that received the lowest
validation set loss, which was checked every epoch. When validating and testing, we always use Dice loss
between ŷ and y to assure comparability between the results for all architectures, regardless of which loss
was used for training. The training batch size was 8, and the validation and test set batch size was 2. To
receive reproducible results, we used random seed 42 for all randomised values. In terms of optimiser, we
used Adam with a learning rate of 0.0002.

All experiments were run on both 100 % and 5 % of the dataset. The 5 % always consisted of the same
subset and was drawn randomly from the entire dataset. We ran experiments on a subset to resemble the
situation where less data is available, and to study if privileged information might have a greater impact
when data is scarce. Similar procedures can be observed in [2]. Furthermore, using less data gives greater
practical possibilities to run many experiments. For all 5 % trainings the model was also validated on 5 % of
the dataset, but tested on the full test set. This is since the validation set actually impacts the model, while
the test set is only used to test the performance of a model.

The number of times our models were trained on the input dataset, i.e. the number of epochs, varied
throughout all experiments. The time it took to reach convergence simply depended on the choice of archi-
tecture, loss and network, to mention a few things. In general, most experiments were ran for 50-300 epochs
before convergence was achieved, with some margin.

Since the dataset consists of 12 common classes, and the seven last classes, 13 − 19, together constitute
less than 1% of all data, we have chosen to focus on the first 12 classes. For all experiments, the mIoU, mean
precision and mean recall will be reported. Unless otherwise is stated, this will refer to the average for the
first 12 classes. We still have results for the last six classes, but we choose not to report these as they are
less relevant. All models were, however, trained on all classes, meaning all classes were included in the loss
function.

3.2 Choice of Loss Function and Neural Network

We needed to decide on an appropriate loss function and a suitable neural network. When choosing, we
wanted a combination that performed well, could make use of the privileged information, and all within

28



reasonable time. Since cross entropy loss and Dice loss are two commonly used loss functions within semantic
segmentation, we limited our experiments to these two. We also chose to try two pretrained networks,
ResNet50 and U-Net. Using these losses and networks, we trained a model on 100% of the data using all
five channels (RGB, NIR and elevation). The model that yielded the highest performance was then used
throughout the rest of the experiments.

3.3 Added Value of Privileged Information

As previously discussed, our initial step was to verify that the available privileged information could indeed
add value. We achieved this by training a model with access to privileged information during both training
and inference, referred to as a privileged model. This should be distinguished from a LUPI model, which
only has access to privileged information during training. Additionally, we trained a model, which had access
only to RGB data, and no privileged information during either training or inference. Such as model will
be denoted as an RGB model. The objective was to determine if there was a performance gap between the
privileged model and the RGB model. If no such gap was found, further efforts to develop a LUPI model
would likely be futile.

To investigate the existence of this performance gap, we trained both a privileged model and an RGB
model using 5 % of the dataset, and again using 100 % of the dataset. The performance of the privileged
model was then compared to that of the corresponding RGB model. Any observed performance gap would
establish the upper and lower bounds for the subsequent application of the LUPI paradigm.

3.4 Choice of Privileged Information

One of our objectives was to assess which channel of privileged information that is most useful. This was done
by training our model on RGB + NIR, and RGB + elevation separately. By doing this, we could separate
how the addition of each type of privileged information affected the base model. This was done on the entire
dataset.

3.5 Metadata

Apart from attempting the LUPI setups, we wanted to assess the usage of metadata. This was not used as
privileged data, used as additional information to improve the model. One challenge concerning the metadata
is that it is low-dimensional compared to the image data (6 data points per image, compared to 5×512×512
for the image itself). It is not obvious how to best rebuild the network architecture to utilise this type of
data. We focused on mid fusion and late fusion. In short, our mid fusion attempts consisted of passing the
metadata through a small linear net, and then inserting it in the middle of the U-Net by using SE blocks.
Read this paper [11] for more information on SE blocks. However, after initial tests we decided to focus on
late fusion as the performance was better, and the general idea was more intuitive. Late fusion instead means
having a small linear net (three layers deep) which outputs a vector with the same length as the number of
classes. This vector represents a probability for each class, based only on the metadata. As the metadata
contains no pixel specific information we can not make pixel wise predictions using this, only predictions that
are general for the entire image. There are various ways of inserting this information into the main net, but
in the end we went with a simple linear sum for the predictions. This means we took the probabilities based
on the metadata and reconstructed it to fit the size of a full image, but containing the same value in every
pixel. We then took this metadata probability and multiplied it with a weight w, and added it to the (pixel
wise) predictions made by the U-Net multiplied with (1 − w). w was set to 0.3 after running some quick
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tests. It was also attempted to normalise the metadata predictions by the class sizes to achieve a ”scaling”
of class probabilities, but it performed worse.

The intuition behind why this method might be useful can be illustrated by thinking about the two classes
agricultural land and plowed land. These are physically the same place, but agricultural land has crops
growing, whereas plowed land has no visible plants. Hence, knowing it is July and not December might
greatly increase the probability of the farm lands having growing plants.

3.6 Satellite Data

In addition to metadata, we also used the satellite data to improve the results of our best model. Each
aerial patch is mapped to a series of satellite images, captured over the course of a year. These images were
normalised and augmented in the same way as the aerial images. Since there could be up to 100 satellite
images covering a large area on the ground per aerial patch, the images were cropped and processed to reduce
the amount of data. The cropping was done so that the aerial and satellite patches were concentric, but the
satellite image was always overlapping the aerial image. Trying a similar approach as in [6], the satellite
patches were cropped to 40x40 resulting in a 400x400 meters on the ground, compared to 100x100 meters in
the aerial images. Even though the resolution of the satellite images are lower than the aerial images, the idea
was that pixels surrounding the aerial images can be useful for segmentation within it. The satellite images
were further processed by first discarding all images that had a high risk of snow or cloudiness. If either risk
was higher than 50 % for 60 % of the pixels or more in an image, it was discarded. We then computed the
average over all images per month. This way, one aerial image corresponded to a time series of 12 separate
satellite images. This time series was fed through the encoder and decoder of a UTAE net and then fed into
SE blocks in the U-Net used for the aerial images. The output probabilities from the UTAE were also used
to make predictions, and to calculate a Dice loss Lsat based only on the satellite images. We then trained
our model using a loss function L = Lsat +Laerial, where Laerial is the regular Dice loss on the output from
the U-Net. For more detail about the UTAE net and this setup in general, see the original FLAIR 2 paper
[6].

3.7 Naive Model

The most straightforward approach to leveraging privileged information involves training the model with the
privileged data and then withholding this data during inference. In this project, we had two main ways of
”withholding this data”, where one was to provide noise instead of the real channels, and the other was to
zero out all weights from the additional channels in the first convolutional layer. When we set all weights to
zero, we tried doing only that, but also to scale up the remaining three channels with a factor of 5/3. When it
comes to providing noise, there are various types to give and we focused on what we will call salt and pepper
noise and normally distributed noise. These will be further discussed below, but in short, salt and pepper
noise was defined as randomizing each pixel to the value −5 (”white” or ”salt”) or 5 (”black” or ”pepper”).
The normally distributed noise instead sets each pixel to a value taken from a normal distribution with mean
0 and standard deviation 1, and hence the pixel values will be less extreme and more similar to the values
the input data normally has.

3.8 Noise Architectures

Another quite naive approach is an extension of the above idea. This is done by providing noise to the
model during training, of the same type that is provided during validation. The noise level is not set to
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100% immediately, as we want the model to learn from the privileged information first, to then be able to
remember it and manage without it. However, the noise level for the validation set is always set to 100%,
with the same type of loss as in training, as we want the validation results to resemble the test conditions.
The various types of noises the model was trained with closely resemble the ones described above, but are
further developed here. To the best of our knowledge, this has not been done before, so we hope to shed
some light on a still unexplored area. Also, as the reader will notice, there are many possible combinations
from the below derived ideas of how to introduce noise. Hence, we will not be able to present results for all
possible combinations but will focus on the most interesting results and observations.

3.8.1 Salt and Pepper

The first type of noise is salt and pepper. As mentioned, the idea of this approach is to set the value of
the pixels to either −5 or 5 (representing white or ”salt” and black or ”pepper” respectively). These are
quite extreme values as our data is normalised to mean 0 and standard deviation 1, and hence a value of
absolute value 5 or larger should only occur in 0.00003% of cases. The intuition behind this noise is that the
model should be able to realize that these extreme values are useless, and learn from the smaller and ”more
realistic” values, and basically be able to ignore the noisy pixels both in training and validation. Assuming
a noise level nl, a fraction nl of the pixels would be randomized according to the salt n pepper scheme.

3.8.2 Image Wise Fade

The second approach we looked at was an image wise fade of the noise. In this method we introduced noise
as taken from a normal distribution with mean 0 and standard deviation 1, since the input data is normalised
to mean 0 and standard deviation 1. From this an entire image of noise can be created, by sampling from
this distribution for each pixel. Assuming a noise level of nl, and denoting the above create noise image as
xnoise we then get an image with nl level of noise x̃ as x̃ = x · (1−nl)+xnoise ·nl. This implies that at 100%
noise, x̃ will only be noise.

3.8.3 Pixel Wise Fade

The third approach, called pixel wise fade is quite similar to the image wise fade. We draw the noise pixels
from the same distribution, but instead of taking the input image and noise image and merging them, we
replace the input pixels with noise. This means that if we have a noise level of nl, a fraction nl of the pixels
of the original channel will be replaced with pure noise, drawn from the normal distribution with mean 0
and standard deviation 1, while the remaining fraction 1 − nl of pixels will be unaltered. This also implies
that the image wise fade and pixel wise fade are equivalent once the noise level is 100%.

3.8.4 Zero Out

The last approach, denoted zero out, is quite different from the above mentioned, as we do not really introduce
noise in the input, but rather alter the model. This approach is inspired partly by the idea of dropout and
pruning. In each batch, we take a fraction of the input weights from the privileged channels, set by the noise
level nl, and set them to 0. The weights are chosen randomly in each batch. This leads to that these input
weights are forced to 0, and hence might struggle to learn from the privileged data. How well this works also
depends on with which speed we introduce the noise, which will be further discussed below.
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3.8.5 Batch Wise v.s. Image Wise Noise Enforcement

We have discussed the different types of noise. However, the salt n pepper, image wise fade and pixel wise
fade can be introduced in two architecturally very different ways. The first one is batch wise, in which a
noise level of nl implies that a fraction nl of the images in a batch are set to pure noise. Again, in this case
the pixel wise fade and the image wise fade are equivalent. The intuitive upside in this is that the model
gets to see privileged channels consisting of only noise from the start, which might prepare it better for the
transition to full noise. The second way of introducing the noise is denoted as image wise, and sets nl of the
pixels to noise in all images of a batch.

3.8.6 Noise Level Functions

The final part of this noise model architecture is to decide with which speed the noise should be introduced,
i.e. set a noise level function. There are an infinite number of functions available, but for obvious reasons this
study will not have time to go through them all. During the training, we have focused on two different types;
step wise linear functions and variants of sine functions. There are various things to take into considerations,
such that the function significantly impacts the speed of convergence, that the model needs to be trained
with 100 % noise at some point. Initially, it also seemed like the performance on validation was poor for
noise levels lower than 25%. Based on these considerations and various experiments, we ended up working
with the following functions:

• A step wise linear function, shown in figure 6 below. In the image, the x-axis is percentage of number
of epochs and the y-axis is the noise level.

Figure 6: Illustration of the step wise linear noise function.

• A custom sine function, shown in figure 7. Now the x-axis is just epochs, meaning the function had a
periodicity of 20 epochs, and the y-axis is again noise level.
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Figure 7: Illustration of the custom sine noise function.

3.9 Teacher Student Architectures

The second main type of LUPI architecture is the teacher student model. Before diving into the technical
details of this, we would like to remind the reader of the overall goal of this setup. During testing and inference,
the student network will not have access to any type of privileged information. By comparing the teacher’s
privileged predictions with the student’s unprivileged prediction during training, however, the student can
find a better approximation of the underlying function that maps RGB images to class probabilities. With
that said, we will in this section clarify how the teacher student architecture described in the theory section
has been adapted to fit our task.

3.9.1 Our Setup

We started by looking into the choice of teacher model. The first thing we studied was comparing a teacher
trained on all five channels, and one trained on only the two privileged channels. The network trained on
only privileged information was a lot worse than the one trained on all channels, but the intuition behind
why it might work is that the network should then be more different to the student, why it might be easier
to transfer knowledge. So, the first round of experiments was to see whether the teacher should have all five
channels, or only the privileged channels. These two models were trained on 5% of the dataset.

Secondly, we experimented with some different loss functions for the loss between the teacher and the student.
Those attempted were KL divergence, MSE and CE, for which all models were trained on 5%. Once the
best loss was found, we experimented a bit with the hyperparameters TT and TS . Also, the different losses
take values within different intervals and changes with different speeds, why these losses were divided with
the reweighting parameter R, to get the losses in approximately the same scale as the Dice loss coming from
the student. This parameter is closely related to α, the weight of the teacher loss LT , but will be reported
separately for easier interpretation. α was set to 0.4 for all experiments. We then tried the most promising
results on the entire dataset.

Furthermore, since the teacher student architecture resembles an ensemble model (a model where multi-
ple models get to vote), we tried the teacher student architecture on two teacher student pairs where both
the teacher and the student had the same input channels. That is to say, we attempted training a student
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on RGB only, with a teacher who had only been trained on RGB, and one student got access to RGB,
elevation and NIR, with a teacher who also had access to all five channels. This experiment was conducted to
understand if there was any ensemble effect coming from the architecture itself, and not from the privileged
information.

To clarify, when using a teacher that was trained on all channels, we re-used the same teacher for all experi-
ments, and likewise for the teachers trained on only RGB, and only NIR, elevation respectively. Furthermore,
when training on 5% of the data, both the teacher and the student model had access to 5%, to to prop-
erly simulate a situation with access to less data. Finally, the student was evaluated using the Dice loss,
so all losses shown in resutlt section are directly comparable. To be clear, all results show the student’s
performance, as that is the model we care about.

3.9.2 Representation Layer

A general aim of the teacher-student setup is to make sure that the teacher knowledge is properly transferred
to the student model during training. In addition to the teacher-student loss that is computed with respect to
the outputs, we also attempted adding a loss computed at the deepest layer in our network. Inspired by [23],
we compute the loss between the deepest feature map from both the student and the teacher model. We will
refer to this as a representation layer. This loss is then added to the total loss. By doing so, we encourage
the student model to mimic the features of the teacher model, and hopefully to perform even better. In
practice, we let an image forward propagate through both the networks until it reaches the deepest feature
stage, and we then calculate the loss. For the representation layer loss, we tried KL divergence, MSE and CE
as loss functions. It would have been best to optimize the hyperparameters together with the choice of loss
function, but we limited ourselves to fixating all hyperparameters when finding the best loss. Once the best
loss function for the representation layer had been found, we ran one more experiment where we combined
the representation layer with the optimized hyperparameters.

3.10 Predicting and Generating Privileged Information Architectures

The third, and final, group of architectures studied were various methods for predicting or generating the
privileged information. That is to say, assuming we want our final model to work without privileged infor-
mation, we train a model which can predict or generate how the privileged information would have looked,
if it existed. There are surely many ways of predicting or generating, privileged information, and we will in
the following sections go over the few which we have studied more closely. It should be noted that we have
not found these architectures in the litterature, but rather constructed them ourselves.

3.10.1 The Loss Components

In all of the below discussed models, there will be a few different loss components. We will explain these
components in this section, and for the specific architectures it will be specified exactly how these are utilised.

1. Lr: the regular loss. This loss is the Dice loss calculated based on the prediction ŷ and the ground
truth y, and is the same as the loss used in all previous experiments. This component is a part of all
below architectures.

This first loss component is natural, and needed for the model to perform well. The rest of the loss components
are related to the predicted or generated privileged information ŷpriv and the true privileged information ypriv.
Note that ypriv is the same as x∗, but will in this section and the corresponding results section be denoted
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as ypriv, since we use it as labels. These losses are how we actually enforce the privileged information into
the net. The three components utilised are

2. Lpriv: the loss component directly connected to how similar the predicted or generated privileged ŷpriv
is to the true privileged information ypriv. ŷpriv consists of one scalar per pixel for the two privileged
channels. These values are then compared to ypriv, where a MSE, L1 or KL loss function was used.
MSE and L1 are suitable losses since we need to compare scalars to scalars, and not classes to classes.
In other words, a prediction of 3 if the ground truth is 4 is better than 2, while it does not hold for
class comparison (there is no reason class 3 would be any more similar to class 4 than class 2 would be.

3. Lpriv: mean: a loss component which compares the mean of ŷpriv with the mean of ypriv (batch wise).
This loss component is inspired by [17]. It is calculated by first taking the mean per image and channel
over all pixels from ŷpriv, leaving a matrix of size (batch size ×2), where times two is for the two
channels. This matrix is denoted ŷmean. The same operation is done on ypriv, giving the marix ymean.
The entire loss component is then calculated as

Lpriv: mean =
1

batch size× num channels

batch size∑
i=1

num channels∑
c=1

(ŷmeani,c
− ymeani,c

)2.

Here, num channels will in general be 2 as we have 2 privileged channels. The batch size is, as usual, 8.
The square is included to assure the value is always positive. This means that we take the mean over
all channels and images to get Lpriv: mean. Recall, since all channels are normalised, the true mean over
the entire dataset is exactly 0, but it might differ slightly for specific batches.

4. Lpriv: std: a loss component which compares the standard deviation of ŷpriv with the standard deviation
of ypriv (batch wise). This loss component is, as the above one, inspired by [17], and is calculated
similarly but by taking the standard deviation instead of the mean. This means we first calculate the
standard deviation per image and channel over all pixels, ŷpriv, leaving a matrix of size (batch size ×2),
again times two for the two channels. This matrix is denoted ŷstd. Again, we do the same operation
on ypriv, giving the marix ystd. The loss component is then calculated, just as above, as follows

Lpriv: std =
1

batch size× num channels

batch size∑
i=1

num channels∑
c=1

(ŷstdi,c − ystdi,c)
2.

Just like before, this means that we take the mean of the standard deviation over the channels and
images to get Lpriv: std. Recall, since all channels are normalised, the true standard deviation over the
entire dataset is exactly 1, but again, it might differ slightly for specific batches.

These are the four loss components that were utilised. It is probable that Lr and Lpriv are the most important
ones, whereas Lpriv: mean and Lpriv: std help the model focus on correct statistical properties. As is hopefully
clear, if Lpriv = 0, then Lpriv: mean = 0 and Lpriv: std = 0, while the opposite does not hold.

3.10.2 Multi Decoder Architecture

The first, and maybe simplest approach, will be referred to as a multi decoder architecture, and an illustration
is shown in figure 8. Using this approach, we add two extra decoder heads to the standard U-Net, one for
NIR prediction and one for elevation prediction. As usual, the RGB image is passed into the encoder which
generates features. These are then passed into the ”regular” RGB decoder, which decodes the features, to then
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pass them through a segmentation head, which makes a prediction. This decoder head is denoted ”land cover
decoder”, as it is the decoder utilised to do the regular land cover classification. This prediction is compared to
the ground truth to generate a loss (the ”regular” loss) Lr. Furthermore, we also pass the features calculated
from the RGB input into the NIR decoder and NIR segmentation head. This part then uses these features
to make a pixel-wise prediction of the NIR channel. The elevation decoder works in the exact same way, but
for the elevation channel. These predictions are concatenated into one image with two channels, constituting
ŷpriv. ŷpriv and ypriv are then utilised to create Lpriv, Lpriv: mean and Lpriv: std as described in section 3.10.1.
These three losses are then combined into Lall priv as Lall priv = (Lpriv +Lpriv: mean +Lpriv: std)/3. The final
loss L, utilised for the backpropagation is then given by L = (Lall priv + Lr)/2. All of this means that we
indeed predict the privileged information, but never use the prediction as an input to another net (but do
not worry, we will). Instead, this approach can be seen as a complex regularization method, as its predictions
of the privileged information forces the weights to overfit less.

Figure 8: A sketch over the multi decoder architecture. The image was created using the tool draw.io.

3.10.3 Generating Privileged Information in Two Steps

We move on to a second architecture, where we actually use the generated privileged information as in-
put. It consists of two separate networks, one which is called the generator, and one which is called the
predictor. A sketch of the architecture can be seen in figure 9. The generator generates the privileged
information as one scalar per pixel and channel, based on the RGB input. It also tries to predict the
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ground truth y as ŷgenerator. The generator consists of a U-Net with three decoder heads, one for gener-
ating NIR, one for generating elevation and one for predicting ŷgenerator. As in the multi decoder archi-
tecture, the generated NIR and elevation are concatenated into ŷpriv, which in turn is utilised to calculate
Lpriv, Lpriv: mean and Lpriv: std (as defined in section 3.10.1). This means that the generator is exactly the
multi decoder described in the above section. The tree losses are combined in the same way as above:
(Lpriv + Lpriv: mean + Lpriv: std)/3. Then, we add a loss component Lgenerator prediction from ŷgenerator and y,
calculated using Dice loss. Finally, all of these loss components are combined into the full generator loss
Lgenerator as Lgenerator = ((Lpriv + Lpriv: mean + Lpriv: std)/3 + Lgenerator prediction)/2. This loss is utilised to
train the generator network.

Now to the second part: the predictor. This is just a normal U-Net as we know it from before, which
takes the normal, true, RGB image and the generated privileged information from the generator is input.
These are concatenated along the channel dimension, forming an image of the exact same shape as used
before. The predictor does the regular land cover classification, and is trained by using the Dice loss on ŷ
and y.

Figure 9: A sketch of the architecture to generate privileged information in two steps. The image was created
using the tool draw.io.

3.10.4 Generating Privileged Information in One Step

After reading the previous section, some reader may have wondered: would it not be ideal to let the gener-
ator network generate privileged information based on how well the predictor actually performs? At least,
so did we. Therefore, we built such a network, very similar to the above architecture, apart from it be-
ing only one network, with only one backpropagation. This network is still constructed by one generator
and one predictor, but they are now connected. This makes the network twice as deep as before, with the
disadvantage that it might be more difficult to train, but with the upside that it might generate better results.

The generator is constructed similarly as in the two step generation above, but it now only has two de-
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coder heads, one for each privileged channel, while the third one for predicting y is removed. This means
that it is a regular U-Net, but with two decoder heads, instead of one. An illustration of this network ar-
chitecture can be seen in figure 10 below. As before, each of these generate one scalar per pixel per image
based on the RGB input, which are then concatenated along the channel dimension to ŷpriv. This is, in
turn, concatenated along the channel dimension with the RGB image, the same RGB input as given to the
generator. This matrix, now with 5 channels is then inputted into the second part of the net: the predictor.
The predictor is a U-Net performing land cover classification on the input, as we have seen many times
before. This outputs a prediction ŷ, which is compared to the ground truth y using Dice loss. This is the
first loss component Lprediction. As there is one network, there is also only one loss, but one with many
components. In the middle of the network (in the end of the generator part), we generate ŷpriv, which is
utilised to calculate Lpriv, Lpriv: mean and Lpriv: std, as defined in section 3.10.1. These are, very similarly to
before, combined into the loss L which is used to backpropagate through the network during training. It is
defined as L = ((Lpriv +Lpriv: mean +Lpriv: std)/3+Lprediction)/2. This architecture is quite interesting as it
in some sense can be seen as the predictor training the generator by trying to force the generator to give as
relevant information as possible - which is not necessarily the same as the true privileged information.

Figure 10: A sketch of the architecture to generate privileged information in one step. The image was created
using the tool draw.io.

38



4 Results

In this section we will present all results. The results are divided into subsections for each architecture type.
For any reader not interested in the details, it suffices to read Summary of Results (Section 4.12).

4.1 Choice of Loss Function and Neural Network

We begin by presenting the results which motivated our choice of network and loss function.

4.1.1 Validation Set Results

In table 1, we can see the validation results where we compare ResNet50 to U-Net and Dice loss to CE loss,
as well as the epoch from which the result are obtained. All networks are trained on 100% of the data, and
on all five channels. As we can see, U-Net outperformed ResNet50, and is also faster to train. Taking these
two things into consideration, we chose to use the U-net for all further experiments. In terms of loss function,
the Dice loss gives better results than the CE loss, especially on the mIoU, why all further experiments will
be conducted using Dice loss. These models will not be ran on the test set, as we only conducted these
trainings to decide which network and loss function to use, and we do not want the test set results to impact
any choices.

Network U-Net U-Net ResNet50 ResNet50
Loss Function CE Dice CE Dice

Epoch 6 47 6 50
Loss 0.674 0.148 0.672 0.152
mIoU 0.642 0.650 0.626 0.635
Precision 0.780 0.784 0.772 0.780
Recall 0.775 0.781 0.758 0.769

Table 1: Table over results for the four (net, loss function) pairs. Note that the values of different loss
functions are not comparable. The best values are marked in bold.

4.2 Added Value of Privileged Information

Now that we have chosen a network and a loss function, we will study how large the gap is between the models
trained and validated with and without privileged information. These experiments have been conducted using
both 5 % and 100 % of the data. Going forward, the models presented here will be referred to as the RGB
baseline, and the privileged baseline. As the name suggests, the RGB baseline is trained and validated on
the RGB channels, and the privileged baseline on all five channels.

4.2.1 Validation Set Results

Table 2 below shows the results on the validation set for the four models. We can see that the results are
better when using privileged information in almost all metrics. It is especially worth noticing that the mIoU
is better on both 5% and 100% of the data when using privileged information, and that the gap is somewhat
larger between the 5% models.
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Input Data RGB RGB, NIR, elevation RGB RGB, NIR, elevation
Dataset Size 100 % 100 % 5 % 5 %

Epoch 35 47 23 59
Loss 0.156 0.148 0.172 0.167
mIoU 0.639 0.650 0.580 0.597
Precision 0.784 0.784 0.723 0.741
Recall 0.762 0.781 0.723 0.734

Table 2: Table of results for models trained with and without privileged information on 5 % and 100 % of
the dataset. The best results are marked in bold, for the 5 % and 100 % models separately.

4.2.2 Test Set Results

In this section we present the test set results. As a reminder, all results are obtained from the entire test set,
regardless of whether the model has been trained using 5 % of the training dataset or 100 %, as these are only
to evaluate the performance of the model. We can see, in table 3, that the results hold from the validation
set. More specifically, the gap increases between the 100% models, but gets slightly smaller between the 5%
models.

Input Data RGB RGB, NIR, elevation RGB RGB, NIR, elevation
Dataset Size 100 % 100 % 5 % 5 %

Loss 0.147 0.141 0.166 0.159
mIoU 0.579 0.596 0.543 0.552
Precision 0.712 0.725 0.679 0.682
Recall 0.735 0.748 0.697 0.719

Table 3: Table of results for the models trained with and without privileged information on 5 % and 100 %
of the dataset. The best results are marked in bold, for the 5 % and 100 % models separately.

In addition to the presented metrics, figure 11 shows the class-wise IoU for the 100 % models on the test set.
The privileged model outperforms the RGB model by a bit in most classes, but there is no particular class
which is outstanding. Nevertheless, the RGB model does outperform the privileged model in class 2, 4, 9
and 10 by a small margin.
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Figure 11: IoU per class comparing the model with only RGB and the one with RGB, NIR and elevation
trained on 100 %.

Finally, we also show confusion matrices for the 100 % models, but only for 5 % of the test set, due to
computational limitations. The 13th row and column is denoted ”other” and represents the seven last
classes, grouped together. The confusion matrix for the RGB model can be seen in figure 12 and the
confusion matrix for the privileged model can be seen in 13. As we can see, both models struggle to separate
herbaceous vegetation, agricultural land and plowed land from each other, which is not very surprising as
these classes are similar. Recall, agricultural land and plowed land only differ depending on whether there
are plants growing or not. Another thing is that he privileged model struggles less than the RGB model with
separating coniferous, deciduous and brushwood.
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Figure 12: Confusion matrix for the RGB baseline trained on 100 % of the data.
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Figure 13: Confusion matrix for the privileged baseline trained on 100 % of the data.

4.3 Choice of Privileged Information

For the above section, both NIR and elevation were used as privileged information. In this section, we will
present results from models that trained with only NIR or elevation as privileged information. The hope is
to understand which type of privileged information that is most useful.

4.3.1 Validation Set Results

Table 4 below shows the validation set results from using the different channels of privileged information on
the entire dataset, compared to the baselines obtained in 4.2. We can see that the model that only has NIR as
privileged information performed better on almost all metrics compared to using NIR and elevation. In terms
of mIoU, which is our most important metric, the difference was merely 0.001 (0.651 vs. 0.650). Given that
this difference is so small, we chose to include both NIR and elevation in our future models, hoping that the
other architectures would be better at using this additional information that the elevation channel provides.
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A possible explanation to the decrease in performance, is that the elevation channel is computed from RGB
and NIR, and does not provide new information. Although we do not include any class-wise metrics here, it
seems like the addition of NIR as input increases the mIoU especially for vegetation classes.

Input Data RGB, NIR, elevation RGB, NIR RGB, elevation RGB

Epoch 47 56 87 35
Loss 0.148 0.148 0.154 0.156
mIoU 0.650 0.651 0.634 0.639
Precision 0.784 0.787 0.777 0.784
Recall 0.781 0.779 0.767 0.762

Table 4: Table of results for models trained with different privileged information. The best results are marked
in bold.

4.4 Metadata

In this section we will study the usage of metadata, according to the principles described in the methods
section. From these results, we hope to be able to conclude if metadata should be included in our model or
not.

4.4.1 Validation Set Results

The following section presents the validation set results from incorporating metadata into our model trained
on all five channels. These are shown in table 5 for both 5 % and 100 % of the dataset. To choose whether
or not to include metadata, we compare it to our previously best model with all five channels of input but
without metadata. As can be seen in the table, the mIoU improves for the 5% model, but remains the same
for the one on 100%. Given that the improvement does not hold for the entire dataset, we chose to not include
metadata, since it gives us a slightly simpler model. One interesting result for the 100 % model is that the
metadata improved the IoU for agricultural and plowed land, despite the general lack of improvement on the
mIoU. Since agricultural and plowed land have a time-dependency, it could be that the time stamps in the
metadata helps in distinguishing the two classes. Again, these models will not be run on the test set since
we only wanted to decide whether to include metadata in the model, or not.

Metadata False True False True
Dataset Size 100 % 100 % 5 % 5 %

Epoch 47 65 59 184
Loss 0.148 0.147 0.167 0.163
mIoU 0.650 0.650 0.597 0.615
Precision 0.784 0.788 0.741 0.760
Recall 0.781 0.776 0.734 0.746

Table 5: TValidation set results for models trained with and without metadata on 5 % and 100 % of the
dataset. Any results where the metadata model beats the corresponding baseline are marked in bold.
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4.5 Satellite Data

Moving on from metadata, we here present the experiments that were performed with satellite images as
input, in addition the the aerial images. As for the metadata, the hope of this study is to conclude if satellite
data should be included in our model or not.

4.5.1 Validation Set Results

Table 6 shows the results for models trained with and without satellite data, and we compare it to the best
model from the aerial input on both 5 % and 100 % of the data. All models are trained using all five channels.
To summarize, all metrics get worst when including the satellite images on 100% of the data, but slightly
improves the mIoU and precision on 5%. Since mIoU drops by almost 2 percentage units when using the
entire data set, the satellite images will not be part of the input to our model moving forward.

Satellite Data False True False True
Dataset Size 100 % 100 % 5 % 5 %

Epoch 47 19 59 76
Loss 0.148 0.186 0.167 0.202
mIoU 0.650 0.631 0.597 0.601
Precision 0.784 0.779 0.741 0.769
Recall 0.781 0.762 0.734 0.728

Table 6: Validation set results for models trained with and without satellite data on 5 % and 100 % of the
dataset. The best results are marked in bold, for 5 % and 100 % separately.

4.6 Naive Model

This section presents the results from our first naive LUPI approach. Recall, this trivial idea was simply to
train the model with all five channels, and then substitute the NIR and elevation channels with noise when
evaluating.

4.6.1 Validation Set Results

The results for the validation set can be found in table 7. All results are obtained from the privileged baseline
model that was trained on 100% of the data. None of the metrics were even close to as good as those of the
RBG baseline, hence the lack of numbers in bold. Even though the zero out models do not beat the RGB
baseline, they still outperform the other noise models with a great margin in all metrics. As the results are
so poor, we will not present any test set results.
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Noise Type N/A s & p normal noise zero out reweighted zero out

Loss 0.156 0.361 0.362 0.246 0.229
mIoU 0.639 0.025 0.050 0.377 0.392
Precision 0.784 0.059 0.239 0.634 0.605
Recall 0.762 0.080 0.131 0.535 0.558

Table 7: Validation set results for the model trained with privileged information on 100 % of the dataset,
evaluated without the privileged information. S & p stands for salt n pepper. In the first column we see the
RGB baseline results, which all are marked in bold since they outperform all other models.

4.7 Noise Architectures

In this section we will study our second, slightly less naive, LUPI approach: the noise models. The noise is
now part of the training, and not only introduced at evaluation.

4.7.1 Validation Set Results

In table 8, we can see the results for the various noise models trained on 5 % of the data, compared to the
RGB baseline seen in the first column. As we can see, the only model which might outperform the baseline
is the zero out model, which is better than the baseline for most metrics, especially for mIoU. Hence, we
discard all models except for the zero out model at this stage, and continue by training the zero out model
on the entire dataset. In general, all noise models take quite many epochs to converge. This is likely since
we do not enforce full noise during training until very late, and before that the model is still unprepared
for receiving only noise. Furthermore, the zero out model converges faster and seems less sensitive to the
training noise level, which is aligned with the results from the naive model in 4.6.

Noise Type N/A pixel fade img fade img/pix fade s & p s & p s & p zero out
Image/Batch N/A image image batch image batch batch N/A
Noise Function N/A linear linear linear linear sine linear linear

Epoch 23 183 179 191 197 181 198 102
Loss 0.172 0.178 0.182 0.178 0.181 0.181 0.180 0.173
mIoU 0.580 0.556 0.548 0.553 0.546 0.542 0.552 0.585
Precision 0.723 0.722 0.731 0.717 0.717 0.716 0.714 0.737
Recall 0.723 0.689 0.677 0.697 0.686 0.683 0.691 0.720

Table 8: Validation set results for the noise models, compared to the RGB baseline. Results that outperform
the baseline score are marked in bold. S & p stands for salt n pepper and linear is short for the stepwise
linear function described in 3.8.6.

In table 9 below, we can see the result for the zero out model trained on the full dataset, compared to the
100% RGB baseline. The zero out model is outperformed by the baseline, even though the performances are
comparable.
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Noise Type N/A zero out
Noise Function N/A linear

Epoch 35 43
Loss 0.156 0.155
mIoU 0.639 0.631
Precision 0.784 0.771
Recall 0.762 0.759

Table 9: Test set results for the zero out model, compared to the RGB baseline. Results which outperform
the baseline scores are marked in bold.

4.7.2 Test Set Results

We now move on to the test set results for our best model, the zero out model, trained on 100% and 5% of the
data. We compare them to the corresponding RGB baselines, seen in columns one and three respectively. The
results are shown in table 10, where we see that none of the zero out models outperform their corresponding
RGB baseline.

Noise Type N/A zero out N/A zero out
Dataset Size 100 % 100 % 5 % 5 %

Loss 0.147 0.148 0.166 0.165
mIoU 0.579 0.577 0.543 0.543
Precision 0.712 0.712 0.679 0.689
Recall 0.735 0.733 0.697 0.686

Table 10: Test set results for the zero out models trained on 100% and 5% of the data respectively. Any
metric that outperforms the RGB baseline on the corresponding dataset size is marked in bold.

For more detailed information on how well the zero out model performs on the test set, we include a plot of
the class-wise IoU in figure 14. There are no notable differences in performance of the two models. Compared
to the RGB baseline, the zero out model performs better on half of the classes.
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Figure 14: IoU per class comparing the model with only RGB and the zero out model on 100 %.

Finally, we again show confusion matrix for the 100 % model, but only for 5 % of the test set, due to
computational limitations. The 13th row and column is denoted ”other” and represents the seven last classes
grouped together. The confusion matrix for the 100% zero out model can be seen in figure 15. The confusion
matrix does not differ from the RGB baseline confusion matrix (in figure 12) in any remarkable way.
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Figure 15: Confusion matrix for the zero out model trained on 100 % of the data.

4.8 Teacher Student Architectures

In this section, we will present results for the teacher student (TS) architectures described in section 3.9.
This is our second main category of LUPI experiments. We will present validation results for five rounds of
experiments. The first four rounds are run only on 5% of the dataset. Round one is to decide the input to
the teacher model, round two to decide the loss function between the teacher and the student, round three
to set hyperparameters, and round four to introduce the concept of representation layers. Finally, in round
five we train the most promising models on the full dataset. In the second round we will also present results
for models where the teacher and the student had access to the same information. Finally, we will present
the results for the most promising models on the test set.

49



4.8.1 Validation Set Results: Choosing Teacher

In table 11, below we see the results for the first round of tests for the teacher student architecture. In this
experiment we try different inputs to the teacher model, one with RGB, NIR and elevation, and one with
NIR and elevation only. Both models are trained with KL divergence as their teacher student loss, on 5%
of the dataset, with R = 1/100000, and no temperature TT or TS . We also compare these results to the
5% RGB baseline, seen in the first column. As we can see, both models clearly outperform the baseline in
all metrics except for loss. The two different inputs to the teacher give quite similar results, but due to the
lower loss of the model with a teacher trained on all channels, we will focus on that model. Throughout the
training, that model had a more stable validation behaviour, leading us to believe that it generalizes better
even though performing slightly worse in some metrics. Hence, going forward all teachers will have all five
channels as input.

Teacher Input N/A RGB, NIR, elevation NIR, elevation
TS Loss N/A KL KL

Epoch 23 184 121
Loss 0.172 0.175 0.185
mIoU 0.580 0.600 0.601
Precision 0.723 0.736 0.751
Recall 0.723 0.746 0.733

Table 11: Table of results for teacher student models trained with different inputs to the teacher. Also,
we present the baseline trained with only RGB for comparison, and mark the results in bold when the
models outperform the baseline. TS loss is short for the loss function between the teacher’s and the student’s
prediction.

4.8.2 Validation Set Results: Choosing Teacher Student Loss Function

Having chosen the input to our teacher model, we moved on to the second round of experiments for the
teacher student architecture. In table 12 below, we can see one model where both the teacher and the stu-
dent have RGB as input, and one model where the teacher and the student have RGB, NIR and elevation as
input. We choose to include these models where the teacher and the student have the same input, to separate
how much of the model improvements that come from the teacher student architecture itself, and how much
that comes from using LUPI. As we can see in the first four columns, the architecture itself improves the
baseline quite a lot. There can be many reasons for this, and these will be developed in the discussion. We
will considered these models as baselines for all teacher student model, and are called TS (teacher student)
baselines below. Table 12 also includes three LUPI models with a teacher that is trained on RGB, NIR,
elevation and the student trained on only RGB, but with three different types of losses. Column 1 and 2
show the results for the regular baselines, for comparison. Note that since the architecture itself improves
the baseline, we will mark the results in bold only if it beats the result of the teacher-student model, with
both the teacher and student trained on only RGB. All models are trained on 5% of the dataset. Again,
no temperature is used and the reweighting factors R are set to match the scale of the teacher student loss
function and the ”regular” Dice loss function.

Compared to the RGB TS baseline, the LUPI teacher student models are even better. It also seems like the
KL loss is the best, why that is the one which will be used going forward. Another observation is that the
losses are in general higher for the teacher student setups, even though the results are improved. Possible
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reasons for this will be discussed later.

Baseline TS Baselines LUPI

Teacher Input N/A N/A RGB RGB, priv RGB, priv RGB, priv RGB, priv
Student Input N/A N/A RGB RGB, priv RGB RGB RGB
TS Loss N/A N/A KL KL KL MSE CE
R N/A N/A 1/100000 1/100000 1/100000 5 1

Epoch 23 59 295 90 184 160 91
Loss 0.172 0.167 0.172 0.166 0.175 0.172 0.169
mIoU 0.580 0.597 0.599 0.639 0.600 0.600 0.597
Precision 0.723 0.741 0.740 0.780 0.736 0.748 0.735
Recall 0.723 0.734 0.738 0.766 0.746 0.739 0.746

Table 12: Validation results for teacher student models trained with different losses between the teacher
student prediction. We also present TS baselines and the two regular baselines, for comparison. The best
metric out of the three LUPI models is marked in bold.

4.8.3 Validation Set Results: Setting the Temperature

In table 13 below we can see the results for the third round of teacher student experiments, where we bring in
the temperatures TT and TS . All models have KL loss between the teacher and student prediction, and the
reweighting parameter R is again set to match the scales between the two loss components. For comparison,
we also show the previously best LUPI teacher student model. All models are trained on 5% of the dataset,
using a teacher with all channels as input, and RGB as the input to the student. This means that all models
in the table below are LUPI models.

As we can see, temperature seems to be useful, as suggested by literature. Exactly how much, and if both
the student’s and the teacher’s predictions should be smoothed, is a more complicated question. However,
the model with the temperature pair (2, 7), shown in the last column, performs best, why those temperatures
primarily will be used forward. Furthermore, we can see that the model where only the teacher’s prediction
is smoothed has a relatively high validation loss (recall, the validation loss is the usual Dice loss, hence all
losses shown here are directly comparable), but still quite good results. As a side note, we also attempted
different temperature for the TS baselines, but they were far less sensitive to temperature changes so the
results are omitted in this table.

R 1/100000 1/50000 1/70000 1/65000
TS,TT (1,1) (5,5) (1,5) (2,7)

Epoch 184 205 265 232
Loss 0.175 0.167 0.207 0.181
mIoU 0.600 0.617 0.611 0.623
Precision 0.748 0.760 0.762 0.760
Recall 0.739 0.752 0.738 0.752

Table 13: Validation results for teacher student models with various values for the teacher’s temperature TT

and student’s temperature TS . The first column shows the previously best LUPI model without temperature
(TS = TT = 1), for comparison. The best performance in each metric is marked in bold.
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4.8.4 Validation Set Results: Adding a Representation Layer

As a last step, we added a representation layer to the teacher student setup for 5 % of the data. Table 14
shows the results from trying different loss functions when adding this layer. All three teachers are trained
with RGB, NIR, and elevation as input, and the reweighting R2 is used to keep the new loss component on the
same scale as the TS loss and regular loss. For the other parameters, we set R = 1/65000, (TS , TT ) = (2, 7)
for all below models. As can be seen in the table, none of the different loss functions for a representation
layer rendered a mIoU larger than that of the previously best LUPI model in table 13 (0.623). The MSE loss
came closest with a mIoU of 0.607 for the 12 first classes. Since the representation layer did not improve the
results, we chose to not look into it any further.

Rep. loss KL MSE CE
R2 0.003 5000 1

Epoch 158 256 205
Loss 0.184 0.184 0.183
mIoU 0.597 0.599 0.607
Precision 0.757 0.753 0.759
Recall 0.728 0.733 0.733

Table 14: Results for teacher student models with different loss functions for the representation layers. None
of the metrics are better compared to the best model without a representation layer.

4.8.5 Validation Set Results: 100 %

Finally, we used the best model trained on 5 %, but used it to train on on the full dataset. In table 15, we
can see these results. Notably, the results from the 5% experiments hold well to the 100% experiments, as
the LUPI model outperforms the RGB TS baseline.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (2,7) (2,7) (2,7)
R 1/65000 1/65000 1/65000

Epoch 102 138 193
Loss 0.154 0.146 0.151
mIoU 0.651 0.663 0.656
Precision 0.791 0.791 0.790
Recall 0.773 0.793 0.781

Table 15: Results for teacher student models trained on 100% of the data. The LUPI model is shown in the
last column and wherever it beats the RGB TS baseline, the metrics are marked in bold.

4.8.6 Test Set Results

As a final step of the teacher student architecture, we present the test set results for our best LUPI model.
This is the model with KL divergence as TS loss, the temperatures (2, 7), and no representation layer, trained
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on 5% and 100% of the data. We also present the test results of the corresponding TS baselines. The results
for the model trained on 5% of the data can be seen in table 16, while the results for the model trained on
100% of the data can be seen in 17. As we can see, the results from the validation set holds to the test set,
and gets even stronger for the 100% LUPI model, which is almost as good as the privileged TS baseline.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB

Loss 0.166 0.160 0.174
mIoU 0.545 0.558 0.554
Precision 0.687 0.687 0.685
Recall 0.707 0.725 0.718

Table 16: Test set results for TS baselines and the best LUPI teacher student model trained using 5 % of
the dataset. Where the LUPI model beats the RGB TS baseline, the score is marked in bold.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB

Loss 0.148 0.140 0.143
mIoU 0.588 0.607 0.606
Precision 0.717 0.728 0.736
Recall 0.744 0.764 0.753

Table 17: Test set results for TS baselines and the best LUPI teacher student model trained using 100 % of
the dataset. Where the LUPI model beats the RGB TS baseline, the score is marked in bold.

For the 100 % models, we also plot the IoU per class as a diagram in figure 16. This is done for the LUPI
model and the two TS baselines for comparison. We can see that the LUPI model actually outperforms both
the TS baselines on class 7, 11, and 12. Furthermore, the LUPI model outperforms the RGB TS baseline in
all classes apart from 2, which is the only class where the RGB baseline is the best.
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Figure 16: IoU per class for the best teacher student model together with the relevant baselines.

Finally, we again show confusion matrices for the 100 % models, but only for 5 % of the test set, due to
computational limitations. The 13th row and column is denoted ”other” and represents the seven last classes
grouped together. The confusion matrix for the RGB TS baseline can be seen in figure 17, for the privileged
TS baseline in figure 18, and finally for the LUPI model in figure 19. There are no notable differences in the
confusion matrices between the three models.
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Figure 17: Confusion matrix for the RGB TS baseline, trained on 100 % of the data.
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Figure 18: Confusion matrix for the privileged TS baseline, trained on 100 % of the data.
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Figure 19: Confusion matrix for the LUPI teacher student model trained on 100 % of the data.

4.9 Predicting and Generating Privileged Information

The third and last category of LUPI architectures aimed to predict or generate the privileged information.
As in the previous section, our experiments were conducted in a few rounds. The first round determined
which of the different architectures to use and the second round determined which loss function to use for the
prediction/generation of the privileged information. During the third round, we set some hyperparameters,
and the fourth round consisted of training the most interesting models on 100% of the data.

4.9.1 Validation Set Results: Choosing Architecture

In table 18 below we present the results for the predicting/generating architectures. This experiment was
run to determine which of the three architecture to focus on. All trainings are run on 5% of the data and
with MSE loss between ŷpriv and ypriv. The results are compared with the RGB baseline (not the RGB TS
baseline). The results show that at least the multi decoder and generating privileged information in two steps

57



outperform the baseline, where the multi decoder performs the best. Therefore, we will continue this set of
experiments focusing on the multi decoder architecture.

Architecture RGB Baseline Multi Decoder Gen. in Two Steps Gen. in One Step

Epoch 23 188 217 205
Loss 0.172 0.168 0.174 0.174
mIoU 0.580 0.605 0.586 0.585
Precision 0.723 0.759 0.738 0.739
Recall 0.723 0.733 0.726 0.714

Table 18: Validation set results for the predicting/generating architectures, all with MSE loss. The results
which outperform the RGB baseline model (first column) are marked in bold.

4.9.2 Validation Set Results: Choosing Loss Function

After evaluating the different architectures, it was necessary to also settle for a loss function between the
predicted privileged information ŷpriv and the true privileged information ypriv. In the above table, all models
were trained using MSE loss, but in table 19 we also evaluate training the model using L1 loss and KL loss.
All results are for 5% of the dataset, using the multi decoder. To clarify, the loss between the land cover
classification ŷ and the ground truth y is, as usual, the Dice loss. As seen in table 19 , it turns out that the
MSE loss generates the best results.

Loss Function MSE L1 KL

Epoch 188 256 234
Loss 0.168 0.171 0.172
mIoU 0.605 0.589 0.563
Precision 0.759 0.732 0.730
Recall 0.733 0.729 0.696

Table 19: Validation set results for the multi decoder architecture using three different loss functions to
compare ŷpriv and ypriv. The best results are marked in bold.

4.9.3 Validation Set Results: 100 %

Having found the multi decoder model using MSE loss to be our best model, we trained it on 100% of the
data. The validation set results, compared to the RGB baseline trained on 100% are presented in table 20
below. As we can see, the results do not hold when we utilise the full dataset.
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Architecture RGB Baseline Mutli Decoder
Loss Function N/A MSE

Loss 0.156 0.154
mIoU 0.639 0.633
Precision 0.784 0.777
Recall 0.762 0.756

Table 20: Validation set results for the the multi decoder model, compared to the RGB baseline model, both
trained on 100 %. The loss function refers to one that compares ŷpriv and ypriv. Results which outperform
the baseline score are marked in bold.

4.9.4 Test Set Results

Even though the results did not hold for the 100 % multi decoder architecture, we chose to still evaluate it on
the test set. In table 21, we present the test set results for both the 5% and the 100% model. Unfortunately,
neither multi decoder model beats the RGB baseline, in terms of mIoU.

Architecture RGB Baseline Multi Decoder RGB baseline Multi Decoder
Loss Function N/A MSE N/A MSE
Dataset Size 100 % 100 % 5 % 5 %

Loss 0.147 0.147 0.166 0.167
mIoU 0.579 0.574 0.543 0.532
Precision 0.712 0.713 0.679 0.680
Recall 0.735 0.725 0.697 0.685

Table 21: Test set results for the multi decoder models trained on 5% and 100% of the data respectively.
The loss function refers to one that compares ŷpriv and ypriv. Wherever the models beat the baselines the
results are marked in bold.

For the 100 % multi decoder model, table 20 shows the class-wise IoU compared to the RGB baseline. The
multi decoder model outperforms the baseline on some of the classes, but on others. the baseline is the better
one. In general, the differences are however quite small for all classes.
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Figure 20: IoU per class on the test set for the multi decoder model trained on 100 %.

Finally, we again show confusion matrix for the 100 % model, but only for 5 % of the test set, due to
computational limitations. The 13th row and column is denoted ”other” and represents the last seven, tiny,
classes grouped together. The confusion matrix can be seen in figure 21.
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Figure 21: Confusion matrix for multi decoder model trained on 100 % of the data.

4.10 Focusing on NIR Classes

Judging from the results so far, there are no massive improvements for any classes when using LUPI. Rather,
there is a small increase in performance for most classes. However, there are a few classes, primarily within
vegetation classes, which are improved slightly more by the privileged information. This conclusion is based
on initial studies of the models trained with RGB+NIR compared to RGB. NIR is known to be useful for
detecting plants, which might explain this. If we only look at the performance for these five classes, 6
(coniferous), 7 (deciduous), 8 (brushwood), 9 (vineyard) and 12 (plowed land), we get a greater improvement
from using LUPI. The test set result for these classes can be seen in table 22 for the 5 % models, and 23 for
the 100 % models. The networks used are the U-Net TS baselines, and the U-Net LUPI TS model. Note
that these results do not come from new trainings, but simply from calculating the metrics for only the five
classes for the already existing models. As we can see, there is now a greater gap between the RGB TS
baseline and the LUPI model, especially for the 100 % model where the LUPI model even outperforms the
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privileged TS baseline for most metrics.

Model RGB TS Baseline Priv TS Baseline LUPI TS

mIoU 0.469 0.506 0.487
Precision 0.601 0.616 0.597
Recall 0.666 0.716 0.693

Table 22: Results for the five classes where the privileged information is the most helpful, for the 5 % U-Net
teacher student model. Results are marked in bold where the LUPI model beats the RGB TS baseline.

Model RGB TS Baseline Priv TS Baseline LUPI TS

mIoU 0.514 0.537 0.539
Precision 0.632 0.637 0.656
Recall 0.707 0.744 0.723

Table 23: Results for the five classes where the privileged information is the most helpful, for the 100 % U-Net
teacher student model. Results are marked in bold where the LUPI model beats the RGB TS baseline.

4.11 Ensemble Model

The results seen in the teacher student architectures indicate that there is an ensemble effect. Also, as any
reader who made it all the way here has surely noticed that we have trained many different models. At this
point it then seemed to make sense to pick some of these models and let them all conduct the land cover
classification and then take a mean of their prediction. Furthermore, some of the very overly confident models
got their predictions smoothed a bit. It should also be noted that this set of experiments is not primarily
ran to show the strength of LUPI or privileged information. That is to say, we have in the scope of this
thesis not trained as many or diverse RGB models as we have trained LUPI models or privileged models. So,
in some sense this is a slightly unfair competition for the RGB models as we have not trained some models
which very well could be trained as RGB models. One example of this are the metadata and sentinel models.
However, it is clearly so that the set of privileged models contains all LUPI and RGB models, while the set
of LUPI models contains also RGB models. So it it not unjust that there are more privileged models than
LUPI models, and more LUPI models than RGB models. To summarize, this is mostly an experiment to
see how strong results we can achieve based on the models we already have trained. The specifics of which
models were included can be seen in the appendix, in Section A.4.

In table 24 we present the test set results for the 5 % ensemble models, next to our previously best 5
% model, the privileged student trained with a privileged teacher. As seen in the table, all ensemble models
outperforms the former best model. The privileged ensemble model outperforms the LUPI ensemble model,
which in turn outperforms the RGB ensemble model. Furthermore, the privileged ensemble model outper-
forms the previously best mIoU results by almost 4 p.u., and hence performs almost as well as the best 100
% model.
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Type RGB Ensemble LUPI Ensemble Priv Ensemble Priv TS Baseline

Loss 0.311 0.312 0.312 0.160
mIoU 0.567 0.584 0.597 0.558
Precision 0.702 0.717 0.724 0.687
Recall 0.719 0.733 0.749 0.725

Table 24: Test set results for the three 5 % ensemble models, next to the previously best 5 % model. Where
the ensemble models beats the former best results, seen in column five, the values are marked in bold.

In table 25 we present the test set results for the 100 % ensemble models, next to our previously best 100
% model, the privileged student trained with a privileged teacher. As seen in the table, the LUPI and priv
ensemble both outperforms the previously best model. The results for the privileged model are improved by
2 p.u., which would give us an honorable 8th place in the competition released in parallel with the release of
the dataset, 1.5 p.u. behind the winner.

Type RGB Ensemble LUPI Ensemble Priv Ensemble Priv TS Baseline

Loss 0.310 0.310 0.310 0.140
mIoU 0.591 0.613 0.627 0.607
Precision 0.720 0.736 0.747 0.728
Recall 0.745 0.763 0.773 0.764

Table 25: Test set results for the three 100 % ensemble models, next to the previously best 100 % model.
Where the ensemble models beats the former best results, seen in column five, the values are marked in bold.

4.12 Summary of Results

The results produced so far have been extensive, but far from all have been promising. For clarity, we will here
provide a short summary of the results, and show the most notable results on the test set. In short, neither
the noise architectures or the predicting/generating architectures performed well enough to actually beat the
baseline properly. Therefore, the only interesting results come from the teacher student architectures, and
those are the only results that will be shown here. These are fascinating for two reasons, firstly because there
is an ensemble effect. That is to say, even the baselines are significantly improved by getting trained by a
teacher with the same knowledge as itself. Secondly, and most importantly, the teacher student architectures
provide meaningful knowledge transfer, as the LUPI model outperforms the baseline. In the following two
sections we will provide these results for the 5 % models and the 100 % models respectively.

4.12.1 Test Set Results: 5 %

The best results from our models trained on 5 % of the data, was as mentioned, a teacher student model.
Within the LUPI model, the teacher had RGB, NIR and elevation as input, but the student only had RGB.
As loss function between the teacher and student predictions, KL divergence was used. We also used two
temperature constants, TS = 2 for the student, and TT = 7 for the teacher. This is presented in table 26
together with the teacher student baselines. The RGB TS baseline is a student with RGB input trained by
a teacher with RGB input, and the privileged TS baseline is a privileged student, trained by a privileged
teacher. The privileged TS baseline can be considered as an upper bound for the LUPI model. Finally, the
last column shows the test results on the normal RGB model, which was the initial baseline, to illustrate
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the ensemble effect of the teacher student architecture. As we can see from the table below, the mIoU of
the LUPI model is almost as good as that of the privileged TS baseline, and clearly outperforms the RGB
TS baseline. This suggests that the teacher student architecture has successfully made use of the privileged
information.

Baseline TS Baselines LUPI

Teacher Input N/A RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input N/A RGB RGB, NIR, elevation RGB

Loss 0.166 0.166 0.160 0.174
mIoU 0.543 0.545 0.558 0.554
Precision 0.679 0.687 0.687 0.685
Recall 0.697 0.707 0.725 0.718

Table 26: The best teacher student model on 5 %. For comparison, the TS baselines and the RGB model is
included. Where the LUPI model beats the baseline RGB TS baseline, the score is marked in bold.

4.12.2 Test Set Results: 100 %

The model that performed best on 100 % of the data was also a teacher student model. Table 27 shows the
results for this model evaluated on the test set. Just like for 5 %, we include the TS baselines. As above,
we also include the RGB baseline, the one without a teacher, to more clearly see the ensemble model effect.
Similarly to the 5 % models, the LUPI model clearly outperforms the RGB TS baseline, and almost hits the
scores of the privileged TS baseline, which is to be considered an upper bound. Notably, the difference is
even greater between the 100 % models than the 5 % models.

Baseline TS Baselines LUPI

Teacher Input N/A RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input N/A RGB RGB, NIR, elevation RGB

Loss 0.147 0.148 0.140 0.143
mIoU 0.579 0.588 0.607 0.606
Precision 0.712 0.717 0.728 0.736
Recall 0.735 0.744 0.764 0.753

Table 27: The best teacher student model on 100 %. For comparison, the TS baselines and the RGB model
is included. Where the LUPI model beats the baseline RGB TS baseline, the score is marked in bold.

Our best LUPI model reaches a mIoU of 0.606, compared to the teacher student baseline with a mIoU of
0.588. Even though this difference might be too small for a human eye to notice when comparing predictions,
we want to show two example images where the LUPI model outperforms the baseline. Figure 22 shows a
clear example of this. The LUPI model correctly labels the majority of the pixels as deciduous (light green),
whereas the RGB model fails to do so.
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Figure 22: Example image of input, label and prediction using both the baseline model and the best LUPI
model.

In figure 23 below, we can see a second example, in which the LUPI model correctly predicts the upper right
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part of the image to be herbaceous vegetation, while the RGB model predicts it to be agricultural land.

Figure 23: Example image of input, label and prediction using both the baseline model and the best LUPI
model.
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5 Discussion

In this section, we evaluate whether our objectives have been achieved, analyze the results, and consider
future research directions. We will start by presenting general findings and then delve into architecture-
specific discussions, focusing on the most exciting architecture; the teacher student models.

5.1 The Objectives

First of all, we succeeded to complete all our main objectives. We started by concluding that there was
relevant information available in the privileged channels, as networks with access to NIR and elevation out-
performed those trained and evaluated without. By doing that, we achieved the sub target of studying if
privileged information was actually helpful, which it was deemed to be. However, the gap between the models
with and without privileged information was not too big, which we will get back to shortly. Onwards, we
studied noise architectures, teacher student architectures and predicting/generating privileged information
architectures in the context of privileged learning for land cover classification. This was out main goal, dur-
ing which we were even able to successfully identify a setup of the teacher student architecture which could
transfer privileged information.

Our third objective regarded whether NIR or elevation was the most useful type of privileged information.
From our studies, it was clear that NIR was more useful than elevation, even though we ended up concluding
that both might still contain relevant features. However, as mentioned, the elevation data available in FLAIR
2 was constructed from the NIR and RGB information, why it is no surprise that the elevation information
was less useful on its own. In a different dataset, with ”real” elevation data, this conclusion might not hold.
It should also be noted that which type of privileged information is useful, probably is heavily dependent on
which classes are used in the land cover classification. That is to say, if all classes are ”flat”, e.g. different
types of soil, elevation maps will be of no use. On the other hand, if ”mountain” is a class elevation maps will
likely be of more value. Likewise, NIR is known to be useful for vegetation classes, which also is suggested
by our results in section 4.3.

Our last objective was to understand the potential in the available metadata and satellite imaging. The
conclusion from those experiments was that the metadata could be useful on the overall performance, espe-
cially for 5% of the data. Also, we noticed that the metadata (which included date stamps) improved the
IoU on the two classes that have a strong temporal dependency, namely agricultural and plowed land. In
the end, the metadata was omitted because of simplicity reasons and the extent to which it improved per-
formance. Another thing that is worth mentioning is that metadata and satellite images are often available
during training and testing. In the case of land cover classification on aerial images, it would be a stretch to
consider satellite images, with a lower resolution, privileged information. Even if the results had been better,
it would arguably have been a bit out of scope for the main objective, which is about privileged information.
The same is true for metadata such as latitude, longitude, time stamps and data stamps.

To summarize, we were able to successfully complete all our main objectives. In the following sections we
will discuss the models’s performances, analyze interesting results and behaviours and reason about future
studies and fields of improvements.

5.2 Noise Architectures

In short, the noise architectures did not yield particularly compelling results. The only exception was the
zero out model, as it demonstrated a near-successful application in our experiments. Nonetheless, it was not
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of primary interest, as we can see when comparing to the teacher student results and predicting/generating
models. One thing that the noise models proved to be effective at was preventing overfitting. This outcome is
not unexpected, as the application of noise can be likened to extreme data augmentation, while zero out may
be viewed as a form of intense regularization similar to dropout techniques. Thus, there could be potential for
further exploration within this topic. However, due to limited time and the disappointing results observed,
we decided to focus on other studies. It should also be noted that one upside of these types of architectures
is that it is easily implemented and does not require much to translate between different types of neural
networks.

5.3 Teacher Student Architectures

The teacher student architectures gave many promising and interesting results. First of all, the architecture
was successfully able to transfer privileged information from the teacher to the unprivileged student. Two
other main observations are that

1. The student can learn a lot from the teacher even though the teacher and the student actually have
access to the exact same input.

2. Some of the student’s losses remained high, while still generating very good results.

If we start by thinking about the first statement: how come the model improves so much from getting pointers
from a teacher with access to no more information than the student itself? This is not an easy question to
answer, but there are a few possible reasons. As briefly mentioned, the teacher student setup resembles an
ensemble model, as we get input from two different sources. In an ensemble model, two models with roughly
the same score on some test can perform better together, because they are good at different things. Very
much like humans, models become better when they collaborate. Also, this nudge from a peer or teacher,
might decrease the risk of getting stuck in some local minima, and work like some sort of regularization.
This also promoted the idea of looking into normal ensemble models. Furthermore, a known problem with
many loss functions based on ”hard” binary labels, i.e. comparing probabilities to either 0s (if the prediction
was incorrect) or 1s (if the prediction was correct), suffer from the fact that the loss will decrease when
the model increases its confidence, without improving its accuracy. Obviously, we are not that interested
in rewarding our model for being confident, but instead for increased accuracy. How does this then relate
to the teacher student experiments? When we introduce the loss between the teacher’s prediction and the
student’s prediction, we introduce a part of the loss which gets less rewarded for being overly confident, as
it is compared to the teacher’s predictions, which will not be as ”hard” as the ground truth, especially if we
use a temperature TT . As it happens, this might also answer why the teacher student models sometimes had
a higher loss, while still rendering better results than the RGB baseline. That is to say, the loss might be
high because the teacher student models were not as confident. To read more about the confidence of our
models, see section A.2 in the appendix.

These observations give clues on how we can further improve both our baselines and LUPI models. One
could, for example, alter the loss function to not reward overconfidence. It could also be interesting to look
at a student with multiple teachers, even with the same input but different initiation, but also teachers
trained on different information. Unfortunately, we will not have time to look at multiple teachers within
the scope of this thesis.

Regarding the more technical details of the teacher student architecture it should be noted that this setup
is very easy to implement for all different types of networks. The only tricky part is the loss function, but
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it can be built for any type of neural net. This also implies that the teacher and student do not even need
to be of the same network type. It even implies that it is easily translated into other tasks than semantic
segmentation, as all that is needed is to update the type of loss used between the teacher prediction and
student prediction. One negative aspect of the teacher student architecture is that it requires the training
a teacher first. To clarify, the number of necessary trainings needed to get a LUPI model, an RGB baseline
and a privileged baseline, increases from three to five. This is a disadvantage as computational resources are
in general scarce.

5.4 Predicting and Generating Privileged Information

The last type of architecture we studied was predicting and generating privileged information models. In
short, these initially showed some promise, but the results did not hold, neither to test nor the full dataset.
During these runs, we saved samples of the predicted/generated privileged information. Throughout, it was
clear that the predicted/generated information was always blurry, without sharp edges, in comparison with
the real privileged data. An example of this can be seen below in figure 24, where the prediction of a NIR
image is shown together with the true image. The prediction captures all main traits of the true image,
but have the said unsharp edged. We did not succeed in resolving this, even when trying losses that would
penalize blurry edges more. Furthermore, as the results remained poor, it seemed like the architecture was
of no use. Again, if the available privileged information had been more useful, this architecture would might
have proved more helpful, as the reconstruction of the privileged information worked fairly well. Also, we
hoped that our models would reproduce privileged information that was even better than the real one, but
the results from these experiments did not show such promise. As always, however, it is not impossible
that it could have been done with more thorough investigation. It should also be noted that all predicting
and generating architectures are custom made for U-Net, and while the generating architectures are slightly
easier to generalize than the predicting architecture, there is still no clear way of exactly how to transfer these
setups to other network types. This is a disadvantage, as U-Net is mostly suitable for semantic segmentation
and since the reconstruction of the networks is more complicated than changing the loss function.
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(a) Prediction of a NIR image. (b) Corresponding true NIR image.

Figure 24: Example of predicted privileged information compared to true privileged information.

5.5 General Observations

We were successfully able to transfer the privileged information available during training to improve per-
formance during inference, primarily through the teacher student architecture. It should also be noted
that our results are comparable with the performance of the state of the art models for this dataset, and
clearly outperforms the baselines presented with the release of the FLAIR dataset [6]. Our thesis was not
primarily about obtaining the best results on this dataset, but the fact that the achieved results are in the
ballpark of the best, makes it more likely that our proposed methods actually hold for real world applications.

In terms of dataset size, we have seen that privileged information (both directly and in LUPI) seems equally
useful when the network has access to 5% and 100% of the data, especially when focusing on the test set
results. This is surprising, since when data is limited the marginal effect of more data should be greater than
in the extreme case of having unlimited training data. Furthermore, it should also be noted that we have
mostly optimized for 5% of the dataset. All models were first trained and fine-tuned on 5%, and then the
most promising architectures and configurations were attempted on 100%. On the other hand, the results
have generalized fairly well, and training on 100% takes such a long time that we due to time consumption
would not have been able to fine-tune much if we had done it on the full dataset. Hence, it is not too unlikely
that we achieved better results on the 100% models with this strategy than we would have by always training
on 100% since we were able to attempt way more different things. Clearly, it is in itself a fascinating topic to
understand if results on subsets of the data generalize well to the entire dataset as computational resources
are commonly a limiting factor. We will not have time to study this further, but it is an interesting road for
future research. It should also be noted that the results for the 5 % models compared to the results of the
100 % models differ in only a few percentage units. This is fascinating, as additional data is generally highly
beneficial for a model. Unfortunately, we do not have time to consider this more closely.
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As seen throughout almost all experiments, the privileged channels in this dataset consistently help the
model when available. While this improvement is significant and important, it is not enormous. To clarify,
this is referring to gap between the baselines that have privileged information as input also during evaluation.
Due to this, it is difficult to train a LUPI model which outperforms the non-privileged baseline since the
gap is quite small. Imagining a situation where one has more relevant privileged information than we do
now, it is not unreasonable to assume that all our proposed methods, and the teacher student architecture
in particular, would be even more versatile.

Another thing which should be noted is that our dataset has a highly varying class frequency between
the training, validation and test set. A common assumption for machine learning is that the training, val-
idation and test set are drawn from the same distribution, which is clearly not the case in FLAIR 2. This
is not something we have focused too much on, apart from using Dice loss which weights all classes equally
regardless of their occurrence. Once again, we considered it to lie outside the scope of this thesis, even though
it could be relevant future research. Also, this dataset is somewhat special since it contains seven tiny classes,
which at the time of the release and the corresponding competition were considered irrelevant. This fact has
not been a priority and apart for some experiments regarding how these affect the loss, the performance of
these seven classes have mostly been ignored, while they still have affected the loss during training. Surely,
there is a better way of handling these classes, especially since we do not care about the classification of them.
However, since initial experiments of grouping them together and ignoring them in the loss did not improve
any performance, this topic has not been prioritized. How to handle small classes, and/or the occurrence of
irrelevant pixels could also be a relevant topic for future study.

Finally, while training with Dice loss, we also logged the CE loss during validation. For most types of
networks the CE loss actually increased, while the mIoU still increased. This fact is further discussed in
Section A.3 in the appendix. We also noted that most of our models were very overconfident, meaning our
models, in general, assigned a way higher probability to the class it guessed a pixel to be, than the probability
it had of being right (the accuracy). This is was partly discussed in the above section and more in depth in
Section A.2 on overconfidence, in the appendix.

5.6 Label Noise

When looking for illustrative examples of model outputs to include in our report, we realized that some of
the labelling appeared inconsistent. Figure 25a shows an example of an input image with labels. Notice the
four trees in the bottom left corner, and how two of them are labelled as deciduous (light green), and how the
two other trees are labelled as herbaceous vegetation (green), the same class as the surrounding area. This
labelling seems inconsistent. It is hard to understand what could possibly distinguish the two trees from the
others. Notice also the two tress in the top right corner of the image. These two tree trees are labelled as
coniferous (dark green), unlike the other four trees in the image. To the naked eye, these to trees do not look
like they are coniferous, even though they might be, but it is once again hard to understand what motivated
this labelling. Figure 25b shows another example of where, what seems like hedges, have been partly labelled
as brushwood (orange), partly labelled as deciduous (turquoise), and partly labelled as herbaceous vegetation
(green). The relevant area is marked in the image with a red rectangle. Once again, it is hard to say what
the correct label is, but it should likely be one, and not three classes.
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(a) Example one of inconsistent labeling.

(b) Example two of inconsistent labelling. The relevant area is marked with a red box.

Figure 25: Two examples of an input image with corresponding labels.
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We have found other examples where a part of an object has been labelled as one class, and another part as a
second class. All these inconsistencies likely lead to problems for the training of our model. If the labelling is
not consistent, it is very probable that the model will struggle to correctly classify classes where this occurs.
Labelling is a hard task, so it is natural that some errors occur in the dataset. To mitigate the negative
implications, one could maybe bundle similar classes together to avoid the problem of having to distinguish
between coniferous and deciduous trees, as an example. Without a specific task at hand, it is hard to say
what the best solution would be. We can, nevertheless, conclude that the label noise probably makes our
model worse.
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6 Generalisation of Results

We have concluded that the teacher student architecture is an efficient way of incorporating privileged
information into our model. One thing to consider, however, is that we have only shown this using a U-Net
with EfficientNet-B4 as encoder. In order to conclude that these results hold in general, we want to try
other networks too. Therefore, we will in this section reproduce the experiments on some architectures which
are quite different from U-Net. The first one is FCN-8s, which is not an encoder-decoder net, but a CNN
adapted for semantic segmentation. The second architecture is called UNetFormer, which is an encoder-
decoder architecture but with a transformer-like decoder instead of a CNN decoder. We also evaluated the
teacher student setup using ResNet50, which is a regular CNN. We have not performed any fine-tuning
for the new nets. Furthermore, we have discussed that the usefulness of the currently available privileged
information seems limited. Therefore, we also want to evaluate the teacher student setup in a scenario with
stronger privileged information.

6.1 FCN-8s

In this section we study the teacher student model with the FCN-8s network, on both 5% and 100% of the
data. Table 28 below present the test set results for these attempts when training on 5 % of the dataset.
In terms of loss function, FCN-8s was trained with CE instead of Dice, which in turn caused an update of
the reweighting R to 100%. As mentioned before, the temperatures did not matter much for the non-LUPI
models why all such temperatures have been set to 1. Apart from that, no updates have been made to suit
the new network architecture. As we can see in table 28 , the privileged TS baseline performs better than the
LUPI model, which in turn outperforms the RGB TS baseline in terms of mIoU. Thus, the teacher student
architecture seems to work for FCN8-s when using 5 % of the data.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (1,1) (1,1) (2,7)
R 1/100000 1/100000 1/65000

Loss 0.203 0.186 0.221
mIoU 0.405 0.452 0.417
Precision 0.578 0.595 0.595
Recall 0.572 0.630 0.575

Table 28: Test set results for FCN-8s trained on 5 % of data. The LUPI model, seen in the last column, is
marked in bold where it beats the RGB baseline.

The same experiments were done for 100 % of the dataset. These results are presented in table 29. We can
see that the LUPI model did not outperform the RGB TS baseine.
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TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (1,1) (1,1) (2,7)
R 1/30000 1/30000 1/20000

Loss 0.194 0.183 0.239
mIoU 0.507 0.521 0.488
Precision 0.650 0.683 0.661
Recall 0.681 0.673 0.641

Table 29: Table over test results for FCN-8s trained on 100 % of data. The LUPI model, seen in the last
column, is marked in bold where it beats the RGB baseline, shown in the first column.

Summarizing, we are able to improve results with the teacher student setup when training on 5 %, but not
on 100 % of the data. It should also be noted that the general performance of this network is worse than
that of U-Net. This seems reasonable as the FCN8-s net is not a state-of-the-art model. However, it is not
unlikely that the general results could have been improved by fine-tuning. It is also possible that there exists
some set of hyperparameters for the LUPI model that would outperform the RGB model on 100 % of the
data.

6.2 UNetFormer

Another neural network that we evaluated was the UNetFormer architecture. In table 30, we present the
test results for the models trained on 5 % of the dataset. UNetFormer was trained with CE instead of Dice,
why R is adjusted to match the scale, and a small weight decay of 0.0001 is added to increase stability.
Furthermore, it has a U-Net teacher instead of a UNetFormer teacher. The main reason for this is that we
faced instabilities when training a UnetFormer with all five channels as input. Having a different teacher
is also efficient as we then do not have to train another teacher network. Finally, it is also interesting to
understand if any teacher helps, or if it is better with the same type of network as the student. Apart from
that, no updates have been made to suit the new network architecture. In the table below, we see that the
LUPI model outperforms the RGB TS baseline when training on 5 % of the dataset.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (1,1) (1,1) (2,7)
R 1/30000 1/30000 1/15000

Loss 0.191 0.180 0.195
mIoU 0.478 0.506 0.490
Precision 0.632 0.641 0.636
Recall 0.635 0.686 0.659

Table 30: Test set results for UNetFormer trained on 5 % of data. The LUPI model is marked in bold where
it beats the RGB TS baseline, shown in the first column.

We continued with the models trained on 100 % of the data. These results are shown in table 31. Again, we

75



see that the LUPI model outperforms the RGB TS baseline.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (1,1) (1,1) (2,7)
R 1/30000 1/30000 1/15000

Loss 0.169 0.159 0.157
mIoU 0.555 0.575 0.568
Precision 0.695 0.709 0.700
Recall 0.712 0.726 0.729

Table 31: Test set results for UNetFormer trained on 100 % of the data. The LUPI model is marked in bold
where it beats the RGB baseline, shown in the first column.

In general, we note that the metrics are not as good as when using U-Net as neural network. More importantly
however, the results seem to generalize well to using UNetFormer in terms of transferring the privileged
information to the student. We see that the student can learn when the teacher is of a different network
type.

6.3 ResNet50

The final network we used to asses our methods was ResNet50, the same that was used in the early experi-
ments. ResNet50 was trained using CE loss, which motivated an update of R. Apart from that, no changes
were made compared to the U-Net runs. In table 32 we can see the 5 % results, where the LUPI model
clearly outperforms the RGB TS baseline.

TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (1,1) (1,1) (2,7)
R 1/30000 1/30000 1/20000

Loss 0.177 0.166 0.202
mIoU 0.496 0.531 0.515
Precision 0.657 0.667 0.661
Recall 0.646 0.671 0.695

Table 32: Test set results for ResNet50 trained on 5 % of data. The LUPI model is marked in bold where it
beats the RGB baseline, shown in the first column.

In table 33, we see the results for the model trained on 100 % of the data. Note that the privileged TS
baseline actually has a lower mIoU than the RGB TS baseline, unlike the case for 5 %. This result shows
that ResNet50 cannot make use of the privileged information at all in our teacher student architecture when
using the entire dataset.
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TS Baselines LUPI

Teacher Input RGB RGB, NIR, elevation RGB, NIR, elevation
Student Input RGB RGB, NIR, elevation RGB
TS,TT (1,1) (1,1) (2,7)
R 1/30000 1/30000 1/20000

Loss 0.174 0.164 0.207
mIoU 0.592 0.588 0.584
Precision 0.722 0.709 0.723
Recall 0.740 0.747 0.726

Table 33: Test set results for ResNet50 trained on 100 % of data. The LUPI model is marked in bold where
it beats the RGB baseline, shown in the first column.

6.4 Extreme Privileged Information

As mentioned, we also wanted to attempt our finest methods in a scenario where the privileged information
is more useful. We do this by using NIR as the non-privileged input, and RGB as privileged information.
In other words, we ”flip” what we consider to be privileged information. This flip is primarily done to show
the usage of LUPI, rather than to argue for the usefulness of RGB images as privileged information when
having access to NIR images. However, such a situation is still not unimaginable. The results for the 5 %
models can be seen in table 34 below. The trainings are run using U-Net and Dice loss, just as usual. The
LUPI model does not outperform the NIR TS baseline, and it seems like our methods do not hold for this
attempt. Therefore, we have not attempted this on the full dataset.

TS Baselines LUPI

Teacher Input NIR RGB, NIR RGB, NIR
Student Input NIR RGB, NIR RGB
TS,TT (1,1) (1,1) (2,7)
R 1/100000 1/100000 1/15000

Loss 0.184 0.160 0.186
mIoU 0.484 0.543 0.485
Precision 0.618 0.692 0.617
Recall 0.655 0.694 0.657

Table 34: Test set results for U-Net using RGB as privileged information, trained on 5 % of the data. The
LUPI model is marked in bold where it beats the NIR TS baseline, shown in the first column.

6.5 Summary

All in all, it seems like the teacher student architecture works quite well for several neural networks when
it comes to transferring privileged information. It did, however, not work on 100 % of the data when using
the FCN-8s network. Given that FCN-8s does not yield good results overall, this is not too serious. One
will always work with the best network at hand, and in this case, FCN-8s is not that network. The TS
architecture also did not work too well when flipping the regular and privileged information, and for the 100
% ResNet50 models. A perfect architecture would need no hyperparameter tuning, but it is likely that some
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tuning had been necessary to make it work this time. In terms of parameters, we especially believe that
some tuning of the temperature constants would improve the performance when trying different models or
inputs. We have used U-Net when tuning all our parameters, and it should be mentioned that the probabil-
ities that this network outputs are usually very high for the estimated class. The network is, so to say, very
confident. By using temperatures, this effect is mitigated, and the student network compares its prediction
to a smoothed version of the teacher’s prediction. When using other networks, however, such as the FCN-8s,
the confidence of the model have been a lot lower. In turn, this means that the teacher predictions might
be too smoothed out when they are passed to the student, and could be what causes the teacher student
architecture to generalize poorly in some cases. We have not had the time to look into this in much detail,
but some more results and discussion about this is mentioned in section A.2 in the appendix.

When it comes to the extreme privileged information, we reduce the student input to only one channel,
compared to three when using RGB as input. We wanted to see if the information could be transferred to
the student, even when the teacher was relatively different from the student. A potential issue with this is
that the student loses too much input and that the teacher is too different from the student. Remember
that the student only receives information from the teacher imitating its smoothed predictions. It could be
that the RGB channels contain so much spatial information that the network struggles to find shapes, edges
and other objects. This does not explain why the transfer of privileged information does not work, but is a
reminder maybe, that the teacher and the student cannot be too different. We also noted that the teacher
student architectures improved the baselines for all above architectures, implying that the ensemble effect,
of purely using a teacher student setup, is persistent.
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7 Future Research

Clearly, there are many fields related to this work which need future research. We especially propose further
studies of the temperatures TT and TS within the teacher student architecture. Some relevant questions are:
how does TT and TS impact the performance of the student? How should TT and TS be set, depending on
which network architectures are utilised, and how should TT and TS be set when the teacher and student input
is very different? In general, how can the student be supported when the teacher input and student input is
very different? Furthermore, the predicting and generating models showed some promise, and as they have
many hyperparameters and could be rebuilt in many different ways, it could be worth studying these further.
One idea would be to combine the prediction/generating of the NIR and elevation into one head, instead of
using two separate heads, as we did in all experiments. Notably, it would be interesting to see if the proposed
LUPI model holds in a setting with more useful privileged information, and how the hyperparameters should
be set to help this. It would also be interesting to study the usage of multiple teachers. Furthermore, it
would be valuable to study our setup in a different domain than land cover classification. Apart from the
mentioned LUPI studies, the results have occasioned further studies on how well results generalise from a
subset to the full dataset and the consequences (and solutions) of label noise.
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8 Conclusion

In this thesis, we successfully explored all our main objectives related to utilizing privileged information for
land cover classification. We demonstrated that networks with access to privileged information, outperformed
those without it, confirming the value of privileged channels. Notably, we showed that the LUPI paradigm
was successful in exploiting privileged information during training to improve performance during inference.
Among the various LUPI architectures studied, the teacher student model proved particularly effective in
transferring privileged information. Furthermore, the initially achieved results also generalised well to other
network types.

Despite some challenges, such as the small performance gap between the RGB models and the privileged
models, our proposed methods demonstrated significant potential for improving land cover classification. Ad-
ditionally, while there may be a need for fine-tuning when generalising the proposed teacher student setup,
it is easily implemented. Future research should focus on optimizing the teacher student model and the
transferability of the architecture to other tasks and datasets.
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A Appendix

In addition to the experiments reported thus far, we have trained other models, and analysed some results
in more detail. In the end, these have not been essential to reaching our objectives, but some are still
interesting and worth mentioning. This appendix contains the most important findings, and is mainly
focused on overconfidence, loss functions, and ensemble models. Furthermore, we present a table containing
the mean and standard deviation of all input channels.

A.1 Normalisation Table

Table 35 presents the mean and standard deviation for all five input channels. These were used to normalise
the input, such that the input had a 0 mean and standard deviation of 1.

B G R IR Height

Mean 113.7693 118.0902 109.2753 102.3808 16.7343
Standard deviation 52.3925 46.0153 45.2657 39.4576 29.5914

Table 35: Mean and standard deviation of the input channels.

A.2 Overconfidence

As a first step, we were curious about the phenomena of overconfidence, and how to reduce it. It should
be noted that in our case, we are not particularly worried about the overconfidence itself. One can imagine
cases where it is important that the model’s confidence level reflects the true accuracy. E.g. for self driving
cars it is highly relevant to know how confident the model is of not hitting a wall in the next ten meters.
If the model’s confidence is aligned with its accuracy, the car can be stopped when the model is insecure
which coincide with when the model might be incorrect. However, in the case of Earth observation, the
alignment between confidence and accuracy itself is not very important as there is no need to stop the model
if it is overconfident (even though samples for which the model’s accuracy is low could be sorted out to
humans, if getting everything right is more important than time consumption). Rather, the loss function
rewards overconfidence, which we are not very impressed by when actually evaluating the model. I.e. we
want to avoid overconfidence as we want the loss to award improved performance, rather than overconfidence.
Hopefully, it is now clear to the reader why we think understanding and decreasing the level of overconfidence
might have an impact on the model’s performance.

A.2.1 Confidence of Our Models

The first question we wanted to answer was if our models actually were overconfident. As explained, our
models output some softmax probability for each class, and the segmentation is done by assigning each pixel
to the class with highest probability. We used these probabilities to calculate an average probability for all
correctly labelled pixels, and the same for incorrectly labelled pixels. Table 36 shows the result from using a
regular U-Net and a TS architecture based on that U-Nets, for 5 % and 100 % of the data.
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Model RGB, NIR, elevation RGB, NIR, elevation TS LUPI TS LUPI
Dataset Size 5 % 100 % 5 % 100 %

Dice loss 0.167 0.148 0.181 0.151
Accuracy 0.747 0.779 0.767 0.785
Avg. prob. correct 0.992 0.998 0.879 0.970
Avg. prob. incorrect 0.939 0.981 0.711 0.862

Table 36: Table of the average probabilities for predicted label, along with accuracy.

We see that both our baseline models, on average, predict with probabilities that are higher than the accuracy,
which indicates overconfidence. The teacher student architectures are a bit different. For both the 5% and
the 100% models, correct classes are predicted with probabilities that are also higher than the accuracy,
but not by as much. The loss is also higher for both teacher student models, compared to the baseline,
even though their overall performance is better. Note also that there is a larger difference between correctly
and incorrectly labelled pixels when comparing our baseline to our teacher student setup. It seems like the
teacher-student are not as prone to only minimizing the loss function without increasing performance, and
thus avoiding overconfidence. Besides that, they seem to be not as certain when they output wrong labels
compared to correct labels, which is a good thing.

A.2.2 Reducing Overconfidence

We have concluded that our baseline models are overconfident, and that the teacher-student architecture
reduces this effect, although not completely. The question is what else we can do about it.

Label Smoothing
We started with introducing general label smoothing. This can be done for any type of model by smoothing
the labels in the normal loss function. The smoothing can be done either uniformly over all labels, or possibly
by re-weighting the labels differently between classes, as some classes are more similar to each other than
others. In our case, the label smoothing trainings were ran with CE loss and a smoothing of 0.2, which means
each label yi is 0.8 and then distributed over all other classes, instead of 1 and then 0 for all other classes. It
turned out this label smoothing indeed suppressed the overconfidence initially, but as the training went on,
the confidence increased, and the model became overconfident again. Furthermore, the performance of the
model was not improved. We therefore discarded the usage of smoothing.

Focal Loss
We then tried to change our loss function into a focal loss. This loss focuses less on ”easy” samples, which
are considered to be those which the model are very confident of, while being correct. Focal loss is a common
loss used in semantic segmentation tasks. We ran experiments both with focal loss and with a combination
of Dice loss and focal loss. Just as for smoothing, it turned out that focal loss indeed suppressed the overcon-
fidence initially, but as the training went on the confidence increased, and the model became overconfident
again. Again, the performance of the model was not improved. Hence, we discarded the usage of focal loss too.

General
As mentioned, the teacher student architecture, especially using some label smoothing/temperature TT and
TS , offer less award to overconfidence. It might be possible to exploit the confidence gaps. As seen, our
teacher student models are way more confident when they are correct, than when they are not. As seen in
the results section above, our teacher student models trained with (priv, priv), (RGB, RGB), (NIR+elevation,
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RGB) perform differently on different classes. Hence, letting them vote by using some ensemble model, might
be a way to exploit the fact that there is a gap in the confidence when the model is incorrect. This way, we
could improve the results without having to train any new models.

A.3 Loss Functions

During our various trainings, we logged the CE loss, the focal loss and the Dice loss (which also was the one
the network was using for training) on our validations. It was noticed that the CE and focal loss often got
successively higher, even as the Dice loss went down. As we had also successfully trained nets with both
CE and focal loss (however, with somewhat worse results than Dice loss), we know all the losses contains
valuable information. Hence, we figured that including some level of CE and/or focal loss during (i.e. using a
combined loss with Dice and CE/focal loss) training might be beneficial, as there seemed to be an orthogonal
component in those losses, compared to the Dice loss. This was tried, and it indeed kept the respective losses
down a lot better, but the performance of the model on the mIoU, was not improved. Hence, we dismissed
the idea of using combined losses.

A.4 Ensemble Model

In the tables below we will shortly present all models used in the 5 % ensemble model, in which all models
will have been trained on only 5 % of the data. The first table 37 shows all included architectures which
are not teacher student models. All of these predictions are smoothed by T = 2, meaning their prediction
is halved before inputting it into the softmax function. This is since all non teacher student architectures
are very overconfident. The second table, 38, lists all teacher student models included in the 5% ensemble
model. All teacher student losses are KL loss, T stands for teacher and S for student. The ”type” column
indicates if it is a privileged model, a LUPI model or an RGB model. In the teacher student table, priv will
then imply that the teacher and student had access to RGB, NIR and elevation, while LUPI will imply that
the teacher had access to RGB, NIR and elevation but the student only to RGB and finally RGB will imply
that both the teacher and the student had access only to RGB. For the privileged ensemble model, all LUPI
and RGB models are also used and for the LUPI model all RGB models are also used. It should also be
noted that the amount of time spent on the ensemble model is low, and no optimization has been done in
terms of which models to include. Furthermore, the ensemble model could possibly have been improved by
using suitable temperatures for smoothing for more models than currently done, but this is unfortunately
outside the scope of this thesis.

Type Architecture Loss Function Notes

priv U-Net Dice -
RGB U-Net Dice -
priv U-Net Dice only NIR, elevation
LUPI Zero out Dice -
LUPI Multi decoder MSE, Dice -
priv U-Net metadata metadata loss -

Table 37: Table of models included in 5 % ensemble model, which are not teacher student models.

85



Type T Architecture S Architecture Student Loss Notes

priv U-Net U-Net Dice -
RGB U-Net U-Net Dice -
LUPI U-Net U-Net Dice -
LUPI U-Net U-Net Dice only NIR, elevation
LUPI U-Net Multi decoder Dice+CE -
LUPI U-Net U-Net metadata Dice -
priv U-Net U-Net metadata Dice+CE+focal -
RGB U-Net UNetFormer CE -
LUPI U-Net UNetFormer CE -
priv U-Net UNetFormer CE -

Table 38: Table of teacher student models included in 5 % ensemble model.

Now follows the same experiment for the 100 % models. That is to say, the same type of architectures
are used, handled in the same way. The models are presented in table 39 and table 40 below. Due to
computational limitations some of the teacher student models on 100 % are utilizing pretrained models, and
are even fine-tuned only on 5 % of the data.

Type Architecture Loss Function Notes

priv U-Net Dice -
RGB U-Net Dice -
priv U-Net Dice only NIR, elevation
LUPI Zero out Dice -
LUPI Multi decoder MSE, Dice -
priv U-Net metadata metadata loss -

Table 39: Table of models included in 100 % ensemble model, which are not teacher student models.

Type T Architecture S Architecture Student Loss Notes

priv U-Net U-Net Dice -
RGB U-Net U-Net Dice -
LUPI U-Net U-Net Dice -
LUPI U-Net U-Net Dice only NIR, elevation, tuned on 5 %
LUPI U-Net Multi decoder Dice+CE pretrained student
LUPI U-Net U-Net metadata Dice -
priv U-Net U-Net metadata Dice+CE+focal -
RGB U-Net UNetFormer CE -
LUPI U-Net UNetFormer CE -
priv U-Net UNetFormer CE -

Table 40: Table of teacher student models included in 100 % ensemble model.
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