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Abstract 

In this project, I investigate the combination of Natural Language Processing (NLP) 

with Item Response Theory (IRT) to advance the assessment and scoring of open response 

items. Traditional psychometric assessments are grounded in well-defined quality standards, 

yet assessments based on natural language have missed meeting these standards. To address 

this gap, I integrate NLP processed open response items in an IRT framework, aiming to 

combine the strengths of natural language processing and item response theory to enhance 

mental health assessment and establish a foundation for computerized adaptive testing.  

In this study, I address three central research questions: the adequacy of newly 

developed open response items in capturing DSM-5 criteria for initial mental health 

assessments, the accuracy and efficiency of the ALIRT model in diagnosing common mental 

disorders, and the improvement in validity when combining open response items with 

traditional rating scales. I hypothesize that the ALIRT model will provide accurate and valid 

initial diagnoses. It will require fewer questions than traditional methods and show higher 

accuracy in categorizing mental health disorders through open-response items. I further 

hypothesize that it offers greater ecological validity and reduced diagnostic time, and that 

open-ended responses will be preferred over traditional rating scales.  

The findings, while limited, offer valuable insights for the future development of this 

approach. The model comparison indicates that the mixed model is superior in the current 

modeling approach. However, I discuss several limitations encountered during the study, 

including the complexities of integrating open responses into an IRT framework. Future work 

will focus on addressing the identified limitations, refining the model, and exploring 

additional applications of this approach in computerized adaptive mental health assessments. 

 

Keywords: mental health, assessment, artificial intelligence, natural language processing, 

item response theory  
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Introduction 

The description and understanding of psychological phenomena, and thus the 

individual’s experience are at the core of mental health assessments. In recent years, the field 

of psychology developed an increased awareness of the simplifications and limitations 

present in traditional mental health assessments. These metrics mainly rely on fixed-response 

rating scales that do not fully capture the complexity and nuances of individual experiences. 

With the development of new technologies, such as natural language processing (NLP), the 

inspiration to integrate these modern advances in existing psychometric frameworks sparked. 

Instead of restrictedly responding on a numerical scale, individuals would get the opportunity 

to use their own words to describe their inner state and experience. This integration has the 

potential to revolutionize the field by creating more adaptive, nuanced, and individualized 

diagnostic tools. An especially beneficial development in settings, where specialized mental 

health assessments are limited. For example, in Sweden, most patients with mental health 

issues are initially seen by General Practitioners, who may not provide the same level of 

specialized assessment as mental health professionals (Sundquist et al., 2017). Utilizing these 

novel techniques to inform AI-based digital health solutions could support assessments by 

offering additional, nuanced information, ultimately benefiting both clinicians and patients. 

In this project, I focus on the development of a model that has the potential to inform 

such an AI-based digital health solution. This project builds on previous work in the research 

group, where a pioneering adaptive language-based assessment model was developed that 

integrates NLP in an IRT framework (Varadarajan et al., 2023). In this study, I expand the 

scope of the previous model to focus on a wider range of mental disorders, moving beyond 

depression and anxiety assessment, and including bipolar disorder, obsessive-compulsive 

disorder, eating disorders, attention-deficit hyperactivity disorder, autism spectrum disorder, 

substance abuse disorder, and post-traumatic stress disorder.  

Prevalence and Impact of Mental Health Problems 

We experience a high prevalence of mental health problems globally (Steel et al., 

2014). For example, mood disorders such as depression or anxiety have been identified as the 

main cause of disability (Vos et al., 2016). These developments, combined with a reduction 

of stigma, lead to an increased amount of people seeking help and mental health support. 

Additionally, we experience a shortage of staff that can diagnose those in need, guide them, 

and provide them with the help they need (Butryn et al., 2017; Harahan, 2010). The World 

Mental Health Report describes this globally present problem and states that mental health 

https://www.zotero.org/google-docs/?bllo60
https://www.zotero.org/google-docs/?Hl3I1B
https://www.zotero.org/google-docs/?Hl3I1B
https://www.zotero.org/google-docs/?Hl3I1B
https://www.zotero.org/google-docs/?Hl3I1B
https://www.zotero.org/google-docs/?RsJ1ZO
https://www.zotero.org/google-docs/?OLOR41
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services are ill-equipped (WHO, 2022). A structured mental health assessment is the key to a 

reliable identification and diagnosis of mental disorders. It guides treatments and monitors 

progress. Traditionally, psychometric assessments have relied on standardized rating scales 

(SRS) and structured interviews, grounded in established quality standards. Structured 

interviews, while invaluable, demand a well-trained professional and time resources that are 

not given in every healthcare context. SRS, while effective, can be limited by their rigidity 

and inability to capture the nuanced, personalized responses of individuals, which will be 

discussed in more detail later. In a natural setting, individuals communicate with language, 

and, indeed, previous research has shown that open responses are preferred due to its option 

to expand and precisely describe the individual experience (Sikström, Höök, et al., 2023). 

The utilization of  Artificial Intelligence (AI) provides novel solutions to assess individuals 

efficiently and is recognized as a toolbox to optimize patient care (Mittal et al., 2023). 

Item Response Theory 

Item response theory (IRT) is a measurement paradigm commonly used in the 

development of scales and tests. In recent years, IRT is increasingly used as a framework to 

test theories, and to better understand human reactions and behavior (Lang & Tay, 2021). 

IRT offers the opportunity to examine individual reactions on an item level and model 

interindividual variations (Edelen & Reeve, 2007). In this framework, the assessed item 

parameters and item characteristics model the person's response and ability score (Edelen & 

Reeve, 2007). For example, difficulty parameter indicates how challenging an item is, which 

helps in distinguishing between different levels of ability. The discrimination parameter 

indicates how well an item can differentiate between individuals with varying levels of the 

trait being measured. The guessing parameter is introduced to quantify a participant's random 

selection of an item.  

In relation to my research question, IRT gives the opportunity to assess different 

symptoms and behavioral expressions of mental disorders by examining the individual's 

response to the presented questions. One can quantify the individual’s latent traits or abilities, 

such as the severity of specific symptoms or the presence of certain behavioral patterns. This 

quantification allows to create a detailed profile of the individual's mental health status, and is 

used in clinical practice to identify areas that may require intervention, and monitor changes 

over time. Additionally, IRT offers an understanding of how different items on a test 

contribute to the overall measurement of the disorder, ensuring that the assessment is both 

accurate and reliable. For example, to describe the underlying structure, one differentiates 

between unidimensional and multidimensional IRT. While unidimensional IRT assumes one 

https://www.zotero.org/google-docs/?hfv5az
https://www.zotero.org/google-docs/?LbdsZP
https://www.zotero.org/google-docs/?Y93iNh
https://www.zotero.org/google-docs/?UKoyRS
https://www.zotero.org/google-docs/?JWXmzh
https://www.zotero.org/google-docs/?g9RvTU
https://www.zotero.org/google-docs/?g9RvTU
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underlying construct, multidimensional IRT assumes multiple constructs. A unidimensional 

assumption is in many cases not viable since most items are likely to explain variance of 

different constructs (Kim & Lee, 2023). The same applies to the assumption of local 

independence, which describes the condition where, given a respondent's level of the latent 

trait, the responses to individual items on a test are statistically independent of each other 

(Kim & Lee, 2023). A violation of these assumptions, speaks for a multidimensional 

structure. Considering the great overlap of mental health symptoms, assuming a 

multidimensionality for mental disorders seems reasonable on a theoretical level as well.  

In the development of SRS, these considerations and assumptions are applied. SRS 

are developed based on the observation that certain behaviors or feelings underlie a common 

cause and therefore, represent one common latent. In an IRT context the terms ‘ability’, 

‘latent trait’, ‘latent’, or ‘factor’ are used interchangeably, and reference to the underlying 

construct that is assessed through the items. In the context of mental health, this cause (latent) 

is often categorized as a diagnosis, which is a summation of symptoms reflecting an 

alteration of thoughts, feelings, and consequently behavior. To make these alterations 

quantifiable and accessible, SRS have been successfully used for decades. SRS are 

combining a variety of items which aim to capture the greatest amount of variance possible to 

describe one construct. In summation, these items represent the underlying cause (i.e., latent).  

IRT was continuously developed, introducing a variety of standards to ensure the 

highest quality possible. This is a great advantage. While developing novel rating scales, 

researchers follow the criteria established in the field, which assures the same quality for 

novel scales. An advantage is that for trained practitioners SRS are easy and quickly 

applicable. However, SRS come with some drawbacks. For example, SRS are rather rigid and 

restricted. Psychological constructs are clearly defined and theoretically distinct, but when 

assessing them with SRS we observe that diagnostic criteria share a great amount of variance 

and are not as distinguishable as theorized. These, so called, cross-loadings reduce the 

information and predictive power that can be extracted from a single construct. Furthermore, 

SRS are often rather long, including many items. While item reduction in established 

psychometrics is beneficial to describe the construct of interest more accurately and reduce 

response fatigue (Haroz et al., 2020), it also requires big samples with many data points. 

Computerized Adaptive Testing (CAT) is a testing technique developed to solve this 

disadvantage. This computational solution allows to reduce the set of test items to an optimal 

amount and, simultaneously, increases testing precision. CAT selects the optimal next item 

based on the highest informational value in comparison to the previous one by utilizing 

https://www.zotero.org/google-docs/?4Ly9r7
https://www.zotero.org/google-docs/?eggAZ6
https://www.zotero.org/google-docs/?RbkQDS
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optimization algorithms (Chalmers, 2016). In this way, an optimized and reduced set of items 

is presented compared to fixed test batteries. CAT is the most optimized state-of-the-art 

assessment present in the field of psychological assessment.  

Natural Language Processing  

The AI field is rapidly growing and includes a variety of approaches. AI technology 

can be found in the daily lives of everyone and is extremely diverse. Natural Language 

Processing (NLP), as a form of AI, uses machine learning algorithms to enable the processing 

and quantification of natural language computationally (Khurana et al., 2023). Clearly, the 

recent developments in NLP are of great interest in fields, where the aim is to capture and 

quantify individuals' inner state, thoughts, and feelings. NLP follows the general idea, that 

language follows a set of symbols and rules, and can be understood as such (Khurana et al., 

2023). In this approach, one assigns probabilities to rules and symbols to predict expected 

appearances. This logic allows us to observe specific language patterns used to assess various 

language features. Two main approaches are introduced: decontextualized and contextualized 

word embeddings. Decontextualized word embeddings (e.g., word2vec, GloVe) do not 

consider context, while contextualized word embeddings (e.g., BERT) incorporate the 

context in which words appear. The development of the Bidirectional Encoder 

Representations from Transformers (BERT) model in 2018 marked a significant 

breakthrough in using contextualized word embeddings efficiently. This advancement has 

enabled NLP to capture contextual nuances, making the BERT model powerful and suitable 

for diverse applications, such as diagnostics through open-ended questions or clinical 

interviews.  

When processing language, infinite language representations are reduced to a finite 

set, while assuming that language has less ambiguity than in reality (Chowdhary, 2020). 

While this a computationally necessary assumption, it shows a challenge within language 

processing. With the development of BERT, some aspects of ambiguity were resolved, thus a 

more precise, contextual language representation is possible. This progress in the 

development significantly increased the efficiency and precision of language analysis by 

providing methods beyond linear modeling. NLP provides an automated decision on 

language interpretation over domains (Glaz et al., 2021). 

In the past years, AI research has focused on different domains within the mental 

health sector and was increasingly used to help diagnose patients (e.g., Aditya Shastry & 

Sanjay, 2023; Gagliardi et al., 2021; Kishimoto et al., 2020). The overall goal of utilizing AI 

in health care is to support practitioners and make their lives easier by outsourcing tasks that 

https://www.zotero.org/google-docs/?4NHpoi
https://www.zotero.org/google-docs/?QMmxf6
https://www.zotero.org/google-docs/?b1Jv3D
https://www.zotero.org/google-docs/?b1Jv3D
https://www.zotero.org/google-docs/?RH5clU
https://www.zotero.org/google-docs/?toUg9K
https://www.zotero.org/google-docs/?xKh1Yn
https://www.zotero.org/google-docs/?xKh1Yn
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can be done automatically. This will save time that can be invested in a context where 

human-human interactions are crucial. For example, when practitioners need time with the 

patient to understand their complex symptoms and individual needs to provide personalized 

medical care and treatment options. Here, AI-based solutions hold the potential to indirectly 

increase the quality of several aspects of mental health care by providing more time. 

AI has also become of interest in different kinds of assessments, especially in areas 

where usually interviews or SRS are used. In this assessment field, an automated, objective, 

structured, and validated way to quantify qualitative data is still missing. This task would be 

usually performed by professionals, who are trained over a long period to reliably hand-code 

interviews or use SRS to assess participants. Here, NLP becomes particularly interesting 

since the currently used approaches are not only time-consuming but also very costly, 

furthermore, it has been criticized as potentially biased (Levitt, 2021).  

NLP has been considered a new paradigm in clinical research (Glaz et al., 2021). In 

some areas, we see rapid developments and implementations of this novel technique. In the 

neuropsychological field, for example, AI-based tools are increasingly used to help with the 

assessment of cognitive decline (Graham et al., 2020; Moret-Tatay et al., 2021). Aging alters 

language processing, which can be analyzed and provides linguistic markers. Several studies 

have shown that these alterations are reliably identified by AI-based tools (Agbavor & Liang, 

2022; Beltrami et al., 2018; Broderick et al., 2021; Diaz-Asper et al., 2022; Fraser et al., 

2019; Penfold et al., 2022; Yeung et al., 2021). Furthermore, these results hold in different 

languages (e.g., Igarashi & Nihei, 2022; Metarugcheep et al., 2022). In other areas, as in 

general mental health assessment, there is less implementation and a greater potential for 

further developments.  

Limitations of Standardized Rating Scales  

Standardized rating scales (SRS) have a valuable place in mental health assessment. 

However, the closed-ended format comes with certain limitations. Some research suggests 

that SRS overlook the presence of other, equally important symptoms (Glaz et al., 2021). For 

example, depression scales show a lack of symptom overlap, suggesting a higher syndrome 

complexity (Fried, 2017). This supports the benefit of natural language processing (NLP) to 

assess mental health and further define present mental health constructs to understand 

interconnected and complex symptoms. Previous studies have shown that open-ended 

responses can predict corresponding SRS outcomes (Fatima et al., 2021; K. Kjell et al., 2021; 

O. N. E. Kjell et al., 2019; Li et al., 2020), justifying the use of open responses as a valid 

assessment format. 

https://www.zotero.org/google-docs/?0Upi0q
https://www.zotero.org/google-docs/?j8pqQo
https://www.zotero.org/google-docs/?I6xxxa
https://www.zotero.org/google-docs/?aZRDvh
https://www.zotero.org/google-docs/?aZRDvh
https://www.zotero.org/google-docs/?aZRDvh
https://www.zotero.org/google-docs/?1EdpDQ
https://www.zotero.org/google-docs/?wiJCVK
https://www.zotero.org/google-docs/?YhgKzk
https://www.zotero.org/google-docs/?ELtx5s
https://www.zotero.org/google-docs/?ELtx5s
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One significant limitation of SRS is that they constrain participants to predefined 

answers, preventing them from freely describing their subjective experiences and individual 

states. Recent research has demonstrated that respondents experience open-ended responses 

in free text as more precise (Sikström, Höök, et al., 2023), and these responses show 

competitive or higher validity and reliability compared to traditional rating scales (O. N. E. 

Kjell et al., 2019). Additionally, open-ended responses provide higher ecological validity, 

which is a notable advantage over SRS. By quantifying text based on machine learning 

techniques, we can reduce potential biases in the diagnostic setting, offering a comprehensive 

understanding of the respondent's mental health. 

Moreover, standardized rating scales often fail to capture the complexity of mental 

health symptoms. For example, two individuals with the same score on a depression scale 

will have different experiences of their depression, with one experiencing severe anhedonia 

and the other suffering from intense feelings of worthlessness. SRS do not account for such 

variations, potentially leading to oversimplified assessments and consequently, interventions. 

In contrast, open-ended responses allow for a richer, more detailed depiction of the 

respondent's mental state, which can be crucial for accurate diagnosis and personalized 

treatment planning. 

SRS can be subject to various biases, including social desirability bias and response 

style bias, where individuals might consistently choose moderate responses and avoid 

extreme options. Open-ended responses can reduce these biases by focusing on the content 

and sentiment of the text rather than the fixed options provided in a scale. 

Natural Language Processing as Complementing Technique  

NLP is not yet an established approach in the assessment of mental health. 

Considering the usage of NLP, we miss the focus on the assessment of clinically relevant 

mental health constructs (Ahmad et al., 2020; Mittal et al., 2023). To utilize these techniques 

in clinical practice, we need to focus on the topics that are mainly relevant in diagnostic 

areas. This research group has previously focused on such constructs (e.g., K. Kjell et al., 

2021; O. N. E. Kjell et al., 2019; Sikström et al., 2023). 

Another crucial point is that we lack important quality standards to assure reliability, 

validity, and objectivity when using NLP. While SRS are evaluated based on well-defined 

quality standards, the evaluation of NLP models is poor and not standardized. We need 

techniques to achieve the same evaluation and apply the same high-quality standards. This is 

a crucial step to assure patient security, a fair assessment, and following adequate treatment. 

https://www.zotero.org/google-docs/?yasaE8
https://www.zotero.org/google-docs/?ZjfZ95
https://www.zotero.org/google-docs/?ZjfZ95
https://www.zotero.org/google-docs/?2q23pM
https://www.zotero.org/google-docs/?GqfKjJ
https://www.zotero.org/google-docs/?GqfKjJ
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Rationale of the Study  

Despite significant advancements in natural language processing (NLP), its 

application in mental health assessments remains underdeveloped. Traditional psychometric 

methods lack the flexibility to adapt to the unique ways individuals express their mental 

health experiences. Conversely, NLP has shown promise in analyzing open-ended responses 

but lacks the quality standards necessary for reliable assessments. To address these identified 

gaps, this study proposes the integration of NLP within an IRT framework to enhance mental 

health assessments. In this project, I combine the best parts of SRS and NLP to achieve the 

highest quality standard possible when assessing mental health constructs.  

The project holds a variety of potential benefits. The underlying IRT structure allows 

the presentation of the most informative questions to the participants and reduces the 

assessment time. The utilization of NLP allows the individuals to freely describe their inner 

states and experiences. The computerized adaptive testing (CAT) structure facilitates a fully 

automated initial diagnosis which counteracts the increasing shortage of professionals within 

the field of psychology. Furthermore, the proposed approach provides a more objective 

assessment than classical clinical interviews and overcomes biases. For example, the 

relationship between practitioner and patients is a well-investigated, driving effect for 

therapeutic success (e.g., Del Re et al., 2021; Høglend, 2014). During a first contact, a 

mismatch between practitioner and patient might hinder an appropriate assessment. 

Discussing openly in a session for an initial diagnosis might be more difficult for some 

individuals when they do not feel safe with the person they are talking to. At this moment 

face-to-face consultations become a disadvantage. Here, automated processing has the 

potential to reach patients that might hold back and allow them to express themselves without 

fear. Furthermore, the proposed approach allows an assessment beyond geographical barriers 

and will reach individuals who have no or complicated access to mental services. 

In summary, the high standards of IRT-based developments and computerized 

adaptive testing, combined with NLP's potential to analyze complex language data, offers a 

novel and potentially highly beneficial approach in capturing mental health and supporting 

clinicians with scarce resources. 

Aim of the Study 

The aim of the study is to combine advantageous aspects of natural language 

processing (NLP) and item response theory (IRT) to assess mental health and to provide the 

basis for computerized adaptive testing. While traditional psychometrics are developed based 

on clearly defined quality standards (e.g., reliability, validity, and objectivity measurements), 

https://www.zotero.org/google-docs/?33686i
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assessments based on natural language still lack those. To close this gap, I bring the best parts 

of both approaches together by applying the IRT to open-ended questions.  

In this study, I will address 3 central research questions:  

(1) What DSM-5 criteria are commonly used to assess mental health during the initial 

contact and can they be sufficiently captured by the developed open response items? 

(2) How accurate is the ALIRT model in providing an initial diagnosis for common 

mental disorders, and how many questions does it require compared to traditional 

methods (i.e., SRS)? 

(3) Does the combination of open response items with traditional rating scale items 

improve the validity of mental disorder categorization compared to one single 

approach (i.e., SRS vs. OEQ)? 

Hypotheses 

The main research question investigates whether the combination of IRT and NLP 

allows an optimized diagnostic of the mental disorders of interest that can replace or 

complement SRS. I hypothesize that the ALIRT model will provide an accurate and valid 

initial diagnosis for the defined mental health disorders (H1). I hypothesize that the ALIRT 

model will need a reduced number of questions to assess the mental health disorder of 

interest, compared to SRS (H2). I hypothesize that open-ended questions show a higher 

accuracy in categorizing mental health disorders than SRS (H3). I hypothesize that the 

ALIRT model will provide more ecological validity and a reduced diagnostic time (H4). 

Considering previous findings, I hypothesize that open-responses are preferred compared to 

SRS (H5).   
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Methods  
This study is embedded in a larger project, focusing on AI-based language models to 

assess mental health. The project is funded by the ‘Marianne och Marcus Wallenbergs 

Stiftelse’ (Project ID: MMW-2021.0058) and ethical approval is provided within this project 

(2024-00378-02).  

Within this study sensitive, but no personal data was collected. I followed the general 

recommendations by the Swedish Ethical Review Authority and the research is in line with 

the Declaration of Helsinki. To assure data security, all data will be handled with great care, 

strictly following the guidelines of the General Data Protection Regulations (GDPR). Prior to 

participants' involvement in the study, I informed them about the research objectives and 

procedures. Participants' provided written consent prior to the data collection, and after they 

received all necessary information. Participants had the possibility to withdraw from the 

study at any time, without provided explanation or facing any consequences. I informed the 

participants about the possibility to experience some discomfort when reporting and writing 

about their mental health and referred to possible support offers in case they are needed. All 

information was provided in English.    

Design  

This validation study concentrates on the development and validation of the Adaptive 

Language-based Item Response Theory (ALIRT) model. I divided the study into two main 

phases, where in the first phase I developed stimulus material (i.e., open response items) and 

pre-screened the participant pool to inform Phase 2. In Phase 2, I collected mental health data 

in the form of SRS, participant’s free-text narratives, and descriptive words. I focus on the 9 

common mental disorders including mood disorders (i.e., depression, anxiety, bipolar 

disorder) as well as substance use disorder (i.e., alcohol and/ or drug abuse), autism spectrum 

disorder, attention deficit hyperactivity disorder/ attention deficit disorder, eating disorders, 

obsessive-compulsive disorder, and post-traumatic stress disorder. 

Participants  

I collected data from 550 participants electronically over the online platform Prolific 

(https://www.prolific.co) and compensated each participant with £6.29/hr to £9.84/hr, 

depending on the time used to complete the study. For each diagnosis, 50 participants were 

recruited (total = 450) along with 100 healthy control participants. The number of participants 

was determined through power analysis performed by the collaborator based on the 

previously conducted study (Varadarajan et al., 2023). In a prior data collection, I 

prescreened the participants to ensure that the participants had an ongoing diagnosis (i.e., 

https://www.prolific.co/
https://www.zotero.org/google-docs/?NcCiU1
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major depression disorder, generalized anxiety disorder, bipolar disorder, obsessive 

compulsive disorder, attention-deficit/hyperactivity disorder, autism spectrum disorder, 

eating disorder, substance abuse disorder, post-traumatic stress disorder), assessed the 

treatment status, and whether this diagnosis was given by a professional or not. I included 

participants with multiple diagnoses to provide a higher ecological validity during the model 

training. Furthermore, participants had to be 18 years or older, live in the USA, and have 

English as their first language. I excluded participants when they missed at least one of the 

four attention checks, furthermore, participants were excluded when their responses included 

only non-word characters, repeated characters, or single characters. The final sample includes 

N = 515 participants (297 female, 35 non-binary, 1 preferred not to answer) with a mean age 

of 38.89 years (SD = 12.26, range 18 to 78). 

Procedure 

Phase 1 

In Phase 1, the author with support from the research group developed open response 

items to assess participant’s mental health where most response alternatives consisted of 2 to 

5 words in addition to narratives. In some cases, additional rating scale items were added to 

assess the binary diagnostic criteria. Here, each question intends to assess either crucial 

symptoms, frequency, or onset of the symptoms to capture the participants' full experience. 

The stimulus material was developed through multiple steps. First, the author of this thesis 

developed questions based on the DSM-5 criteria. The questions aim for the highest clarity 

possible, which is why some of the questions are represented as traditional ratings. Second, 

the questions have been independently and qualitatively evaluated by 3 clinical psychologists 

out of this research group and one external clinical psychologist who specializes in 

diagnosing ADHD and ASD. Suggested changes have been discussed and implemented 

leading to the final set of 50 questions. I aimed to ensure the consistency and logic of the 

captured information, furthermore, through active stakeholder engagement, I ensured the best 

representation of questions possible. Third, the questions were evaluated by the collaborating 

computer scientist and methodological expert of the group. Here, we discussed statistical 

implications to aim for a balance between latent representation and captured variance.  

Phase 2 

In Phase 2, I invited the pre-screened participants to take part in the study. The 

participants were informed about the general style of the study and the compensation 

beforehand. Furthermore, they were informed about the right to withdraw their participation 

at any time and gave written consent. Due to the sensitive nature of the data collection, 
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participants were informed about the possible risk of discomfort and have been provided with 

possible help offers in case they are needed. I informed participants that the entire data 

collection was anonymous, and that no personal identification would be possible. 

Furthermore, the participants were informed about the data processing and storage, which is 

in accordance with the General Data Protection Regulation (GDPR). From the initial 

recruitment platform Prolific, participants were transferred automatically to Qualtrics where 

all the data was collected. Here, the participants answered 3 blocks. The first block included 

the developed questions from Phase 1, the second block included the SRS, and the third block 

included screening questions (e.g., treatment and comorbidities). The questions in the first 

block, as well as the rating scales in the second block, have been randomized to avoid 

ordering effects. However, to obtain the intended structure of the rating scales the individual 

questions within one scale were not randomized. Participants had no time restriction to 

complete the study. The median time in the groups ranged from 1h00min to 1h35min.  

Material 

Open-ended Questions 

The developed material includes 50 questions. Two questions are essay questions, 

capturing the participant’s narratives focusing on general mental health and traumatic events. 

Here, participants have been asked to provide a paragraph with at least 300 characters. 

Furthermore, I included three questions asking for a binary response and one question 

including a traditional categorical response. One question asks for substances used. The other 

44 questions are open-ended questions providing the participant with the possibility to 

provide 1 to 5 words to describe their mental state. The developed questions are categorized 

based on their content, while some of them capture diagnosis-specific symptoms, others are 

considered general questions and address symptoms which tap into different diagnoses.  

Traditional Rating Scales  

I used 10 established rating scales to assess the mental health constructs of interest. 

All questionnaires are openly accessible and regularly used to diagnose the respective mental 

disorders. The Patient Health Questionnaire-9 (PHQ9; Kroenke et al., 2001) was used to 

assess depression. This questionnaire uses 9 items to assess depressive symptoms on a 4-

point Likert scale. I used the General Anxiety Disorder-7 Scale (GAD-7; Johnson et al., 

2019) to assess anxiety. This questionnaire uses 7 items on a 4-point Likert scale. I used the 

Mood Disorder Questionnaire (MDQ; Hirschfeld et al., 2000) to assess Bipolar Disorder. 

This questionnaire includes 14 items with a binary response (Yes/No) and one item with a 4-

point Likert scale. I used two different questionnaires to assess substance abuse. The Alcohol 

https://www.zotero.org/google-docs/?eGcRR0
https://www.zotero.org/google-docs/?M1qy8T
https://www.zotero.org/google-docs/?M1qy8T
https://www.zotero.org/google-docs/?2erGWE
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Use Disorder Identification Test (AUDIT; Dawson et al., 2005) was used to assess alcohol 

abuse. The AUDIT uses 8 questions with a 5-point Likert scale and 2 questions with a 3-point 

Likert scale. The Drug Abuse Screening Test (DUDIT; Hildebrand, 2015) was used to assess 

drug abuse. Here, 9 questions with a 5-point Likert scale and 2 with a 3-point Likert scale are 

used. I used Part A of the Adult ADHD Self-Report Scale (ASRS; Kessler et al., 2005) to 

assess Attention-Deficit/Hyperactivity Disorder. This questionnaire uses 6 questions with a 5-

point Likert scale to screen for ADHD. Part B does further elaborate on the concrete 

symptoms the patient experiences but can be disregarded for the screening. The Ritvo Autism 

and Asperger Diagnostic Scale (RAADS-14; Eriksson et al., 2013) was used to assess Autism 

Spectrum Disorder. This questionnaire uses 14 items with a 4-point Likert scale. I used the 

National Stressful Events Survey PTSD Short Scale (NSESSS-PTSD; LeBeau et al., 2014) to 

assess Post-traumatic Stress Disorder. Here, one open text response (i.e., keyword to capture 

the traumatic event) and 9 items on a 5-point Likert scale are used. The Brief Obsessive–

Compulsive Scale (BOCS; Bejerot et al., 2014; Patel et al., 2022) was used to assess 

Obsessive-Compulsive Disorder. The BOCS uses 15 items on a 3-point Likert scale and one 

open-response question (i.e., separates the percentage of obsessions and compulsions). I used 

the Eating Disorder Examination Questionnaire (EDE-QS; Gideon et al., 2018; Prnjak et al., 

2020) to assess eating disorders. Here, 12 items on a 4-point Likert scale are used. 

Analysis 
In this study, I employ unidimensional and multidimensional latent trait models in an 

Item Response Theory framework to analyze, both, dichotomous and polytomous response 

data. All analyses were performed in R (version 4.3.2.) and Python (3.11.7). The code and 

data are available to the evaluators of the thesis in the following GitHub repository 

(https://github.com/rebeccaboe/MSc-ALIRT). The data analyses will be explained in 5 

different stages: Preprocessing, Polytomization, Item Response Modeling, Computerized 

Adaptive Testing, and Evaluation.  

Preprocessing 

The data preprocessing included data cleaning. As previously mentioned, I excluded 

all participants who failed at least one attention check or provided open responses of low 

quality. This included responses that were irrelevant, nonsensical, or did not address the 

questions asked. Examples of such responses included random strings of characters, unrelated 

statements, or answers that did not pertain to the context of the mental health assessment. 

During the preprocessing, I identified the participant’s prescreened diagnostic groups and 

labeled them accordingly. The open responses were converted to lowercase, punctuation was 

https://www.zotero.org/google-docs/?ncXdBC
https://www.zotero.org/google-docs/?n6Q5eK
https://www.zotero.org/google-docs/?4duSRt
https://www.zotero.org/google-docs/?WvBa0S
https://www.zotero.org/google-docs/?silTq4
https://www.zotero.org/google-docs/?myF74o
https://www.zotero.org/google-docs/?iI7mYe
https://www.zotero.org/google-docs/?iI7mYe
https://github.com/rebeccaboe/MSc-ALIRT
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removed, and the responses were tokenized, which are common procedures in NLP. Open 

responses are best represented as word embeddings, which is why I used a Bidirectional 

Encoder Representations from Transformers (BERT) model, specifically ‘bert-base-

uncased’. The special feature of these models is that they allow a contextual representation, 

which goes beyond word counts in language representation. I replaced missing words with 

the token ‘UNK’, a placeholder was necessary since the participants had the option to provide 

between 1 to 5 descriptive words. During training, the presence of the ‘UNK’ token helps the 

model to handle unseen or missing words and ensures the generation of meaningful output. I 

re-coded the reversed items in the SRS and calculated scale scores as stated in the respective 

manual of each scale.  

Polytomization 

A polytomization, the conversion of a continuous scale into a categorical 

representation, allows data simplification and brings the responses into a format compatible 

with an IRT paradigm. The quantification of natural language results in word embeddings, 

which are high dimensional vector representations (i.e., 768 vectors for each embedding). 

The primary objective of the polytomization step was to reduce the dimensionality but 

preserve as much informational value as possible of the embeddings. Another advantage of 

this step is that it also allows the usage of existing IRT packages (e.g., in R or Python) to 

facilitate comprehensive analysis. I utilized a prediction model as the basis for the 

polytomization. The developed linear regression-based prediction model uses word 

embeddings and generates graded responses at intervals of 25%, 50%, 75%, and 100%, 

indicating the probability that the provided response informed the correct diagnosis. Here, the 

correct diagnosis was informed by the pre-screened groups. I implemented 10% leave-one-

out cross-validation to reduce overfitting and ensure the robustness and predictive accuracy 

of the model. This technique systematically leaves out 10% of the data for validation while 

training the model on the remaining 90%, repeating this process until each subset has been 

used for validation. By doing so, I ensure that the model's performance is tested on all data 

points, providing a comprehensive assessment of its generalizability and reliability across 

different subsets of the dataset. The chosen methodology allowed me also to determine the 

diagnostic accuracy of open responses, narratives, and rating scales by using the assigned 

diagnostic groups as the ground truth. Here, I use a multiclass classification algorithm to 

determine the truely predicted instances. Additionally, I utilized a logistic regression-based 

prediction model to generate binary responses, indicating whether the provided input 



16 

informed the diagnosis. This binary format enabled me to effectively compare the responses 

to the MDQ, which also has binary outcomes. 

Item Response Modeling  

IRT, as previously described, is the measurement framework commonly used for the 

development of rating scales, and includes a compilation of different analytical approaches to 

determine interindividual differences on item level (Edelen & Reeve, 2007). The item 

response modeling informs the specifications used within this framework to define the model. 

As an initial step, I developed an item bank. An item bank is the foundation for 

adaptive testing, providing a pool of calibrated items to inform the assessment. In this step, I 

considered the data based on the construct of interest (e.g., depression, anxiety, eating 

disorder etc) and ran assumption checks first. I generated correlation plots and investigated 

the intercorrelations between the items to assure a robust relationship and avoid 

multicollinearity. I examined a screeplot to verify the unidimensional structure of the data. 

After that, I ran unidimensional IRT models for every rating scale and for every set of open 

response items.  

The IRT framework offers a variety of models (e.g., 2PL, Graded Response Model, or 

Partial Credit Model) to understand the relationship between item response and ability level. 

Depending on the item structure (i.e., dichotomous, polytomous) and the item parameters of 

interest (e.g., discrimination, difficulty, or guessing), the specific model is selected. I selected 

a Graded Response Model (GRM), since it is a suitable model for item scorings which are 

reflecting an increased presence of the construct of interest (Chalmers, 2016). As the gradings 

are obtained through a prediction model establishing probabilistic segments for the open 

response items, this appeared to be the best estimation choice. I did not introduce any 

guessing parameter due to the nature of the questions (i.e., health-related data) where I 

assume that items can not be randomly answered or guessed, as it would be the case in 

learning or educational assessments. I used the Monte Carlo Expectation Maximization 

(MCEM) algorithm for estimating the parameters. This estimator was selected since it 

combines the Expectation Maximization algorithm with Monte Carlo simulation, which 

makes it particularly suitable for multidimensional data (Chalmers, 2016; Luo, 2018). 

I evaluated the item properties of the IRT models to determine items with good 

properties. These properties are indicators for how well the item represents the underlying 

construct. The main focus was the variance explained by the item and how well it 

discriminates along the latent (i.e., along the ability scores). I disregarded items with 

discrimination parameter (α) below 1, as it is common practice in IRT modeling (Embretson 

https://www.zotero.org/google-docs/?UmSTNl
https://www.zotero.org/google-docs/?broken=lVtv79
https://www.zotero.org/google-docs/?DPFZu2
https://www.zotero.org/google-docs/?a3pYuE
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& Reise, 2000; Lai et al., 2003). I, furthermore, evaluated person and item infit and outfit 

statistics. The squared mean of the item infit is the ratio between predicted and observed 

variance, where 1 is described as ideal value (Lai et al., 2003). However, for item fit 

statistics, one considers values between 0.5 and 1.5 as productive for measurement and items 

within this range are used for measurement (Chalmers, 2016; Edelen & Reeve, 2007). The 

person fit indices allow an evaluation on how consistent the observed response patterns are 

with the proposed model, where z-values between -2 and 2 are preferable (Edelen & Reeve, 

2007; Embretson & Reise, 2000). Furthermore, I inspected the Item Characteristic Curve 

(ICC) and Item Information Curve (IIC) for each item, ensuring a reasonable representation 

of the ability level (theta) and the level of information. The Test Information Curve was used 

to evaluate the summarized  performance of the item compilation. For a comprehensive 

overview of the IRT models, item properties, and graphic representations, follow the 

designated path in the respective GitHub repository.    

After developing the item bank, I explored the data construct-independent to 

determine if the presented latent structure is consistent with the theorized diagnostic 

categories. In respect to the research questions, I performed the analyses for 3 data 

compositions. I considered either the rating scale items, the NLP-processed open response 

items (i.e., word embeddings), or the combination of the rating scale item and NLP-processed 

open response items.  

The data exploration aimed to inform the IRT model. That means that for each data 

composition, I explored how the data is best represented considering the data structure and 

the theoretical basis. I began the data exploration by generating a heatmap to visualize the 

intercorrelations among the variables, allowing me to identify patterns and relationships 

within the dataset. I conducted an Exploratory Factor Analysis (EFA) to uncover the 

underlying latent structure and to better understand the dimensions represented in the data. As 

before, I used a screeplot displaying the Eigenvalues and cumulative variance to determine 

the number of latents. The latents were extracted based on Eigenvalues > 1 (Goretzko et al., 

2021; Watkins, 2018). Additionally, I evaluated factor loadings and fit indices to determine 

the latent structure of the data. Here, I set the criteria to loadings (𝜆) ≥ 0.30 as an indicator of 

the relationship between the item and latent (Goretzko et al., 2021). In the next step, I 

informed the IRT model with the EFA results. Based on the represented structure, I run a 

multidimensional IRT model. During this item response modeling the same model 

specifications as for the development of the item bank are used.  

https://www.zotero.org/google-docs/?a3pYuE
https://www.zotero.org/google-docs/?eSPZ6Y
https://www.zotero.org/google-docs/?C6Pnic
https://www.zotero.org/google-docs/?NBHTjP
https://www.zotero.org/google-docs/?NBHTjP
https://www.zotero.org/google-docs/?BZVbDa
https://www.zotero.org/google-docs/?BZVbDa
https://www.zotero.org/google-docs/?uRB3e5
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To evaluate the IRT models, I used a variety of criteria. As before, I evaluated the 

item parameter, focusing on the discrimination parameter (𝑎) indicating how sensitive an 

item is to differences in the latent trait (𝜃). Here, higher values suggest that the item is more 

effective at distinguishing between responses (Edelen & Reeve, 2007; Keetharuth et al., 

2021). I evaluated the general model fit by inspecting the Comparative Fit Index (CFI) and 

the Tucker Lewis Index (TLI), where values > 0.95 indicate a good model fit (Hu & Bentler, 

1999). Additionally, I examined the root mean square error of approximation (RMSEA), with 

a cutoff < .05 indicating close fit and < .08 indicating reasonable fit, and standardized root 

mean square residual (SRMR), with a cutoff < .08 indicating good fit and < .1 indicating 

reasonable fit (Hu & Bentler, 1998, 1999; Kaiser, 1974). Furthermore, I inspected person fit 

and item fit parameters and I visually inspected the item representations. I plotted Item 

Characteristics Curves to graphically evaluate the item's discrimination over the ability. To 

judge the level of information captured by the item, I plotted Item Information Curves. To 

evaluate the item compilation, I plotted a Test Information Curve and a Scale Characteristic 

Curve. As a final evaluation step, I evaluated if the model is valid and appropriately 

calibrated by comparing the latent IRT score with the simple number-correct-score 

(Chalmers, 2016).  

Computerized Adaptive Testing      

The ALIRT project aims for computerized adaptive testing (CAT) comparing and 

combining rating scale responses and open response items. Here, I follow a similar approach 

that has been successfully used in an earlier study by this research group (Varadarajan et al., 

2023), with the extension to a wider selection of mental disorders. To implement the 

computerized adaptive testing in R, I follow six different steps as defined by Erdem Kara 

(2019). Here, I define the IRT model; inform the item pool; define a starting rule; select an 

item selection rule; select a scoring rule; and lastly, I define the termination criteria. The first 

two steps are informed by the previously explained IRT analysis. The model specifications 

for the CAT are consistent with the previously estimated models, with the exception of the 

chosen estimation model. Here, I decided on the Generalized Partial Credit Model (GPCM). 

The GPCM presents 2 key parameters, discrimination parameter (a) and threshold parameter 

(b), where this model allowed the discrimination parameter to vary across items (Luo, 2018; 

Muraki, 1992; Muraki & Muraki, 2016), as the main difference to the Graded Response 

Model. Furthermore, the model is especially suitable for multidimensional IRT estimations 

(Chalmers, 2016; Muraki, 1992; Muraki & Muraki, 2016). The developed item bank provides 

the pool of questions for the CAT algorithm to choose from. As starting criteria a value of 0 

https://www.zotero.org/google-docs/?WasGFF
https://www.zotero.org/google-docs/?WasGFF
https://www.zotero.org/google-docs/?OvVcdy
https://www.zotero.org/google-docs/?OvVcdy
https://www.zotero.org/google-docs/?jlirGP
https://www.zotero.org/google-docs/?qDgDsi
https://www.zotero.org/google-docs/?vnJpPa
https://www.zotero.org/google-docs/?vnJpPa
https://www.zotero.org/google-docs/?hAkB5P
https://www.zotero.org/google-docs/?hAkB5P
https://www.zotero.org/google-docs/?87bXhe
https://www.zotero.org/google-docs/?87bXhe
https://www.zotero.org/google-docs/?nva5UR
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for the ability score (𝜃) is defined, as this is common practice in CAT when the true ability 

score is unknown (Chalmers, 2016). As the starting rule, the Kullback-Leibler criteria was 

used as it is suitable for unidimensional and multidimensional data (Chalmers, 2016).  

In CAT the next item is selected based on the theta score that best informs all the 

underlying latents simultaneously (Chalmers, 2016; Erdem Kara, 2019), which is in line with 

the assumption that the underlying latents are equally important. I defined the ‘D-rule’ as the 

item selection rule, as the most suitable selection to simultaneously increase the maximal 

amount of information and provide the largest matrix determinant (Chalmers, 2016). As the 

scoring rule, I introduced Maximum A Posteriori (MAP). This Bayesian scoring method 

estimates the latent trait by maximizing the posterior distribution, which combines the 

likelihood of the observed responses with a prior distribution of the latent trait, providing 

more stable and accurate ability estimates (Chalmers, 2016). I defined two termination 

criteria. I defined the test length with a maximum of items (i.e., 43 items), and based on 

measurement precision with a standard error that is defined as < 0.3 (Chalmers, 2016) and 

applies to all the latents simultaneously. The testing would stop when one or both of these 

criteria are matched. The maximal number of items is justified by the maximal number of 

open response items, which allows a fair comparison between the data compositions. I 

compared the CAT results to a sequential test, introducing the standard error as termination 

criteria and no restriction to the number of items. During the sequential testing, the simulation 

presents a new item until this criterion is matched without using a selection algorithm. 

Evaluation 

I use different approaches to evaluate the model performance. First, I compare how 

well the model fits the data based on the best model fit. Here, I examine the model fit indices 

AIC (Akaike Information Criterion) and BIC (Bayesian Information Criterion) to inform my 

decision. For both fit indices, a lower value indicates better model fit. The usage of these fit 

indices is a well-established evaluation step in psychological research to ensure that the 

defined model aligns with the structure presented by the data. I developed three different 

models based on the item properties depicted in the item bank containing three different data 

compositions (i.e., rating scale items, open-response items, and a combination of both). I, 

furthermore, compared confirmatory, exploratory, and a bifactor model. I examined different 

models to find a middle ground between explanation (i.e., theorized model representation) 

and prediction (i.e., data defined structure).  

Second, I inspect which model shows the best theta estimation (i.e., best estimation 

based on the smallest amount of items combined with the smallest standard error) to identify 

https://www.zotero.org/google-docs/?hGx1qm
https://www.zotero.org/google-docs/?a1lZ8F
https://www.zotero.org/google-docs/?eSAZeG
https://www.zotero.org/google-docs/?k1Ph9V
https://www.zotero.org/google-docs/?Djpq73
https://www.zotero.org/google-docs/?NPcYzN
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one winning model. To achieve this, I systematically compared the performance of the 

selected adaptive models. The adaptive models are the rating scale, open response, and mixed 

model, emerged through the CAT simulations, using an algorithm to determine the next best 

item. For the model comparison, I calculated the total number of items used during the test. I 

follow the rationale, that the total number of items, administered in each model, is indicative 

of the model's efficiency. I compute the sum of squared differences (SSD) between the theta 

estimates of the adaptive models across all constructs over the delivered items to measures 

how much the theta estimates differ between the models. This allows to compare the 

consistency of the latent trait measurement over the three models, which can be used as an 

accuracy measurement. A smaller discrepancy shows similar estimates for the same 

construct, while larger discrepancies indicate greater differences in estimating the latent trait. 

To support this accuracy evaluation, I calculated the median standard error over the nine 

factors within the models and compared the reduction over the number of items. 

Additionally, I calculated the interquartile range (i.e., 25th to 75th percentile) to capture the 

variability across the nine different factors. Using this approach allows me to compare the 

model performance and evaluate the level of uncertainty.  

Third, I extract the factor scores from the favorable model and correlate them with the 

sum scores of the established rating scales. In this way, I am validating the model with higher 

correlations suggesting that the ALIRT model captures the same underlying constructs.  

As a last performance evaluation, I used the person fit statistics to calculate the 

percentage of individuals with an acceptable fit. Here, the criteria defined by the previously 

mentioned standards of person fit statistics. 
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Results  
Sample Description 

The presented sample was recruited from the general population. I pre-screened the 

participants to create participant pools for each diagnosis of interest. Here, only individuals 

who are stated to be diagnosed by a professional are included. The participants are assigned 

to one group based on their primary diagnosis. However, I also assessed if the participants 

have comorbidities, and indeed the majority of the participants have more than one diagnosis. 

For an overview see Table 1.  

In the sample, 186 individuals are not receiving any treatment and 329 individuals 

receive one or more forms of treatment (i.e., medication and/or psychotherapy). 
 
Table 1 

Number of Participants with a Single Diagnosis 

Diagnosis  Nr. of Participants  

Alcohol/ Substance Abuse 1 (97.83 % with comorbidities)  

Attention Deficit (Hyperactivity) Disorder (ADHD/ADD) 3 (93.48 % with comorbidities) 

Autism Spectrum 4 (90.91 % with comorbidities) 

Bipolar Disorder 6 (87.50 % with comorbidities) 

Depression 23 (47.73 % with comorbidities) 

Eating Disorder 0 (100% with comorbidities) 

General Anxiety Disorder 14 (69.57 % with comorbidities) 

Post-traumatic Stress Disorder 1 (97.87 % with comorbidities) 

Note. Number of participants with only one diagnosis and the percentage of participants with more than one 
diagnosis for each group.   
 

Prediction Model & Accuracy Assessment 

The prediction model provided graded representations for the open responses asking 

for descriptive words. The model successfully converted the word embeddings and assigned 

values from 1 to 4 to the provided open responses, based on the probabilistic segments (25%, 

50%, 75%, and 100%).  

I evaluated the diagnostic accuracy of the rating scales, open responses, and 

narratives. The results indicate that open responses and rating scales are overall similar in 

their accuracy. Comparing precision, recall, and f1-scores the results indicate rather poor 
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performance for all response types. The precision score measures the accuracy of positive 

predictions, with higher scores indicating less false positive cases. The recall rate shows the 

ability of the algorithm to detect all actual true cases (i.e., completeness), with lower rates 

indicating a higher likelihood to miss positive cases. The f1-score balances precision and 

recall, with higher scores indicating a better balance between the two. The individual 

diagnoses show differences between the rating scales and open responses in precision, recall, 

and f1-scores. For example, the rating scales for ADHD, ASD, BID, PTSD, and SAD showed 

higher precision and therefore fewer false positive cases compared to open responses. While 

for GAD, Control, ED, and MDD the open responses are less prone to false positive 

categorizations. For a comprehensive overview see Table 2 and Figure 1.  

The narratives showed a very low accuracy with 0.20 for the Mental Health Narrative 

and 0.19 for the Traumatic Event Narrative. The majority of the individuals have been 

predicted as control. Due to these poor results, I disregarded the narratives for further analysis 

during the current model.   
 
Table 2 

Accuracy Assessment Rating Scales, Open Reponses, & Mental Health Narrative 

Scale Precision  Recall f1-score  Support 

 RS OR N RS OR N RS OR N  

ADHD 0.31        0.29                    0.00 0.33 0.26  0.00 0.32 0.28  0.00 46 

GAD 0.12                 0.19        0.00 0.04 0.13 0.00 0.06 0.15 0.00 46 

ASD 0.29                    0.18        0.00 0.32 0.14 0.00 0.30  0.15 0.00 44 

BID 0.15                    0.05                    0.00 0.17  0.04  0.00 0.16  0.05  0.00 48 

Control 0.45                    0.46                    0.21 0.73  0.74 0.99 0.56 0.57 0.35 98 

ED 0.24                    0.36                    0.07 0.33 0.49 0.02 0.28 0.42 0.03 49 

MDD 0.00                    0.29                    0.50 0.00 0.16 0.02 0.00  0.21 0.04 44 

OCD 0.13                    0.34                    0.27              0.11 0.32 0.06 0.12 0.33 0.10 47 

PTSD 0.28                    0.11                    0.00 0.19 0.06  0.00 0.23 0.08 0.00 47 
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SAD 0.40                    0.25                    0.33 0.41  0.28 0.02 0.41 0.27 0.04 46 

 RS OR N 

Accuracy 0.31 0.31 0.20 

Note. Results showing precision, recall, f1 score, support for rating scales, open responses, and the mental health 
narrative respectively. These metrics are commonly used to evaluate the performance of classification models as 
the prediction model. Precision (i.e., proportion of true positive predictions among all instances predicted as 
positive) measures the model's ability to avoid labeling negative instances as positive. Recall (i.e., sensitivity or 
true positive rate) represents the proportion of true positive instances among all actual positive instances, 
reflecting the model's ability to identify all relevant cases. f1-score (i.e., harmonic mean of precision and recall) 
provides a single metric that balances both precision and recall. RS - rating scale. OR - open response. N - 
mental health narrative.    
 

Figure 1  

Confusion Matrices for Rating Scales & Open Responses  
Panel A                        Panel B  

 
Note. Panel A - Rating Scales. Panel B - Open Responses. mdd - Major Depression Disorder. anx - Generalized 
Anxiety Disorder. bid - Bipolar Disorder. ocd - Obsessive Compulsive Disorder. adhd - Attention-
Deficit/Hyperactivity Disorder. asd - Autism Spectrum Disorder. ed - Eating Disorder. sub - Substance Abuse 
Disorder. ptsd - Post-traumatic Stress Disorder.   
 
 
Item Bank  

For the item bank, I considered open response items based on descriptive words and 

rating scale items. The selection of the items are based on separate models for rating scales 

and open responses since the conducted EFA suggested separate factors for these manifest 

variables. The conducted unidimensional IRT models were performed to inspect and compare 

the established scales with the selected open response scales resulting from the developed 

open response items. I evaluated the model representation on different fit indices (see Table 

3).  
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Table 3 

Model Representation Selected Open Response Scales  

Scale CFI TLI RMSEA SRMSR 

ADHD 1.00 1.00 0.01 0.04 

GAD 1.00 1.00 0.01 0.06 

ASD 0.99 0.98 0.05 0.06 

BID – – – –  

ED 0.99 0.98 0.03 0.06 

MDD 0.99 0.99 0.03 0.08 

OCD 1.00 1.00 0.01 0.05 

PTSD 1.00 1.00 0.01 0.06 

SAD 0.99 0.99 0.04 0.08 
Note. Table represents the overall model fit for the developed open response items. For the BID scale not 
applicable due to saturation of the model (i.e., too few degrees of freedom). CFI - Comparative Fit Index. TLI - 
Tucker Lewis Index. RMSEA - Root Mean Square Error of Approximation. SRMSR - Standardized Root Mean 
Square Residual. MDD - Major Depression Disorder. GAD - Generalized Anxiety Disorder. BID - Bipolar 
Disorder. OCD - Obsessive Compulsive Disorder. ADHD/ADD - Attention-Deficit/Hyperactivity Disorder. 
ASD - Autism Spectrum Disorder. ED - Eating Disorder. SAD - Substance Abuse Disorder. PTSD - Post-
traumatic Stress Disorder. 
 

The item bank resulted in a mix of open-ended questions and rating scale questions 

with a total number of 151 items showing acceptable item properties as previously defined. 

The evaluated items showed reasonable item properties, with discrimination values between 1 

and 4. ICC and IIC suggested an acceptable representation of the ability level and the level of 

information. However, I am lacking good representations for the lower end of the scales. The 

graphical evaluations of the Test Information Curve and the Item Information Curve show a 

trend in all open response scales to discriminate better on the upper end of the latent (see 

Appendix Table A). I evaluated how the items load on the respective factors to ensure that 

the construct is well represented by the underlying manifest variables (i.e., items). Here, the 

item loadings indicate a relevant relationship with consistent lambda values (𝜆) ≥ 0.30. These 

results indicate that the assessed items are able to capture the intended construct 

meaningfully. I compared for each construct the latent scores with the simple number-

correct-score to ensure the model is appropriately calibrated. Here, the results showed the 
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favored high correlations for all the constructs ranging between 0.97 - 0.98. For an overview 

of the newly developed items, please see Appendix Table A. 

Item Response Modeling, Computerized Adaptive Testing, & Evaluation  

To inform the CAT simulations, I explored the data within the IRT framework. I 

considered the informational value of rating scale items, open response items, and a 

composition of both. Here, I hypothesized, considering the item development based on the 

DSM-5 criteria, the data would map on 9 latent constructs reflecting the respective diagnoses. 

The conducted EFA for the mixed data composition is partially consistent with this 

theoretical assumption. The graphic evaluation of the screeplot is suggesting that a 7 to 9 

factor solution is reasonable. The EFA for the open responses only suggests a single factor 

solution. In respect to the diagnostic criteria of the DSM-5, I remained with a 9-factor 

solution to reflect the latent construct. As defined in the first evaluation step, I compared the 

different models to assess if the data is presented well. I tested exploratory and confirmatory 

IRT’s to identify the best data representation and found that for some models (e.g., 

confirmatory model), the number of participants are not able to sufficiently inform them. I 

was forced to disregard confirmatory IRT models for further analysis, since they showed 

negative degrees of freedom, indicating a lack of data points. Furthermore, I disregarded a bi-

factor model that has been theorized as the most suitable representation of the data. This 

exploration of the data led to the conclusion that the three data compositions (i.e., rating scale 

items, open response items, and mixed items) are pragmatic representations to run CAT 

simulations and identify the best item compilation. Furthermore, it made a comparison of 

AIC and BIC redundant since for each data compilation, only a single model converged. 

These compositions are the simplest data representations possible in the multidimensional 

IRT framework. In these defined IRT models, the items are allowed to freely load on the 

latents. However, considering the ratio between individuals and items, this model is rather 

poorly informed and the fit indices indicate insufficient model information (i.e., insufficiently 

large sample to inform the model).  

For every simulation, I specified the used items and the IRT model and compared this 

model with the sequential model. For a graphical overview of the theta estimation over the 

number of items for each simulation, see Figure 2.  

I aimed to identify the model that provided the best theta estimation with the smallest 

number of items and the lowest standard error (SE) as criteria for the best model. The results 

show that the rating scale model shows the best theta estimation based on the smallest SE 

difference and therefore, is the favorable model considering accuracy (i.e., SE difference). 



26 

However, this result is accompanied by the fact that every model exhausted the maximum 

number of items (i.e., 43 items) and neither of the models are more efficient than the others.  

I calculated the sum of squared differences for the theta estimation and thetas standard 

error to compare the model performance over the number of items (see Figure 3A). The 

results show that the rating scale model and the mixed model show a gradual increase 

indicating an adjustment to the estimates without showing a dramatic divergence showing 

that the latent trait estimates are similar for both models. They reach a plateau after 12 items, 

with a stable estimation until 30 items. This indicates that the most stable estimation lies 

within this item range. The open response model shows the lowest cumulative sum of 

squared differences (SSD) in theta estimates, indicating that it deviates less from the baseline 

theta values compared to the rating scale model and the mixed model. This shows that the 

open response model remains steady and updates the theta estimates less profoundly. The 

performance of the open response model shows that it does not efficiently reduce the standard 

error (SE), as shown in Figure 3B, following, an increased number of items leads to greater 

uncertainty. In Figure 3B, the rating scale model and the mixed model show a greater 

standard error reduction compared to the open response model. This slower reduction in SE 

reflects a weakness in refining the precision of the open response model and its estimates as 

more items are answered. Please see Figure 3A and 3B, for the accuracy, efficiency, and 

uncertainty measures over the number of items.   

I explored how much informational value the open response items add to the 

assessment and reduced the termination criteria for the mixed model. The termination 

criterion was limited to a standard error < 0.4 and no limitation to the number of items was 

set. Here, the mixed model exceeded the entire item pool without reaching the defined criteria 

for all the latents, with factor 7 showing the highest standard error with SE = 0.69. For an 

overview of the final theta estimates, please see Table 4. 

 

Table 4  

Summary Theta Estimation and Standard Errors 

Model F1 F2 F3 F4 F5 F6 F7 F8 F9 

Mixed 0.33 
(0.34) 

-0.08 
(0.30) 

0.55 
(0.55) 

0.78 
(0.46) 

0.47 
(0.51) 

0.08 
(0.57) 

-0.69 
(0.69) 

-0.13 
(0.60) 

0.36 
(0.59) 

OR -0.13 
(0.14) 

0.04 
(0.85) 

0.87 
(0.89) 

-0.20 
(0.86) 

0.25 
(0.86) 

-0.41 
(0.82) 

0.52 
(0.87) 

0.04 
(0.89) 

-0.10 
(0.86) 
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RS -0.29 
(0.33) 

-0.21 
(0.40) 

0.28 
(0.43) 

0.89 
(0.52) 

-0.05 
(0.45) 

-0.25 
(0.41) 

-0.23 
(0.50) 

-0.43 
(0.67) 

0.20 
(0.54) 

Mixed* 0.16 
(0.27) 

0.08 
(0.14) 

-0.03 
(0.32) 

0.93 
(0.35) 

0.31 
(0.38) 

0.94 
(0.43) 

0.36 
(0.46) 

0.26 
(0.45) 

0.12 
(0.49) 

Note. Mixed - model including rating scale items and open response items. OR - model including open response 
items. RS - model including rating scale items. ‘’ marks the Mixed Model with the SE criterion as a single 
termination criterion.  
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Figure 2  

Theta Estimation over Number of Items 

 
Note. Figure illustrates the performance of computerized adaptive testing simulations, comparing three types of 
item formats: rating scale items, open response items, and a combination of both within one model. The y-axis 
represents the standardized ability level (θ), the x-axis indicates the number of items, with a total of 43 items for 
each model. Each rectangle corresponds to a specific θ (i.e., a latent trait of interest), and each blue dot denotes 
an individual item. The shaded area reflects the 95% confidence interval. In each model, the next item is 
selected based on its informational contribution to the simultaneous estimation of θ. 
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Figure 3A 

Accuracy as a Function of Number of Items 

 
Note. Panel A displays the cumulative sum of squared differences (SSD) between the theta estimates of the three 
adaptive models (Rating Scale Model, Open Response Model, and Mixed Model) across the number of items. A 
greater divergence between the models indicates greater differences in estimating the latent trait.  
 

Figure 3B  

Efficiency Performance over Number of Items  

 
Note. The figure illustrates the efficiency performance (i.e., the reduction of the standard error with every new 
item delivered) of each of the three models over the number of items. Efficiency is instrumentalized by the 
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number of items. The standard error reduction supports the accuracy measurement showing the level of 
uncertainty within the estimates. The theta estimates standard errors are summarized for the nine factors, with 
the dark lines depicting the median standard error and the shaded regions representing the interquartile range 
(25th to 75th percentile) to capture the variability across the nine different factors. 
 

I evaluated the models validity and aimed to gain a better understanding of the 

presented latent structure. I compared the estimated factor scores to the sum scores of the 

rating scales, where the factor scores present the ability estimation provided by the model. 

The results indicate that the established rating scales are partially reflected by the latent 

structure proposed by the EFA, since it shows high correlations between the factor scores and 

the rating scales (see Figure 4). However, since I was not able to sufficiently inform a 

confirmatory model, the presented structure differs from the theoretical informed structure 

(i.e., diagnostic criteria DSM-5). For one factor I don’t see any relationship with the 

established measurements. This factor represents the open response items fully and does not 

correlate with the established measurements.  

In the final evaluation step, I quantified the percentage of individuals with an 

acceptable fit. For the mixed model, the person fit indicates that ~ 14% of the individuals are 

well represented by the model. For the rating scale model ~ 53% of the individuals are well 

represented, and for the open response model, ~ 47% are well presented. This result supports 

the finding that the rating scale model is able to represent the participants' diagnosis most 

meaningfully.  
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Figure 4  

Heatmap Factor Representations 

 
Note. The correlation matrix shows the relationship between the established sum scores and the obtained theta 
estimations from the mixed model.  
 
Participants Preferences 

 I assessed which response format is favored by the participants. Here, 109 participants 

preferred an open response format (35 participants preferred descriptive words and 74 writing 

a paragraph), while 220 participants preferred rating scales. 68 participants stated to not have 

a preference.  
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Discussion 
The development of the ALIRT model provided important insights to further improve 

diagnostic practices and guide this process in the future. However, the presented results are 

discussed under certain limitations, following the conclusions are preliminary and will mainly 

provide guidance to improve the project and model development.  

 

The developed open response items and the developed item bank provide a clinically 

suitable set of questions based on the DSM-5 criteria. Through the active engagement of 

clinical psychologists within the research group, I assured that the open response items and 

selected rating scales are meaningful from a clinical perspective. The diagnostic precision 

indicates that individuals are able to understand and respond to the developed items 

meaningfully. The quality of the rating scale items was confirmed. Focusing on the individual 

open response items and their response pattern, they consistently distinguish better on the 

upper end of the scale. Following, more pronounced symptoms are easier captured, while 

milder symptoms are not as well represented. I did not include any well-being or quality of 

life items, which might explain this underrepresentation. I suggest developing open response 

items focusing on positive experiences and protective factors, such as well-being, quality of 

life, and social support. In the future, this shortcoming needs to be addressed to cover the 

whole continuum of diagnostic categories and move further towards the aim of capturing the 

full experience of every individual.  

Furthermore, while theoretically reasonable, the developed open response items do 

not provide a clear distinction between the diagnostic categories. I considered an exploratory 

and confirmatory approach, both showing that the newly developed items do not map on 

more than one factor. Analyzing the developed open response items in conjunction with the 

established rating scale items, both item groups load on different latens even though they 

theoretically present the same construct. One possible explanation could be that the observed 

patterns are due to the semantic overlap of symptom descriptions and the individual 

experience in general. Inconsistent with this explanation is that previous research showed that 

even disorders with similar symptoms (e.g., anxiety and depression) semantically differ (K. 

Kjell et al., 2021; O. N. E. Kjell et al., 2020; Sikström, Kelmendi, et al., 2023) and I would 

expect the same pattern here as well. The findings could be explained by considering that 

certain symptoms shape the individual experience extensively, masking or suppressing other 

symptoms. The sample specifications support this idea, showing that the majority of the 

https://www.zotero.org/google-docs/?Jnt4gR
https://www.zotero.org/google-docs/?Jnt4gR
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individuals have more than one diagnosis. This means that the sample shows such a great 

amount of comorbidities that the symptoms might not be clearly distinguishable by disorder 

with the developed items. In this case, the driving factor would not be the subjective 

experience of individual symptoms, but the actual presence of another disorder. Considering 

the high number of participants with comorbidities (ranges between 48% to 100% depending 

on diagnosis; see Table 1), it seems likely that this plays an important role. This finding 

would be an argument to move towards transdiagnostic mental health approaches, focusing 

on symptom clusters instead of diagnostic categories. Another potential covariate is that the 

majority of the individuals is receiving treatment (i.e., psychotherapy and/or medication), 

which influences the symptoms leading to potentially profound differences. This makes a 

clear representation even more difficult. In the future, expanding the sample to newly 

diagnosed, untreated individuals seems meaningful to disentangle the effect of treatments 

from the individual experience, or following participants over time to understand the 

development of the experience and the descriptive alterations.  

Another explanation is the possibility that the prediction model might not provide a 

suitable grading. In this case, the misrepresentation would lie in the data modeling and not in 

the response pattern. The used prediction model reduces the high dimensional word 

embeddings to a graded scale by dividing the informational value of each word response into 

probabilistic segments. Even though polytomization is a pragmatic step to provide a data 

format that is simple to handle and has previously been successful (Varadarajan et al., 2023), 

it comes with costs. In this step, I trade the high dimensionality against simplification which 

automatically means a reduction of information. Moreover, I risk reintroducing the very same 

pitfalls that were initially criticized. For instance, in Item Response Theory (IRT), as with 

other multi-latent trait approaches, a common critique is the treatment of categorical scales as 

continuous (e.g., Kline, 2015). During the polytomization step, I convert a continuous into a 

categorical representation. Later I utilize packages that treat the categorical representations as 

continuous. This creates a circular problem, which may be more effectively addressed 

through an alternative approach in the first place. I suggest reflecting on what quality criteria 

are applicable to NLP-processed open responses. With the chosen approach, the high 

dimensional and informative open responses are compressed in a framework that might 

simply not be suitable to fairly present them. An improvement of the machine learning 

approach to overcome polytomization and find a more suitable way to use the data in an IRT 

framework is needed. A possible solution could be to use an optimization algorithm that is 

suitable for high dimensional data and allows the use of word embeddings without dimension 

https://www.zotero.org/google-docs/?lxhHoB
https://www.zotero.org/google-docs/?rtxzLU
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reduction. For example, the Particle Swarm Optimization has been suggested as a suitable 

algorithm for CAT (Zhehan, 2020) and is able to handle the high dimensionality of word 

embeddings. An integration of this technique might provide a solution to this limitation.        

The misrepresentation could also lie within the language quantification itself. I used a 

BERT model to quantify the language, which creates contextual word embeddings. However, 

the provided descriptive words might not necessarily be contextual. The reasoning to 

represent the words with this model follows the assumption that thinking is contextual and 

embedded in the reflection of the subjective experience. This is an assumption that might not 

hold and which needs to be tested thoroughly. In the future, I suggest exploring which NLP 

approach provides the best representation of the provided responses. I suggest exploring 

models that are particularly trained to process language related to mental health as for 

example ‘MentalBERT’. Potentially, decontextualized word embeddings such as word2vec 

or GloVe might be more suitable. These explorations might help to improve the language 

processing and present more reliable word embeddings.    

I systematically evaluated and compared the performance of three adaptive models 

(i.e., rating scale model, open response model, and mixed model). This is instrumentalized 

through accuracy, efficiency, and uncertainty measures. Accuracy is instrumentalized as the 

sum of squared differences, with greater differences indicating greater differences in 

estimating the underlying latent traits. The results show, that the rating scale model and the 

mixed model show a small divergence indicating similar estimates. While the open response 

model clearly shows a greater difference, and in combination with the greater standard errors 

indicating a higher level of uncertainty. For the open response model, this means that with an 

increased amount of information the more uncertain the estimation gets. This seems 

reasonable on a theoretical level, assuming that individuals with mental health problems 

might become more descriptive when focused on less severe symptoms when provided with 

the option to extensively report about their experience. Considering the comorbidities in the 

sample, the ‘fussy’ representation of the latent might be a realistic representation of an 

subjective experience. This supports the idea, that open responses might capture symptom 

naunces that are not well represented in the described constructs. I explored my hypothesis 

that the ALIRT model would need fewer questions to assess mental disorders when compared 

to SRS. The results indicate that the rating scale model provides overall the most favorable 

representation, exhibiting the highest accuracy. I measured accuracy by testing which model 

achieved a sufficiently small standard error in estimating ability (theta) scores. Here, the 

rating scale model shows the smallest SE (see Figure 3B). These results are supported by the 

https://www.zotero.org/google-docs/?S1yve7
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person fit evaluation, indicating that the rating scale model aligns best with the expected 

response pattern. Interestingly, the smaller confidence intervals over the theta estimation on a 

factor level in the mixed model (Figure 2) signal a good performance of the open response 

model (see Figure 2). Furthermore, despite its higher accuracy, the rating scale model does 

not show a greater efficiency, which I instrumentalized by evaluating the number of items 

used in comparison to the other models. Every model needed the same amount of items 

during the CAT simulation. Following, I rejected the hypothesis that the ALIRT model would 

need fewer questions to assess mental health disorders compared to SRS. The model 

exceeded the entire item pool, without reaching a sufficiently small standard error. This 

finding could be explained in two different ways, that I suggest exploring in the future. First, 

the insufficient theta estimation might be caused by the model which does not well represent 

the sample structure as discussed previously. This would be in line with the fact that I had to 

disregard the theoretically most meaningful models (i.e., confirmatory model or bi-factor 

model). The chosen representation is a compromise between the mentioned limitations 

resulting in the most meaningful way to represent the data in light of the theoretical 

framework. In an exploratory multidimensional IRT, the manifest variables (i.e., items) are 

allowed to load freely on the factor with which they have the highest relationship. The 

greatest limitation of this model is that I was not able to specifically assign the items to a 

factor leading to unclear representation of the diagnoses. For example, the EFA indicates that 

depression and anxiety load on the same factor. According to DSM-5 criteria these are two 

distinguished diagnoses, even when symptoms overlap. This is a major limitation and shows 

that the current results can only give a first direction, but not provide valid answers yet. The 

exploratory multidimensional IRT model is not a suitable solution to accurately reflect mental 

disorders that are clearly defined and need to be respected in a diagnostic context.  

In this current approach, I utilized diagnostic criteria of the DSM-5 as ground truth for 

the assessment and to describe the mental disorder of interest. These diagnostic categories are 

a simplification in itself and might not be the most accurate representation for the experience 

an individual with, for example, depression has. I suggest stepping further away from the 

diagnostic criteria and further exploring narrative responses. This is supported by partially 

convincing results of the precision analysis of the mental health narratives. For example for 

MDD, the mental health narrative showed a precision of 0.50, indicating that 50% of the 

responses categorized as positive were correctly predicted. This outperforms both, rating 

scales (precision score = 0.00) and open response items (precision score = 0.29). Until now 

these responses were not considered due to their overall limited diagnostic accuracy. 
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However, narratives might be most informative for the actual experience and should be 

explored in more detail. Recent research has shown that the while rating scale responses are 

more predictive for diagnoses, narratives are more predictive for actual behavior (Gu et al., 

n.d.). Considering these findings another rather traditional question in psychological research 

becomes relevant again- What is the aim of the psychological assessment that is conducted? I 

suggest distinguishing clearly between assigning a diagnosis or exploring the individual's 

experience and predicting future behavior. Depending on the question, one should consider 

setting a different focus. While a categorized psychological assessment is a pragmatic 

necessity in most European health care systems to, for example, get costs for mental health 

care reimbursed by health insurance. A defined diagnosis does not necessarily help an 

individual or psychotherapist in dealing with the related experiences. In this context, it might 

be more important to predict future behavior and personalize support and individualize 

treatments based on the quantified experience. In relation to this project, that means that I 

suggest extending the scope and exploring the potential of narratives, and if these are able to 

predict relevant behavioral patterns in a psychotherapeutic context.           

I tested whether the combination of open-ended questions with traditional rating 

scales improved the validity of mental disorder categorization (i.e., SRS vs. OEQ) compared 

to a single approach. Focusing on construct validity, the analyses show that open response 

items and established rating scales do not represent identical constructs, suggesting that open 

responses capture unique aspects of mental health that are not reflected in traditional 

measures. Despite initial concerns regarding the precision of diagnoses derived from open 

response items, criterion validity assessments indicate that these items perform comparably to 

established scales, occasionally surpassing them in predictive accuracy. For example, the 

accuracy evaluations of the rating scales indicate that the PHQ9 scale was not able to assess 

depressive participants successfully. Indeed, the precision was 0.00 for the rating scale, while 

0.29 for the open responses, indicating that 29% of the responses categorized as positive were 

correct compared to 0% for the rating scales.  

The CAT simulations demonstrate that a mixed model, incorporating both item types, 

provides a comparably precise theta estimation, indicating the potential supporting 

informational value provided by open responses. This point is underlined by the reduced 

confidence interval in the mixed data composition compared to the rating scales and the open 

responses.  

https://www.zotero.org/google-docs/?Fuudjp
https://www.zotero.org/google-docs/?Fuudjp
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Considering previous findings, I hypothesized that open-responses would be preferred 

over SRS. This hypothesis was rejected as well, as the majority of participants preferred 

rating scales to descriptive words or writing paragraphs. 

In summary, the results and their implications should be interpreted with caution due 

to several practical challenges. The previously mentioned need for advanced algorithms to 

accurately analyze the open responses, and the risk of potential response biases introduced 

through BERT are two of them. To draw valid conclusions and to provide directions for or 

against practical implementation further investigation is needed. The most crucial step would 

be a larger sample, and following further validation.  
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Limitations & Future Perspective 

While the study offers important insights into the integration of natural language 

processing into item response theory, and the development of the ALIRT model, I want to 

expand on several limitations.  

The developed prediction model trains the open responses on a single defined 

diagnosis, which neglects the potential richness of information that open responses can 

provide. Due to their high dimensionality, open responses contain nuanced data that can be 

relevant to multiple diagnoses. By focusing on only one diagnosis, the model is simplified 

and enhances its fit for that specific condition. However, this approach represents a clear 

trade-off, as it sacrifices the complexity and potential insights that could be gained from 

analyzing the responses in the context of multiple diagnoses. This limitation underscores the 

need for further development of the prediction model to account for the multidimensional 

nature of open-ended responses. In future developments, I aim to develop models that can 

handle the multidimensional aspects of mental health assessments. Incorporating advanced 

techniques such as multi-task learning or introducing algorithms that would allow the 

prediction model to leverage the rich information present in open-ended responses more 

effectively.  

Even though power analysis has been performed to determine a sufficient sample size 

for the model, I realized that the complexity of the mental health representations call for a 

larger sample. The ALIRT model is under informed due to the small sample size, preventing 

me from drawing reliable conclusions. Several model specifications, as confirmatory or bi-

factor models, were neglected due to a lack of data points to sufficiently inform them. To 

enhance the robustness and generalizability of the findings, I will increase the sample size in 

the future and further develop the model in collaboration with the research group. In the 

future, I will have the possibility to explore the most meaningful data representation that 

offers a compromise between a purely data driven approach (i.e., as I established it now) and 

a theory driven approach (i.e., based on predefined diagnostic criteria). This is crucial to 

combine the informational power of the rating scales and defined diagnoses, and add more 

nuanced information obtained by open responses. The presented latent structure suggests that 

the open responses might present unique mental health aspects that are not well reflected in 

the chosen scale. In the future it seems meaningful to expand on the investigated scale and to 

explore if this pattern is consistent over several scales, or if this is an artifact caused by the 

selected scales. As previous research showed, different depression scales capture different 
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aspects of the diagnosis (Fried, 2017). Following the same idea, it might be that the presented 

items capture different aspects of the diagnoses when compared to the SRS.   

Due to the small sample, I did not account for the comorbidities of the participants 

during modeling, which most likely influenced the results. Considering the comorbid 

conditions in future research could provide a clearer understanding of the presented patterns, 

the models accuracy, and provide ecological validity during model training. This will provide 

a more comprehensive assessment framework that mirrors the complexity of real-world 

mental health scenarios. 

A key aspect of the study involves the quantification of word representations using 

natural language processing. It is crucial to discuss and explore which embeddings are 

utilized and whether their size and complexity are appropriate for the task at hand. Large 

language models (LLMs) can sometimes be overly complex and may require careful 

evaluation to ensure they are suitable for the specific application (Bender et al., 2021). 

When these limitations are addressed, there are various covariates that become 

meaningful to focus on in the future. For example, previous research has shown that language 

is influenced by different factors such as gender, age, and educational level (e.g., Meier et al., 

2024; Newman et al., 2008). Another important aspect is the age-associated change of 

subjective experiences when it comes to mental health (Hegeman et al., 2012). Incorporating 

these factors into the model will be meaningful and can further inform the diagnostic process. 

Additionally, other potential covariates like socioeconomic status, cultural background, and 

cognitive abilities could provide a more comprehensive understanding of the influences on 

language on mental health assessment. Considering these factors within the model will not 

only enhance its accuracy but also provide deeper insights that can provide more effective 

and personalized diagnoses. 

 

 

 

 
 
 

https://www.zotero.org/google-docs/?s41IOc
https://www.zotero.org/google-docs/?AHenT2
https://www.zotero.org/google-docs/?ZPCsnT
https://www.zotero.org/google-docs/?ZPCsnT
https://www.zotero.org/google-docs/?vkhcO8
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Conclusion 

Humans naturally describe their state using common language rather than rating their 

thoughts and experiences on a numerical scale. This fundamental difference highlights a 

significant limitation of standardized rating scales (SRS), which often fail to capture the full 

depth and nuance of a person's experiences. SRS can be rigid and reductive, providing a 

constrained view that might not accurately reflect the individual's mental state. 

The ALIRT model aims to overcome these limitations by allowing individuals to 

respond in their own words, thus providing a more nuanced and detailed representation of 

their mental health. This approach utilizes natural language processing to interpret open-

ended responses, capturing the complexity and richness that traditional scales miss. By doing 

so, the ALIRT model offers a more flexible and nuanced assessment of mental health, 

aligning more closely with how individuals naturally communicate their feelings and 

experiences. 

However, while the ALIRT model shows promise, I face many limitations which I 

need to address in the future. The ALIRT model represents a significant step forward, but 

substantial improvements are needed to fully realize its potential. These improvements 

include developing models that account for the multidimensional nature of mental health 

while respecting the latent structure given by the DSM-5, increasing the sample size, and 

addressing comorbidities. Furthermore, refining the natural language processing techniques 

used to quantify open-ended responses is essential to ensure they are both effective and 

appropriate for the specific application. 

Most of these necessary improvements are discussed in this thesis and will guide the 

future development of the ALIRT model. By addressing these limitations and continuing to 

refine the model, I aim to create a more robust and versatile model for mental health 

assessment. 
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Data & Code Availability  

 The data and code is available to the examiners and the evaluator in the respective 

GitHub repository (https://github.com/rebeccaboe/MSc-ALIRT), which will be made public 

for the examination period. The repository includes a comprehensive read.me to guide the 

replication. Additionally, the developed stimulus material/ questionnaires (i.e., Qualtrics 

questionnaire) are available in the same repository. 
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Appendix 

Table A  

Item Bank with Open Response Items  

Item Scale  a / 𝜆 IIC & TIC 

Describe changes, if any, in your 
mood or emotions in the past few 
weeks.  

MDD  a = 1.56 
𝜆 = 0.68 

 

 

Describe a persistent mood or 
emotions you experienced in the past 
few weeks.  

MDD a = 1.96 
𝜆 = 0.76 

Describe your ability to enjoy things 
in the past few weeks.  

MDD a = 2.37 
𝜆 = 0.81 

Describe how your appetite has been 
lately.  

MDD  a = 1.87 
𝜆 = 0.74 

Describe how your sleep has been 
lately.  

MDD  a = 2.02 
𝜆 = 0.76 

Describe how your motivation and/or 
energy level has been lately.  

MDD a = 2.20 
𝜆 = 0.79 

Describe your worries and their 
strength, in the past few weeks.  

GAD  a = 2.32 
𝜆 = 0.81 

 

 

Describe how your mood has 
influenced your behavior in the past 
few weeks.  

GAD a = 2.29 
𝜆 = 0.80 

Describe places or activities you have 
avoided due to anxiety.  

GAD a = 1.84 
𝜆 = 0.73 

Describe your mental health during 
the last two weeks.  

GAD a = 2.64 
𝜆 = 0.84 

Describe how your mental health has 
influenced your behavior in the past 
few weeks.  

GAD a = 1.76 
𝜆 = 0.72 
 

Describe things you have been unable 
to do, concentrate on, make 
decisions on, or carry out due to your 
mental health. 

GAD a = 2.15 
𝜆 = 0.78 

Describe impulsive or risky 
behaviors you have been engaged in 
lately. 

BID a = 2.22 
𝜆 = 0.86 

Describe how your mood has 
influenced your daily life, in the past 
few weeks. 

BID a = 2.92 
𝜆 = 0.83 
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Consider your main mental health 
symptoms, how long have you been 
experiencing them? 

BID a = 2.49 
𝜆 = 0.79 

 

Describe recurring thoughts you 
experienced, and their content, in the 
past few weeks. 

OCD a = 2.08 
𝜆 = 0.78 

 

 

Describe actions or rituals that you 
felt compelled to perform 
repeatedly, in the past few weeks. 

OCD 
 

a = 2.21 
𝜆 = 0.79 

Describe obsessive thoughts or 
compulsions that you attempted to 
resist. 

OCD 
 

a = 2.38 
𝜆 = 0.81 

Describe how your emotions and 
social relations have been influenced 
by your mental health. 

OCD a = 1.93 
𝜆 = 0.75 

Describe your attention during tasks 
or assignments.  

ADHD/ 
ADD 
 

a = 2.05 
𝜆 = 0.77 

 

 

Describe activities of restlessness, 
impulsivity, and ill-considered 
decisions. 

ADHD/ 
ADD 

a = 2.39 
𝜆 = 0.82 

Describe how your attention and 
activity level have influenced your 
social relationships. 

ADHD/ 
ADD 

a = 1.73 
𝜆 = 0.71 

Describe how your attention and 
activity level have influenced your 
work. 

ADHD/ 
ADD 

a = 1.55 
𝜆 = 0.67 
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Describe your typical social 
interaction.  

ASD  
 

a = 1.68 
𝜆 = 0.70 

 

 

Describe activities that you do to 
avoid social interactions.  

ASD  
 

a = 2.43 
𝜆 = 0.82 

Describe overwhelming or 
distressing sensory experiences.  

ASD 
 

a = 2.05 
𝜆 = 0.77 

Describe your feelings when faced 
with changes and routine breaks.  

ASD  
 

a = 2.28 
𝜆 = 0.80 

Describe how you experience social 
relationships.  

ASD 
 

a = 1.71 
𝜆 = 0.71 

Describe your eating habits that 
differ from other people. Consider 
the last week. 

ED a = 2.29 
𝜆 = 0.80 

 

 

Describe your thoughts about food.  ED a = 1.61 
𝜆 = 0.69 

Describe your thoughts about your 
weight, shape, or appearance.  

ED a = 1.54 
𝜆 = 0.67 

Describe the control over your eating 
behavior and related feelings.  

ED a = 2.13 
𝜆 = 0.78 

Describe behaviors and emotions you 
relate to food.  

ED a = 1.93 
𝜆 = 0.75 

Describe the impact your eating 
behaviors have on your daily life and 
relationships.  

ED  
 

a = 2.17 
𝜆 = 0.79 

Describe the circumstances under 
which you use substances. 

SAD a = 1.69 
𝜆 = 0.71 

 

 

Describe your thoughts, behavior, 
and feelings when you are not using 
substances that you typically use. 

SAD a = 2.52 
𝜆 = 0.83 

Describe social, educational, or 
occupational consequences you 
experienced due to your usage of 
substances.  

SAD a = 2.78 
𝜆 = 0.85 

Describe risky behavior that you 
engage in during your usage of 
substances. 

SAD a = 3.84 
𝜆 = 0.91 

Describe your tolerance level towards 
substances.  

SAD a = 2.79 
𝜆 = 0.85 
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Describe impactful event(s) you 
experienced and that are still 
influencing your life. 

PTSD a = 2.02 
𝜆 = 0.77 

 
 

 

Describe thoughts, memories, or 
dreams related to impactful events 
that are influencing your life. 

PTSD a = 2.17 
𝜆 = 0.79 

Describe how your mental health has 
influenced your work performance 
in the past few weeks. 

PTSD a = 1.73 
𝜆 = 0.72 

Describe how your body felt in the 
past few weeks. Think about physical 
symptoms that have relevance for you. 

PTSD a = 1.80 
𝜆 = 0.73 

When did you first notice difficulties 
in relation to your main mental health 
issues? 

PTSD a = 2.02 
𝜆 = 0.76 

Note. a - Item Discrimination. 𝜆 - Factor Loading. IIC - Item Information Curve. TIC - Test Information Curve. 
Rows marked with a gray background are excluded items. MDD - Major Depression Disorder. GAD - 
Generalized Anxiety Disorder. BiD - Bipolar Disorder. OCD - Obsessive Compulsive Disorder. ADHD/ADD - 
Attention-Deficit/Hyperactivity Disorder. ASD - Autism Spectrum Disorder. ED - Eating Disorder. SAD - 
Substance Abuse Disorder. PTSD - Post-traumatic Stress Disorder.   
 
 


