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If in other sciences we should arrive at certainty without doubt and
truth without error, it behooves us to place the foundations of knowledge
in mathematics.

Roger Bacon (1214-1294)

“Opus Majus”, Book 1, Chapter 4





Abstract

Sum rules and physical limitations within electromagnetic theory and antenna theory
have received significant attention in the last few years. However, the derivations
are often relying on application specific and sometimes unsupported assumptions,
and therefore a mathematically rigorous and generally applicable approach seems
timely. Such an approach is presented in this thesis, along with examples and all
the necessary proofs. The approach is also applied in the thesis to derive sum rules
and physical limitations on electromagnetic spherical wave scattering. This has not
been done before, despite the widespread use of spherical wave decompositions. For
example, spherical waves and the antenna scattering matrix provide a complete
and compact description of all the important properties of an antenna, are crucial
parts in spherical near-field antenna measurements, and have been used recently
to model antenna-channel interaction and multiple-input multiple-output (MIMO)
communication systems. This thesis is also the first to present a method to estimate
spherical wave coefficients from propagation channel measurements.

The results of this thesis can roughly be divided into three categories: Firstly,
a general approach to derive sum rules and physical limitations on input-output
systems based on the assumptions of causality and passivity is presented (Paper I).
Secondly, sum rules and physical limitations on the scattering and matching of elec-
tromagnetic spherical waves are derived, and the implications for antennas are ex-
plored (Paper II–IV). Thirdly, a method to estimate spherical wave coefficients from
channel measurements, and the results of a measurement campaign, are presented
and analysed (Paper V).

The thesis consists of a General Introduction and five appended papers. In
Paper I, the general approach to derive sum rules and physical limitations for passive
systems is presented, together with the necessary proofs. The derivations rely on
the connection between passive systems and Herglotz functions in conjunction with
a set of integral identities for that class of functions. The procedure is described
thoroughly, and exemplified with examples from electromagnetic theory.

In Paper II, physical limitations for scattering and absorption of electromagnetic
spherical waves are derived, using the approach presented in Paper I. The time do-
main versions of the spherical waves are used to rigorously describe passive scatterers
and find the corresponding Herglotz functions, whereas the frequency domain coun-
terparts are used to derive sum rules and physical limitations. The limitations imply
that the diagonal elements of the scattering matrix, which relate the coefficients of
the incoming and outgoing waves, cannot be arbitrarily small over a whole frequency
interval; the bounds depend on the fractional bandwidth as well as the size, shape
and static material properties of the scatterer. Physical interpretations of the re-
sults are given, and numerical examples for nanoshells and some small antennas are
included.

In Paper III, limitations on broadband matching of spherical waves, i.e. optimal
matching bounds of an antenna radiating a specific spherical wave, are presented. It
is shown how the optimal matching problem is identical to the closely related, and
yet very different problem of finding the scattering limitations for a homogeneous
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sphere in its high-contrast limit. The scattering view yields explicitly the necessary
low-frequency asymptotics of the reflection coefficient, something that appears to
be non-trivial to derive from the classical network point of view.

In Paper IV, the results of Paper II and Paper III are improved on by de-
riving limitations for scattering of higher order electromagnetic spherical waves
(quadrupoles, octopoles and so forth). Moreover, the implications for antennas
are investigated further, and it is shown how the limitations place bounds on the
antenna scattering matrix. Comparisons to other types of antenna limitations are
given, and numerical simulations for two folded spherical helix antennas and a di-
rective Yagi-Uda antenna are included to illuminate and validate the theory.

In Paper V, a method to estimate spherical wave coefficients from channel mea-
surements with a 3D positioner is presented. Results from a measurement campaign
are presented and analysed. One conclusion is that using randomly positioned mea-
surements within a volume is less sensitive to noise than using only measurements
on the surface.

The General Introduction provides more detailed background for the appended
papers: Dispersion relations, sum rules and physical limitations are discussed; elec-
tromagnetic spherical waves, the antenna scattering matrix, and their use within
antenna measurements and modelling of antenna-channel interaction and MIMO
are reviewed; an overview on previous approaches to physical limitations in antenna
theory is also included. The contributions of the appended papers are summarized
in this context, and some outlook for the future is given.

vi



Populärvetenskaplig sammanfattning

I avhandlingen presenteras nya teoretiska och experimentella metoder för att ana-
lysera spridning av elektromagnetiska v̊agor, framförallt med fokus p̊a antenner
och tr̊adlös kommunikation. Oavsett det handlar om radio- och TV-sändningar,
mobiltelefoni, tr̊adlösa datornätverk, eller radar, s̊a är antenner oumbärliga; de är
nämligen länken mellan de elektromagnetiska v̊agorna och elektroniken i appara-
terna. En antenningenjör måste uppfylla m̊anga krav samtidigt, och till sin hjälp
har hon b̊ade mätutrustning och beräkningsprogramvara. Icke desto mindre s̊a kan
först̊aelse och intuition baserat p̊a grundläggande fysik ocks̊a vara till nytta, men
p̊a grund av antenners m̊anga varierande skepnader och användningsomr̊aden kan
det vara sv̊art att dra generella teoretiska slutsatser. Ett sätt att änd̊a göra detta
är genom att härleda s̊a kallade fysikaliska begränsningar, som beskriver vad som
g̊ar, och vad som inte g̊ar, att uppn̊a. Begränsningarna kan ge en först̊aelse för
vilka faktorer som begränsar prestanda, och även antyda om det finns möjligheter
till förbättring eller inte. De senaste åren har mycket forskning tillägnats fysikaliska
begränsningar inom antennteori, och mer allmänt inom teori för spridning av elektro-
magnetiska v̊agor.

Precis som v̊agrörelsen p̊a en gitarrsträng kan delas upp i grundton och övertoner,
s̊a kan ocks̊a elektromagnetiska v̊agor delas upp i mindre best̊andsdelar, s̊a kallade
sfäriska v̊agor. I avhandlingen härleds fysikaliska begränsningar för hur olika objekt
kan interagera med dessa sfäriska v̊agor. Resultaten är att bara en begränsad mängd
effekt kan absorberas fr̊an en sfärisk v̊ag över ett frekvensband, och hur mycket som
kan absorberas beror p̊a objektets storlek, form och materialegenskaper. Detta ger
begränsningar även p̊a antennprestanda, eftersom man vill att en mottagande an-
tenn ska kunna absorbera effekt över ett brett frekvensband. P̊a motsvarande sätt
finns ocks̊a begränsningar för sändande antenner. Det bör dock nämnas att resul-
taten inte är begränsade till antenner, utan gäller för helt allmänna objekt. Ett
intressant exempel, som ocks̊a tas upp i avhandlingen, är ljusabsorberande nano-
partiklar.

En anledning till att sfäriska v̊agor studeras är att de används flitigt inom antenn-
teori, till exempel för att modellera multipelantennsystem (eller MIMO-system,
fr̊an engelskans multiple-input multiple-output). Multipelantennsystem har börjat
användas mer och mer p̊a senare tid för att öka prestandan i tr̊adlösa system och
tillfredsställa den ökande efterfr̊agan p̊a höga överföringshastigheter. Sfäriska v̊agor
är ocks̊a mycket viktiga i bearbetning och tolkning av data fr̊an antennmätningar.
Däremot har de aldrig tidigare använts för att tolka data fr̊an mätningar av tr̊adlösa
kanaler (allt det som finns emellan sändar- och mottagarantennerna). Att göra det
kan ge en beskrivning av kanaler som passar beskrivningen av antennerna. En s̊adan
mätmetod presenteras i den här avhandlingen; mätningar har genomförts och data
analyserats, och en slutsats som dras är att det är bättre att placera mätpunkterna
i en volym än p̊a en yta för att effekterna av mätbrus ska minimeras.

I avhandlingen presenteras ocks̊a en allmän metod att härleda fysikaliska begräns-
ningar. Många tidigare härledningar vilar p̊a alltför specifika, och ibland ogrundade,
antaganden. Det antagande som används här är endast att processen man beskriver
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är passiv, det vill säga att energi inte produceras. S̊a är fallet för m̊anga fysikaliska
processer, till exempel för traditionella antenner. Metamaterial är ett samlingsnamn
för konstgjorda material som har extraordinära elektriska egenskaper, och här har
metoden med fysikaliska begränsningar använts för att utreda vad som är teoretiskt
möjligt och inte. I avhandlingen ges ocks̊a fler exempel p̊a hur metoden används
inom elektroteknik, men även processer inom andra fysik- och teknikomr̊aden kan
analyseras p̊a samma vis. Kärnan i metoden är en samling integralidentiteter för
Herglotzfunktioner, en funktionsklass som är intimt förknippad med passiva pro-
cesser. Alla nödvändiga matematiska bevis presenteras i avhandlingen, vilket ställer
metoden p̊a en stabil grund.
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1 Introduction

1.1 Background

Electromagnetic waves are modelled by Maxwell’s equations, which were published
by Maxwell in 1865 [67]. The first experimental verification came in 1886, when
Hertz was able to use a wire to induce sparks in the gap of a loop, thus realizing
a half-wave dipole antenna and a resonant loop antenna [53]. Since then, electro-
magnetic waves have been employed for various forms of wireless communication,
such as communication with ships and other vessels, radio and TV broadcasting,
and during the last decades for wireless computer networks and hand-held mobile
terminals. Other applications for electromagnetic waves range from everything be-
tween cavities in particle accelerators to household use of microwaves for re-heating
yesterday’s dinner. Various types of imaging techniques relying on electromagnetic
waves are widely used for military, industrial and medical purposes, where radar
and x-ray imaging are two of the most well-known.

Antennas are a vital part of any wireless communication system, since they
constitute the link between the electromagnetic waves and the electronics of the
devices. The following definition can be found in IEEE Standard Definitions of
Terms for Antennas [2]:

Antenna. That part of a transmitting or receiving system that is designed to ra-
diate or to receive electromagnetic waves.

See Figure 1 for an illustration. The term “antenna” is used throughout this thesis,
instead of the term “aerial,” which is common in British English.

An antenna designer faces a heap of practical challenges, such as fine-tuning
the resonance frequency and impedance of the antenna at the same time as the
antenna must meet power and size constraints and be compatible with the rest of
the device and its usage scenario. Numerical simulations and practical measurements
are vital tools for an antenna engineer, and both numerical algorithms and computer
power as well as measurement procedures and equipment are constantly improved.
Nonetheless, theoretical understanding and intuition based on the underlying physics
can also be very beneficial. However, because of the complexity of antennas and
wireless communication, it can be hard to reach general theoretical conclusions.
Even so, one approach to do so is to derive physical limitations, which state what can
and what cannot be achieved. The limitations can be used to understand the trade-
off between performance and various constraints, such as size and materials, and
also indicate if there is room for improvement or not. Limitations on antennas were
introduced by Wheeler [106] and Chu [16] in 1947 and 1948, respectively. Closely
related are the Fano limitations on broadband matching of arbitrary impedances
from 1950 [24]. Since these pioneering results, a significant amount of research has
been devoted to this topic.

Physical limitations on antennas are examples of limitations on electromagnetic
scattering and absorption; more generally, such limitations state that certain objects
can only provide limited interaction with electromagnetic waves. For example, it
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antenna

radiated 
electromagnetic
waves

Figure 1: Illustration of an antenna and radiated electromagnetic waves.

seems intuitive that objects which are small compared to the wavelength can only
disturb the wave to a limited extent. Two early publications discussing these issues
are [79] by Purcell and [11] by Bohren and Huffman; their derivations fall back
on the Kramers-Kronig dispersion relations, which were derived independently by
Kramers [60] and Kronig [19] and specify realizable frequency behaviour of the
complex refractive index, see e.g. [63]. Recently, limitations on radar-absorbers [80]
and high-impedance surfaces [13] have been derived with similar methods as Fano’s
matching limitations [24]. In his thesis [96], Sohl derived general limitations on
electromagnetic scattering, and also applied the results to antenna theory.

A common feature of the physical limitations mentioned in the previous para-
graph is that they are at some point dependent on holomorphic properties of the
functions involved. Many physical processes are modelled as input-output systems;
there is a cause (the input) and an action (the output). For example, the electric
voltage over a resistor causes a current to flow in it, a force applied to an elastic
body produces a deformation, and an increase in the temperature of a confined gas
results in a higher pressure. Many physical systems satisfy two very basic assump-
tions; causality (the output cannot precede the input) and passivity (the system
cannot produce energy). It is well-known that the transfer functions of causal and
passive systems have some beneficial holomorphic properties that allow dispersion
relations, sum rules and physical limitations to be derived. However, the derivations
are often relying on application specific and sometimes unsupported assumptions.
A more generally applicable approach to derive sum rules and physical limitations
seems timely.

When studying electromagnetic scattering, it is sometimes beneficial to decom-
pose the fields in electromagnetic vector spherical waves [73] (also referred to as
partial waves, TM- and TE-modes or electric and magnetic multipoles). Apart from
being used for analysing scattering by spherical particles (Mie theory), spherical
waves are also used in the T-matrix method, which can deal with single scatter-
ers, composite scatterers, and systems of scatterers [64, 70]. Electromagnetic vector
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spherical waves also provide a complete and compact description of the transmit-
ting, receiving, and scattering properties of an antenna in terms of the antenna
scattering matrix. Furthermore, spherical waves are crucial in data-processing in
spherical near-field antenna measurements, since they provide the means to de-
termine the far-field radiation pattern of the antenna under test from measured
near-field data [44, 62]. Despite the wide-spread use of spherical wave decompo-
sitions, however, there are no previously derived physical limitations on spherical
wave scattering.

The demand for higher data-rates in wireless communication is growing quickly,
and one way to increase performance is to employ multiple antennas at both the
transmitter and receiver side, so called multiple-input multiple-output (MIMO) tech-
nology. Information capacity can increase linearly with the number of antennas, but
this demands that the antennas and propagation environment (the channel) are such
that the system can make use of several degrees of freedom to transmit and receive
independent data streams [77]. Since the number of degrees of freedom depend both
upon the antennas and the propagation channel, it is desirable to separate these two
influences in modelling and measurements. One approach to do so is the double-
directional channel model, which describes the channel in terms of plane waves,
or multi-path components [72]. In his thesis [28], Alayón Glazunov instead used
spherical waves to model antenna-channel interaction and the available degrees of
freedom in MIMO systems. This has also been done by others, see e.g. [69, 71]. One
benefit is that spherical waves form a basis for the electric and magnetic fields, and
provide a compact description of the properties of an antenna. However, there are
no previous publications where spherical waves are used within propagation channel
measurements.

1.2 Problem statement and outline

The ambition of this thesis is threefold:

1. Provide a general and mathematically rigorous approach to derive sum rules
and physical limitations on input-output systems based on the assumptions of
causality and passivity (Paper I).

2. Derive physical limitations on scattering and matching of electromagnetic
spherical waves and explore the implications for antennas (Papers II–IV).

3. Implement, carry out, and evaluate a measurement campaign to estimate
spherical wave coefficients from channel measurements (Paper V).

The outline of the rest of this General Introduction is the following: Dispersion
relations, sum rules and physical limitations are discussed in Section 2, and the
contributions of Paper I are summarized. Section 3 briefly reviews electromagnetic
vector spherical waves, spherical near-field antenna measurements, and modelling
of antenna-channel interaction and MIMO, and Paper V is summarized in this con-
text. Section 4 gives a brief overview of physical limitations in antenna theory, also
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Figure 2: The propagation of light through a prism is an example of a
dispersive (frequency-dependent) process. Since the refractive index of the
prism depends on the frequency (or wavelength) of the light, the white light
is decomposed into different colours. The illustration is used under license
http://creativecommons.org/licenses/by-sa/3.0/de/deed.en.

including the results of Papers II–IV. Finally, conclusions and outlook is given in
Section 5.

2 Dispersion relations, sum rules, and physical

limitations

In the physical sciences, there is an ambition to model various aspects of nature, and
many physical processes are modelled as input-output systems; there is a cause (the
input) and an action (the output). The input and output are commonly functions
of time, t (with unit seconds, s), but in many applications it is more convenient
to analyse physical systems in the frequency domain, where the input and output
are instead functions of the angular frequency ω (with unit Hertz, Hz = s−1). A
frequency-dependent physical process is called dispersive; consider for example the
propagation of light through a prism, see Figure 2. Since the refractive index of
the prism depends on the frequency (or wavelength) of the light, the white light is
decomposed into different colours.

One way to study dispersive systems is to derive dispersion relations, which de-
scribe realizable frequency dependence. Dispersion relations are often tightly linked
to the assumption of causality, which means that the output of the system cannot
precede the input. In some cases, sum rules can be derived from the dispersion
relations. In general, a sum rule relates a sum or integral (which is a generalized
sum) to some known quantity. However, to derive sum rules requires additional
assumptions, apart from causality, on the system.

Many physical systems are passive, which means that the systems cannot produce
energy. In Paper I, a general and straightforward approach to derive sum rules for
passive systems is presented. It is also shown that the sum rules for passive systems
can in turn be used to derive physical limitations, which state what can and cannot
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Figure 3: An input-output system where the operator R relates the output signal
u(t) to the input signal v(t), see (2.1).

be expected from the systems. The approach relies on the well-known connection
between passive systems and Herglotz functions, a class of holomorphic functions
with some beneficial properties.

Dispersion relations, sum rules and physical limitations are described in more
detail in this section. First, in Section 2.1, general systems in convolution form are
discussed. Section 2.2 describes causality and its connection to dispersion relations.
Passive systems and Herglotz functions are reviewed in Section 2.3. These three
sections provide the necessary background to Section 2.4, which summarizes the
general approach put forth in Paper I to derive sum rules and physical limitations
for passive systems. The background in Sections 2.1–2.3 is largely inspired by the
excellent books [112, 113] by Zemanian, [76] by Nussenzveig, and [56, 57] by King.

2.1 Systems in convolution form

Systems in convolution form, which are a subset of more general input-output sys-
tems, are discussed in this section. The name comes from the fact that the output
is given by convolution of the input with the impulse response, which contains all
information about the system in the time domain. The counterpart in the frequency
domain is the transfer function, which will play a key role in the dispersion relations
in Section 2.2. In this section, it will be seen that the convolution form is closely
related to three assumptions: linearity, continuity and time-translational invariance.

As already mentioned, many physical systems are modelled as input-output sys-
tems, i.e. rules assigning an output signal u(t) to every input signal v(t):

u(t) = Rv(t), (2.1)

whereR is an operator. The system may be thought of as a “black box”, see Figure 3.
It is desirable to allow u and v to be generalized functions, or distributions, i.e. the
domain D(R) of the operator R is some subset of the set of distributions D′. This
allows the modelling of functions having point support, i.e. pulses delivering non-
zero amounts of energy in a single moment. Furthermore, the distributional setting
works well when moving between the time and frequency domains, as discussed
below. An introduction to distribution theory can be found e.g. in the books [87]
and [33], while e.g. [21, 54, 85, 86, 112] are more thorough treatises.

A completely arbitrary system can of course relate the input signal to the output
signal in a completely arbitrary way. However, many physical systems satisfy some
basic assumptions:
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Linearity: The system (2.1) is linear if

R(C1v1 + C2v2)(t) = C1Rv1(t) + C2Rv2(t),

for all scalars C1, C2 and all admissible input signals v1, v2 ∈ D(R). Intuitively,
linearity means that the output is doubled if the input is doubled.

Continuity: An operator is continuous if

lim
j→∞

vj = v ⇒ lim
j→∞
Rvj = Rv,

where {vj}∞1 is a sequence of input signals in D(R). Here the limits must
be interpreted in the correct sense and depend on the input vj and output
Rvj, respectively [112]. A simplified interpretation of continuity is that a
small perturbation in the input signal only leads to a small perturbation in
the output signal.

Time-translational invariance: The system (2.1) is time-translational invariant
if R maps v(t−T ) to u(t−T ), for all T ∈ R, whenever it maps v(t) to u(t). In
other words, delaying the input signal simply delays the output signal. A time-
translational invariant system is “non-aging”, meaning that an experiment
yields the same result regardless of the time when it is conducted.

It can be shown that a system satisfies these assumptions if and only if it is in
convolution form, (cf. Theorem 5.8-2 in [112] and pages 134–140 in [87]):

u(t) = w ∗ v(t) =

∫
R
w(t′)v(t− t′) dt′, (2.2)

where the second equality holds if v and w are integrable functions. Otherwise,
convolution is defined in a more general way, see Chapter 5 in [112]. The generalized
function w is called the impulse response of the system, and it contains a complete
description of the properties of the system in the time domain.

In many applications, it is desirable to study physical systems in the frequency
domain. This implies use of the Fourier transform, which is defined by

f̃(ω) = (Ff)(ω) =

∫
R
f(t)eiωt dt (2.3)

for integrable functions f ∈ L1. In this case the Fourier transform of (2.2) is

ũ(ω) = w̃(ω)ṽ(ω), (2.4)

where the transfer function is the transformed impulse response,

w̃(ω) = (Fw)(ω),

and ṽ = Fv and ũ = Fu are the transformed input and output signals, respec-
tively. Throughout the thesis, e denotes Euler’s number (the base of the natural
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Figure 4: An input-output system in convolution form, where the input and output
signals are related by the impulse response w(t) in the time domain, see (2.2), and
by the transfer function w̃(ω) in the frequency domain, see (2.4).

logarithms), and i denotes the imaginary unit, i2 = −1. Equation (2.4) reveals
one reason to study systems in the frequency domain; multiplication is in general
preferable over convolution. Just as the impulse response w completely describes
the system, so does also the transfer function w̃. The Fourier transform can be
extended to cover some, but not all, distributions; those distributions f(t) that
grow exponentially for large |t| must be excluded. However, the Fourier transform
of a distribution f(t) in S ′ ⊆ D′, where S ′ denotes distributions of slow growth,
is well defined and also a distribution f̃(ω) in S ′ [33, 112]. If in addition w or v
e.g. have compact support, the system (2.2) is mapped to (2.4) under the Fourier
transform [112]. An illustration of an input-output system in convolution form can
be found in Figure 4.

2.2 Causality and dispersion relations

As mentioned in the introduction, a physical process which depends on the fre-
quency is called dispersive. Relations for the realizable frequency dependence for
the transfer function (and therefore on the system as a whole) are called disper-
sion relations, where the Kramers-Kronig relations for the refractive index [63] have
already been mentioned. Apart from the assumptions of linearity, continuity and
time-translational invariance (which are equivalent to convolution form), dispersion
relations also require another assumption: causality. This is the topic of the present
section.

For many physical systems it is obvious that causality holds, since the action
cannot precede the cause. The precise definition of causality used here is

Causality: The system (2.1) is causal if, for all t0,

v1(t) = v2(t), for t < t0 ⇒ Rv1(t) = Rv2(t), for t < t0.

For systems in the convolution form (2.2), causality is equivalent to

w(t) = 0, for t < 0.

Causality means that the output can only depend on previous values of the
input. In other words, the system cannot predict the future.

The starting point to derive dispersion relations for causal systems is often Titch-
marsh’s theorem [76, Theorem 1.6.1], [56, Section 4.22]:
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Theorem 2.1 (Titchmarsh’s theorem). Let f̃(ω) be a square-integrable function
(f̃ ∈ L2) on the real line, i.e. ∫

R
|f̃(ω)|2 dω <∞.

If f̃(ω) satisfies one of the four conditions below, then it fulfils all four of them and
f̃(ω) is called a causal transform.

1. Its inverse Fourier transform f(t) vanishes for t < 0.

2. The real and imaginary parts of f̃ satisfy the first Plemelj formula:

Re f̃(ω) = − 1

π
lim
ε→0

∫
|ω−ξ|>ε

Im f̃(ξ)

ω − ξ
dξ. (2.5)

3. The real and imaginary parts of f̃ satisfy the second Plemelj formula:

Im f̃(ω) =
1

π
lim
ε→0

∫
|ω−ξ|>ε

Re f̃(ξ)

ω − ξ
dξ. (2.6)

4. The function f̃(ω+ iσ) is a holomorphic function in the open upper half-plane
C+ = {ω + iσ : ω ∈ R, σ > 0}. Furthermore, it holds that

f̃(ω) = lim
σ→0+

f̃(ω + iσ), for almost all ω ∈ R,

and ∫
R
|f̃(ω + iσ)|2 dω <∞, for σ > 0.

The Plemelj formulae is an example of a Hilbert transform pair; the Hilbert
transform H is defined for functions F (x) on R that are e.g. square-integrable and
locally integrable, as:

HF (x) =
1

π
lim
ε→0

∫
|x−ξ|>ε

F (ξ)

x− ξ
dξ, (2.7)

see e.g. [56, 65]. Its inverse, under the above assumptions on F , is

F (x) = − 1

π
lim
ε→0

∫
|x−ξ|>ε

HF (ξ)

x− ξ
dξ. (2.8)

The functions F (x) and HF (x) in (2.7)–(2.8) are called a Hilbert transform pair.
In this thesis, the name dispersion relations is reserved for the type of relations

where a function of frequency is related to the integral of another function, as
for example the real and imaginary parts of f̃(ω) are related in the two Plemelj
formulae (2.5)–(2.6). This is in accordance with the references [57, 76]. Dispersion
relations for physical systems can be derived by letting the function f̃(ω) be the
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transfer function of the system, w̃(ω). For example, the Kramers-Kronig relations
for the electric susceptibility χ(ω) are found by letting χ = f̃(ω) [57]. The electric
susceptibility is related to the complex refractive index n as n =

√
1 + χ, for non-

magnetic materials. The relations (2.5)–(2.6) can be used as consistency checks for
measurements and material models.

Titchmarsh’s theorem can be extended to cover other functions and distributions
than those in L2, which is often necessary: A function in L2 can be interpreted as
a function of finite energy, and for this reason the input and output signals are
frequently assumed to be in L2. The transfer function w̃, on the other hand, need
in general not be in L2. The extension of Titchmarsh’s theorem for many regular
functions f̃ /∈ L2 can be handled with subtractions [57, 76]. Furthermore, there is
also a version of the theorem for distributions of slow growth f̃ ∈ S ′, in which case
the right-hand sides of the Plemelj formulae (2.5)–(2.6) are convolutions with the
Cauchy principal value distribution (see [76, Section 1.8] or [57, Section 17.3]).

Additional dispersion relations can be derived by exploiting the holomorphic
properties of w̃(ω+ iσ) in the open upper half-plane due to point 4 in the theorem,
see [57, 76] and references therein. A holomorphic function (sometimes referred to
as an analytic function) is a function of the complex variable z = ω + iσ that is
complex-differentiable. As a result, very powerful tools from complex analysis, such
as the Cauchy integral formula and theorem, can be employed. For an introduction
to complex analysis, see e.g. [3, 32].

Furthermore, sum rules can be derived in some cases [57, 76]. Instead of relating
functions to each other as the dispersion relations do, a sum rule relates a sum or in-
tegral (which is a generalized sum) to a fixed value. However, as already mentioned
in the introduction, these derivations often rely on assumptions that are specific for
each case. When the transfer function is not a regular function, the derivations be-
come very cumbersome. A more straight-forward and generally applicable approach
would be useful, and such an approach is presented in Section 2.4 (and in detail in
Paper I). It relies solely on the assumption that the process under consideration is
passive, which evidently holds for many physical systems. Moreover, the sum rules
for passive systems can in turn be used to derive physical limitations.

2.3 Passive systems and Herglotz functions

In this section, the notion of passive systems in convolution form is presented. It is
shown that the transfer functions of passive systems can be related to Herglotz func-
tions, and that these functions fulfill a representation formula which is similar to the
Plemelj formulae in Titchmarsh’s theorem. Later, in Section 2.4, the representation
is used in the approach to derive sum rules for passive systems.

Passivity means that the system cannot produce energy, and hence the energy
content of the output signal is limited to that of the input. Depending on how
the power and energy is modelled, the definition of passivity comes in two different
forms, with names borrowed from electric circuit theory:

Admittance-passivity: The system (2.2) is admittance-passive if the energy ex-
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Figure 5: Here the input V (t) is the electric voltage over the load, and the output
I(t) = RadmV (t) is the electric current running through it. They are related by the
admittance operator Radm of the load. The absorbed energy is given by (2.9).

pression

eadm(T ) = Re

∫ T

−∞
u∗(t)v(t) dt (2.9)

is non-negative for all T ∈ R and v ∈ D.

Scatter-passivity: The system (2.2) is scatter-passive if the energy expression

escat(T ) =

∫ T

−∞
|v(t)|2 − |u(t)|2 dt (2.10)

is non-negative for all T ∈ R and v ∈ D.

Here the superscript ∗ denotes the complex conjugate. Only smooth input signals of
compact support, v ∈ D, are considered in order for the integrals to be well-defined.
However, this is often enough to ensure that the corresponding energy expressions
are non-negative also for other admissible input signals v ∈ D(R). In the remainder
of this General Introduction, a system or operator that is either admittance-passive
or scatter-passive is simply referred to as passive.

If the input v(t) = V (t) is the electric voltage (divided by 1 volt) over a load
and the output u(t) = I(t) = RadmV (t) is the electric current (divided by 1 ampere)
running through it, then the operator Radm is the admittance operator, see Figure 5.
In this case, the electric energy absorbed by the load until time T is given by (2.9)
(for v ∈ D), and thus the admittance operator of a passive circuit element is an
admittance-passive operator. Note that admittance-passivity might as well have
been called impedance-passivity, since the current could equally well have been the
input and the voltage the output in the example.

Now let the input v be the amplitude of the voltage wave travelling towards the
load (measured by the load), v = (V + I)/2, and let the output u be the amplitude
of the reflected wave, u = Rscatv = (V − I)/2, see Figure 6. Here the operator Rscat

is the scattering (or reflection) operator, and the absorbed energy is given by (2.10)
(for v ∈ D). Hence, passive scattering operators are scatter-passive.

Note that the input and output signals are assumed to be complex-valued in the
preceding paragraphs. Observable quantities in the real world are real, but even
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Figure 6: In this case, the input v(t) and output u(t) are the amplitudes (measured
by the load) of the voltage waves traveling towards and from the load, respectively.
They are related by the scattering (or reflection) operator Rscat. The absorbed
energy is given by (2.10).

real physical processes can sometimes be modelled with complex-valued functions in
the time domain. For example, consider signals that are almost time-harmonic with
amplitudes varying over a timescale much larger than the dominating frequency.
Another example is the scattering of elliptically polarized electromagnetic plane
waves, see Section 4.3.

Passivity has far-reaching implications on the physically realizable behaviour of
a system. One consequence is that a passive system must also be causal. Another is
that the impulse response w is a distribution of slow growth, w ∈ S ′, and therefore
Fourier transformable in the distributional sense, as discussed above. Combined, it
guarantees that the transfer function w̃(ω + iσ) is well-defined in the open upper
half-plane (σ > 0), and that it is holomorphic there. For conciseness, the notation
z = ω + iσ, with ω = Re z and σ = Im z, is used from now on.1 Furthermore, the
following theorem can be proved (cf. Theorem 3.1 in Paper I and references therein):

Theorem 2.2. Let R = w∗ be a convolution operator and let w̃ be the transfer
function given by (2.3). If R is admittance-passive, then Re w̃(z) > 0 for Im z > 0.
If R is scatter-passive, then |w̃(z)| 6 1 for Im z > 0. In both cases, w̃ is holomorphic
in the open upper half plane {z : Im z > 0}.

The properties of scatter-passive systems were derived by Youla et al. in [110],
while the results for admittance-passivity were presented by Zemanian in [111]; the
connection between them was discussed by Wohlers and Beltrami in [107]. Both
passivity concepts have been generalized to more general Banach-space-valued dis-
tributions, see [113] and references therein.

The transfer function of a passive systems can be related to a Herglotz function,
which is defined as follows (see also Figure 7):

Definition 2.1. A Herglotz function h is a holomorphic function mapping the open
upper half plane {z : Im z > 0} into the closed upper half plane {z : Im z > 0}.

Herglotz functions are sometimes referred to as Nevanlinna [50], Pick [21], or R-
functions [55]. They are closely related to positive harmonic functions and the Hardy

1Note that in Paper I, the notation instead allows the angular frequency ω = ω′ + iω′′ to take
complex values, where ω′ = Reω and ω′′ = Imω.
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Figure 7: A Herglotz function h is a holomorphic function, mapping the open
upper half plane {z : Im z > 0} into the closed upper half plane {z : Im z > 0}.

space H∞(C+) [22], and appear within a wide range of problems, see e.g. [4, 5, 51].

For an admittance-passive system, a Herglotz function is simply given by

h(z) = iw̃adm(z). (2.11)

For a scatter-passive system, a Herglotz function can be found by applying the
inverse Cayley transform z 7→ (iz+ i)/(1− z) to w̃scat(z), which is nothing else than
moving from reflection coefficient to admittance in circuit theory, cf. Figure 5–6.
Alternatively, the complex logarithm may be used:

h(z) = −i log

(
w̃scat(z)

B(z)

)
, (2.12)

which first requires the complex zeros zn of w̃scat(z) in the open upper half plane to
be factored out with a Blaschke product:

B(z) =

(
z − i

z + i

)k ∏
zn 6=i

|z2
n + 1|
z2
n + 1

z − zn
z − z∗n

. (2.13)

Here the complex zeros zn are repeated according to their multiplicity, and k > 0
is the order of the possible zero at z = i, see Paper I for details. Moreover, the
composition of two Herglotz functions is also a Herglotz function, a fact that can
be useful when deriving sum rules and limitations. It should be mentioned here
that some authors prefer the Laplace transform and the related function class of
Positive Real (PR) functions over the Fourier transform and Herglotz functions, see
Paper III.

There is a representation theorem for all Herglotz functions, which resembles the
Plemelj formulae (2.5) and the Hilbert transform (2.7):

Theorem 2.3. A necessary and sufficient condition for a function h to be a Herglotz
function is that

h(z) = βz + α +

∫
R

(
1

ξ − z
− ξ

1 + ξ2

)
dµ(ξ), Im z > 0, (2.14)

where β > 0, α ∈ R and µ is a positive Borel measure such that
∫
R dµ(ξ)/(1 + ξ2) <

∞.
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Figure 8: The german mathematician Gustav Herglotz (1881–1953) in the year
1930. The photograph is courtesy of Konrad Jacobs, reproduced here under license
http://creativecommons.org/licenses/by-sa/3.0/de/deed.en.

The representation theorem is commonly attributed to Nevanlinna’s paper [74],
but it was presented in its final form by Cauer in [15]. See also [5] for a proof and
discussion. The theorem follows from a similar representation theorem for positive
harmonic functions on the unit disk due to Herglotz [52], hence the name Herglotz
functions. A photograph of Gustav Herglotz can be found in Figure 8.

The representation (2.14) is in some sense a dispersion relation, since the measure
µ can be interpreted as the imaginary part of h, see Lemma 4.1 in Paper I and
the discussion following the lemma. For example, when the measure is given by a
continuous function µ′(ξ), i.e. dµ(ξ) = µ′(ξ) dξ, then limσ→0+ Imh(ω + iσ) = µ′(ω)
for almost all ω ∈ R. The Lebesgue integral over the measure µ in (2.14) is a
generalization of the Riemann integral, and often appears in representation theorems
such as Theorem 2.3. The interested reader can find an introduction to measure and
integration theory in e.g. [8, 81].

2.4 Sum rules and physical limitations for passive systems

In this section, the general approach presented in Paper I to derive sum rules and
constraints based on the previous results is summarized. From the representation
theorem, it follows that all Herglotz functions have low- and high-frequency asymp-



16 General Introduction

Figure 9: The Stoltz domain used in the low- and high-frequency asymptotic
expansions (2.15)–(2.16): {z : θ 6 arg z 6 π − θ} for some θ ∈ (0, π/2].

totic expansions of the forms:

h(z) =
2N−1∑
n=−1

anz
n + o(z2N−1), as z→̂0, (2.15)

h(z) =
m=1∑

1−2M

bmz
m + o(z1−2M), as z→̂∞, (2.16)

where all an, bm ∈ R and N,M > 0. The Landau symbols o (little-o) and O (big-
O) are used throughout this thesis, cf. [47]. Here z→̂0 is a short-hand notation for
|z| → 0 in the Stoltz domain θ 6 arg z 6 π−θ for any θ ∈ (0, π/2], see Figure 9, and
likewise for z→̂∞. The Stoltz domain ensures that the low-frequency asymptotic
expansion only depends on the behaviour of the physical system for arbitrarily large
times. Similarly, the high-frequency asymptotic expansion is determined by the
response of the physical system for arbitrarily short times, cf. Section 3 of Paper I.

At the core of Paper I are the following integral identities for a Herglotz function
h:

lim
ε→0+

lim
σ→0+

1

π

∫
ε<|ω|<ε−1

Imh(ω + iσ)

ωp
dω = ap−1−bp−1, p = 2−2M, 3−2M, . . . , 2N.

(2.17)
The left-hand side of (2.17) is the integral of Imh(ω)/ωp in the distributional sense,
i.e. contributions from possible singularities in the interval (0,∞) are included, cf.
the discussion in Paper I. Therefore, it is convenient to write

1

π

∫ ∞
−∞

Imh(ω)

ωp
dω = ap−1 − bp−1, p = 2− 2M, 3− 2M, . . . , 2N. (2.18)

where (2.18) is understood to be replaced by (2.17) whenever necessary.
One property that many physical systems obey has not yet been discussed:

Reality: The system (2.1) is real if it maps real-valued input v to real-valued output
u.

For many physical systems, reality is taken for granted. Reality implies that the
impulse response w(t) is real-valued, which in turn implies the symmetry h(z) =
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−h∗(−z∗) when h(z) is given by (2.11). This restricts the identities (2.18) to even
powers p = 2p̂ and simplifies them to

2

π

∫ ∞
0

Imh(ω)

ω2p̂
dω = a2p̂−1 − b2p̂−1, p̂ = 1−M, . . . , N. (2.19)

The derivation of the integral identities (2.17) for p = 2, 3, . . . , 2N relies on two
results; the first (Corollary 4.1 of Paper 1) relates the left-hand sides to moments
of the measure µ in the representation, while the other (Lemma 4.2) relates the
convergence and explicit values of these moments to the low-frequency expansion
(2.15). A change of variables in the left-hand side of (2.17) enables a proof for
p = 2− 2M, 3− 2M, . . . , 1. It should be noted that if the Herglotz function is e.g. a
rational function, the identities (2.17) follow from the Cauchy integral formula (see
derivation in [94]).

The integral identities (2.19) constitute a set of sum rules for the transfer function
w̃(ω) when the Herglotz function h is given by (2.11); the sum rules relate the
dynamical behaviour of the system (the left-hand side in (2.19)) to its low- and/or
high-frequency properties (the coefficients a2p̂−1 and b2p̂−1 in the right-hand side).
The asymptotic expansions must be found by physical arguments.

Moreover, the identities (2.19) are the starting points to derive physical limita-
tions on a system: Since the integrands are non-negative and the integrals over the
positive real line are equal to the right-hand sides, the integrals over any subset of
the positive real line must be bounded by the right-hand sides. Let the frequency
interval be B = [ω0(1−B/2), ω0(1 +B/2)], with center frequency ω0 and fractional
bandwidth B (0 6 B 6 2), then the following physical limitations may be derived
from (2.19):

inf
B

Imh(ω)
2

π

∫ ω0(1+B/2)

ω0(1−B/2)

1

ω2p̂
dω 6 a2p̂−1 − b2p̂−1. (2.20)

Note that ∫ ω0(1+B/2)

ω0(1−B/2)

1

ω2p̂
dω ≈ 1

ω2p̂−1
0

B, for B � 1,

and ∫ ω0(1+B/2)

ω0(1−B/2)

1

ω2p̂
dω 6

1

ω2p̂−1
0

B, for p = 0, 1, . . .

The limitations state that the imaginary part of h cannot be arbitrarily large over a
frequency interval. Often, the imaginary part of h models the losses of the physical
system; for an impedance w̃(ω) = Z(ω) in (2.11), the imaginary part of h is the
real part of Z. The concept of sum rules and physical limitations is illustrated
schematically in Figure 10.

In short, the general approach in Paper I can be described as follows, for the
case of a real-valued impulse response w:

1. Find the transfer function w̃ of the system and the corresponding Herglotz
function h. This can always be done for passive systems in convolution form.
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0
0

Figure 10: Illustration of the sum rules (2.19) and physical limitations (2.20).
The integral in the left-hand side of (2.19) corresponds to the area under the
curve Imh(ω)/ω2p̂, and it is equal to the low-frequency coefficients a2p̂−1 and/or
high-frequency coefficients b2p̂−1 in the right-hand side. Since the integrand is non-
negative, the integral over any finite frequency interval is bounded by the right-hand
side; therefore the curve has to intersect any box with the same area, which gives
the physical limitations (2.20). Also shown in the figure is an unattainable curve of
Imh(ω)/ω2p̂ (dotted); it does not intersect all the boxes.

2. Determine the low- and/or high-frequency asymptotic expansions in (2.15)–
(2.16) from physical arguments. Depending on the asymptotic expansions, a
number of sum rules (2.19) follow directly.

3. The physical limitations (2.20) follow from considering finite frequency inter-
vals B.

Furthermore, in step 1, it can be used that the composition of two Herglotz functions
is also a Herglotz function, which can lead to new sum rules and limitations in step
2–3.

The reader is referred to Section 5 of Paper 1 for examples of practical uses of the
general approach to derive sum rules and physical limitations for passives systems.
The method is also used to determine the sum rules and physical limitations for
scattering and matching of electromagnetic spherical waves in Papers II–IV, see
also Section 4.4 of this General Introduction.

Other applications where the method has been very successful include passive
metamaterials in [36] (see also Section 5.4 in Paper I) and high-impedance sur-
faces in [42]; metamaterials are synthetic materials designed to have extra-ordinary
electromagnetic properties, and can potentially be used for cloaking [84]; similarly,
high-impedance surfaces are synthetic surfaces that can be used, for example, in-
stead of ordinary ground planes to improve antenna performance. In both cases,



3 Electromagnetic spherical waves 19

bandwidth limitations of the type (2.20) are derived to show that the extra-ordinary
properties are achievable only in a finite frequency interval.

3 Electromagnetic spherical waves

Scattering and absorption of electromagnetic waves is the cornerstone in many ap-
plications, as discussed in Section 1 of this General Introduction. A large part of
this thesis is concerned with electromagnetic spherical waves, which form a basis in
which the electric and magnetic fields can be written. Obviously, spherical waves
are beneficial when analysing scattering by spherical particles (Mie theory), but
they are also used within the computational method known as the T-matrix (or
null-field) method; the T-matrix method was introduced by Waterman in [105],
and has since then been developed further by many authors and used extensively
for analysing electromagnetic, acoustic and elastodynamic scattering by composite
objects and systems of particles. The interested reader is referred to [64, 70] and
references therein.

In this thesis, the focus is on scattering of spherical waves in antenna theory.
Spherical waves are useful in that they provide a complete description of the trans-
mitting, receiving and scattering properties of an antenna in terms of the antenna
scattering matrix. This description is especially convenient for small antennas,
where only a few terms are needed. Furthermore, spherical waves are crucial in
data-processing in spherical near-field antenna measurements, since they provide
the means to determine the far-field radiation pattern of the antenna under test
from measured near-field data [44, 62].

What’s more, spherical waves have also been used to model multiple antenna
systems: multiple-input multiple-output (MIMO) technology is one way to increase
the capacity in wireless systems and satisfy the increasing demands for higher data
rates, since the capacity can increase linearly with the number of elements under
the right conditions [77]. The right conditions are met if the antenna elements can
transmit and receive independent data streams, and this depends on a complicated
interplay between the antennas and the environment (the propagation channel).
It is common to use models based on plane waves, or multi-paths, in theoretical
and experimental analysis of this interplay [72], but spherical waves can also be
used. This was done in the thesis [28] by Alayón Glaunov, where many important
theoretical results were derived. Other have also used spherical waves in MIMO-
related problems, see e.g. [69, 71].

However, there are no previous publications where spherical waves are used in-
stead of plane waves in channel measurements. In Paper V, a method to do so is
proposed, and the results of a measurement campaign is presented. The method
shows some similarities with spherical near-field antenna measurements.

The outline of this section is the following: Section 3.1 describes the spherical
waves in more detail and introduces the antenna scattering matrix. Section 3.2
briefly describes spherical near-field antenna measurements. MIMO in general, and
some important results from Alayón Glazunov’s thesis [28] in particular, are reviewed
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in Section 3.3. Finally, the channel measurements of Paper V are summarized in
Section 3.4.

3.1 Background

This section gives more background on electromagnetic spherical waves. The ambi-
tion is to give the necessary information without too much technicalities, but some
formulas are unavoidable. First it is shown how the spherical waves follow nat-
urally from Maxwell’s equations for the electric and magnetic fields in free space
when spherical coordinates are used. Later, expressions for the power flux and the
far-field in terms of spherical waves are presented. The antenna scattering matrix,
which describes the properties of an antenna in terms of spherical waves, is also
introduced. The interested reader can find more details on spherical waves in the
references [12, 44, 61, 73] and in the appended Papers II–IV. The notation in this
General Introduction, as well as in the appended papers, aims to follow that in
Kristensson’s book [61], but with some minor modifications where appropriate.

The electric field E and the magnetic field H are modelled with Maxwell’s
equations, which in free space take the form:{

∇×E(r, ω) = ikη0H(r, ω)

η0∇×H(r, ω) = −ikE(r, ω).
(3.1)

Here r is the spatial coordinate and η0 is the wave impedance in free space. The free
space wavenumber is k = ω/c = 2πf/c = 2π/λ, where ω is the angular frequency,
f is the frequency, c is the speed of light in free space, and λ is the free space
wavelength. It is convenient to separate the electric and magnetic fields by combining
the two equations. In a source-free region, the electric and magnetic fields are
divergenceless, viz.

∇ ·E = η0∇ ·H = 0, (3.2)

which together with (3.1) gives the vector Helmholtz’ equation:

∇2E(r, ω) + k2E(r, ω) = 0. (3.3)

The same equation holds also for the magnetic field H .
In this section, it is seen that the spherical waves are a set of basis functions

which are solutions to the equations (3.2)–(3.3), and thus can be used to describe
the electric and magnetic fields. Spherical coordinates (r, θ, φ) are used here, and
they are related to the Cartesian coordinates (x, y, z) as

x = r sin θ cosφ

y = r sin θ sinφ

z = r cos θ,

(3.4)

where r = |r|, see Figure 11. The angles are referred to as the polar angle, θ, and
the azimuth angle, φ. The unit vectors are denoted r̂, θ̂, and φ̂, respectively.
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Figure 11: The spherical coordinate system (r, θ, φ) (with unit-vectors r̂, θ̂, and
φ̂), and the Cartesian coordinate system (x, y, z) (with unit-vectors x̂, ŷ, and ẑ),
related by (3.4).

The basis functions could have been based on another type of coordinate system
where the vector Helmholtz’ equation (3.3) separate, such as planar or cylindrical
coordinates. However, spherical coordinates is the only option that leads to a count-
able set of basis functions, i.e. a basis in which the electric and magnetic fields can
be written as sums over the basis functions. Planar and cylindrical coordinates lead
to uncountable sets of basis functions, and the electric and magnetic fields are given
by integrals over the basis functions. The reason is that the area of the unit sphere
is finite, whereas the area of a cylinder (with infinite height) or a plane is infinite.

3.1.1 Scalar spherical harmonics

The first step to construct the spherical waves is a set of basis functions on the unit
sphere. The sought for basis is the set of scalar spherical harmonics Yml:

Yml(θ, φ) = (−1)m

√
(2l + 1)

4π

(l −m)!

(l +m)!
Pm
l (cos θ)eimφ, (3.5)

where the range of the indices are l = 0, 1, . . . and m = −l,−l + 1, . . . , l. The basis
functions in the cosine of the polar angle cos θ are associated Legendre functions
Pm
l [6], whereas the basis functions in the azimuth angle φ simply are complex

exponentials eimφ. In some cases, discussed below, it is more convenient to use
cos(mφ) and sin(mφ) instead. To simplify the notation, the unit vector r̂ = r/r
is used instead of the arguments (θ, φ) from now on, see Figure 11. The reason for
the normalization in the definition (3.5) is to make the scalar spherical harmonics
orthonormal on the unit sphere, viz.∫

Ωr̂

Yml(r̂)Y ∗m′l′(r̂) dΩr̂ = δm,m′δl,l′ .

where Ωr̂ = {(θ, φ) : 0 6 θ < π, 0 6 φ < 2π} is the unit sphere and dΩr̂ =
sin θ dθ dφ is its surface element. The Kronecker delta δm,m′ is equal to 1 when
m = m′ and 0 otherwise.
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The scalar spherical harmonics is a basis for square-integrable functions G(r̂) on
the unit sphere (or any other spherical surface centered at the origin). Recall from
Section 2 that a square-integrable function can be interpreted as a function of finite
energy. The norm || · || for such functions is defined as

||G||2 =

∫
Ωr̂

|G(r̂)|2 dΩr̂. (3.6)

The function function G is written in the basis Yml as

G(r̂) =
∞∑
l=0

l∑
m=−l

gmlYml(r̂), (3.7)

where the coefficients gml are given by

gml =

∫
Ωr̂

G(r̂)Y ∗ml(r̂) dΩr̂, (3.8)

and the sum converges in the norm || · ||. A vector-valued function (such as the
electric or magnetic fields) can of course also be written in the basis Yml by letting
the coefficients gml be vectors. However, it is beneficial to let gml be scalars and
instead let the vector character be contained in the basis functions, which leads to
the vector spherical harmonics Aτml.

3.1.2 Vector spherical harmonics

To construct a vector-valued basis in three-dimensional space, the three vector spher-
ical harmonics Aτml are used:

A1ml(r̂) =
1√

l(l + 1)
∇× (rYml(r̂))

A2ml(r̂) =
1√

l(l + 1)
r∇Yml(r̂)

A3ml(r̂) = r̂Yml(r̂).

The vector spherical harmonics are also orthonormal on the unit sphere, viz.∫
Ωr̂

Aτml(r̂) ·A∗τml(r̂) dΩr̂ = δτ,τ ′δm,m′δl,l′ ,

and the equations corresponding to (3.6)–(3.8) for square-integrable vector-valued
functions G on the unit sphere are

||G||2 =

∫
Ωr̂

G(r̂) ·G∗(r̂) dΩr̂,

G(r̂) =
∞∑
l=0

l∑
m=−l

3∑
τ=1

gτmlAτml(r̂),
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and

gτml =

∫
Ωr̂

G(r̂) ·A∗τml(r̂) dΩr̂.

Later in Section 3.1.5, it is seen that the vector spherical harmonics are a basis for
the far-field pattern of an antenna or scatterer. The definition of the vector spherical
harmonics are chosen cleverly, so that{

r̂ ·A1ml(r̂) = r̂ ·A2ml(r̂) = 0

r̂ ×A3ml(r̂) = 0

{
A1ml(r̂) = A2ml(r̂)× r̂
A2ml(r̂) = r̂ ×A1ml(r̂).

(3.9)

Note especially that only A3ml(r̂) has a component in the radial direction, and that
A1ml and A2ml switch places when cross multiplied with the radial unit vector r̂.
These relations will come in handy later on. The vector spherical harmonics for
positive and negative m are related as

Aτ,−m,l(r̂) = (−1)mA∗τml(r̂). (3.10)

A selection of vector spherical harmonics Aτml are depicted in Figure 12.

3.1.3 Vector spherical waves

The ambition formulated in the beginning of this section is to find a set of basis
functions which are solutions to the equations (3.2)–(3.3), but so far only bases for
square-integrable functions on the unit sphere have been considered. To proceed,
solutions on the form

E(r, k) =
∞∑
l=0

l∑
m=−l

3∑
τ=1

eτml(kr)Aτml(r̂) (3.11)

are tried in (3.3). This gives conditions on the functions eτml(kr), and eventually
it is seen that each pair l,m gives three coupled differential equations involving
eτml(kr) for τ = 1, 2, 3. However, only two of them give solutions which satisfy
(3.2). The solutions of these inserted into (3.11) give the vector spherical waves,
and they depend on the kind of boundary conditions imposed on the differential
equations; the most widely used are the incoming, outgoing and regular spherical
waves.

In scattering and antenna problems, it is common to use the incoming and out-
going vector spherical waves, which are defined as

u
(j)
1ml(kr) = h

(j)
l (kr)A1ml(r̂)

u
(j)
2ml(kr) =

(krh
(j)
l (kr))′

kr
A2ml(r̂) +

√
l(l + 1)

h
(j)
l (kr)

kr
A3ml(r̂),

where a prime denotes differentiation with respect to the argument kr. The outgoing
waves (j = 1) contain spherical Hankel functions of the first kind and order l [6],

denoted h
(1)
l (kr), whereas the incoming waves (j = 2) contain spherical Hankel
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Figure 12: Vector spherical harmonics Aτml(r̂) for τ = 2, m > 0, and l = 1, 2, 3.
The graph depicts the theta-component Aθ(r̂) = θ̂ ·A(r̂), and the phi-component
Aφ(r̂) = φ̂ ·Aτml(r̂). For each surface, the radial-component is proportional to the
magnitude |A| and the colour is given by the argument argA. The vector spherical
harmonics for τ = 1 are given by exchanging Aθ and Aφ (due to (3.9)), and the
vector spherical harmonics for m < 0 are given by the complex conjugate (due to
(3.10)). The vector spherical harmonics for τ = 3 and/or l = 0 are not depicted,
since they do not appear in the expansion (3.15) of the far-field of a scatterer or
antenna. The first graph, Aθ for τ = 2, m = 0, and l = 1, is the characteristic
doughnut shaped radiation pattern of a z-directed electric dipole.
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functions of the second kind, h
(2)
l (kr). As the name suggests, the spherical waves

are incoming and outgoing with respect to the origin r = 0, see Section 3.1.4. It is
also common to use regular waves v(kr), which are equal amounts of incoming and
outgoing waves,

v(kr) =
u(1)(kr) + u(2)(kr)

2
,

and therefore regular at the origin r = 0.
Any electric field E which is the solution to (3.2)–(3.3) can, in a source-free

region enclosed by spherical surfaces, be written as a sum of incoming and outgoing
vector spherical waves:

E(r, k) = k
√

2η0

∞∑
l=1

l∑
m=−l

2∑
τ=1

b
(1)
τmlu

(1)
τml(kr) + b

(2)
τmlu

(2)
τml(kr). (3.12)

Here the range of the l-index is l = 1, 2, . . ., since the spherical waves vanish for
l = 0.

The magnetic field H is also a solution to (3.2)–(3.3), and can thus be written
as a sum of spherical waves. Thanks to the clever choice of definitions for the vector
spherical harmonics Aτml, it follows that u

(j)
1ml and u

(j)
2ml switch places under rotation

∇×, viz. 
u

(j)
1ml(kr) =

∇× u(j)
2ml(kr)

k

u
(j)
2ml(kr) =

∇× u(j)
1ml(kr)

k
.

These relations together with Maxwell’s equations (3.1) give

H(r, k) =
k
√

2

i
√
η0

∞∑
l=1

l∑
m=−l

2∑
τ=1

b
(1)
τmlu

(1)
τ̄ml(kr) + b

(2)
τmlu

(2)
τ̄ml(kr), (3.13)

where the dual index τ̄ = 3 − τ has been introduced. In other words, the electric
and magnetic fields are described by the same coefficients b

(j)
τml, where τ = 1 and

τ = 2 have switched places.
It is convenient to introduce a multi-index ν = 2(l2 + l−1+m)+τ instead of the

indices {τ,m, l}, since the multi-index allows the three sums in (3.12)–(3.13) to be
replaced by one sum,

∑∞
ν=0. The l-index denotes the order of the spherical waves,

i.e. l = 1 denotes dipoles, l = 2 quadrupoles, and so on. Furthermore, since only
the vector waves u

(j)
2ml (with τ = 2) have a component in the radial direction due to

(3.9), it is clear that τ = 1 (odd ν) corresponds to a transverse-electric wave (TEl-
mode or magnetic 2l-pole), while τ = 2 (even ν) identifies a transverse-magnetic
wave (TMl-mode or electric 2l-pole), when the electric and magnetic fields are given
by (3.12)–(3.13).

It was mentioned above that sin(mφ) and cos(mφ) can be used instead of the
exponentials eimφ in (3.5). Both ways have their pros and cons: When sin(mφ)
and cos(mφ) are used, the three electric and three magnetic dipoles (l = 1) can be
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identified with x-, y- and z-directed dipoles (see Paper II). This is beneficial in the
theoretical argumentation in Paper II and Paper IV. The exponentials eimφ, however,
are more convenient when translations and rotations are used, like for example in
the measurement problem considered in Paper V. The exponentials are also chosen
in Paper III, where eimφ corresponds to a time-delay in the circuit analogues of the
spherical waves.

3.1.4 Power flux

The power flux of the electromagnetic field in (3.12)–(3.13) is readily described in
terms of the spherical wave coefficients; the time-average of the power radiating out
through a sphere is

〈P (t)〉 =

∫
Ωr̂

r̂ · Re

(
1

2
E(r, k)×H∗(r, k)

)
r2 dΩr̂ =

∑
ν

|b(1)
ν |2 − |b(2)

ν |2, (3.14)

which is consistent with calling u
(1)
ν outgoing and u

(2)
ν incoming. The equation

(3.14) is the reason for the normalization chosen in (3.12)–(3.13), which gives the

coefficients b
(j)
ν the unit watt1/2.

3.1.5 Far-field

It is often convenient to analyse the far-field of an antenna or scatterer, instead of
the electric or magnetic field in all space. The far-field F is the the field far from
the origin, viz.

F (r̂) = lim
kr→∞

r

eikr
E(r, k) = lim

kr→∞

r

eikr
r̂ × iη0H(r, k).

The far-field F (r̂) in any direction r̂ is a plane wave and has no radial component,
and can thus be written as

F (θ, φ) = Fθ(θ, φ)θ̂ + Fφ(θ, φ)φ̂,

where the components are Fθ = θ̂ · F and Fφ = φ̂ · F , and θ̂ and φ̂ are the unit
vectors associated with the polar angle θ and azimuth angle φ, respectively, see
Figure 11.

The transmitted and scattered electric and magnetic fields of an antenna or scat-
terer placed at the origin contain only outgoing waves u

(1)
τml, i.e. only the coefficients

b
(1)
τml in (3.12)–(3.13) are different from zero. For the far-field F , this gives

F (r̂) =
√

2η0

∞∑
l=1

l∑
m=−l

2∑
τ=1

i−l−2+τb
(1)
τmlAτml(r̂), (3.15)

where the asymptotic expressions for the Hankel functions

h
(1)
l (kr) = i−l−1eikr

[
(kr)−1 +O((kr)−2)

]
, as kr →∞,
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were used. Hence the far-field is a sum of the spherical harmonics A1ml(r̂) and
A2ml(r̂). Note that the spherical harmonics A3ml (with τ = 3) is not part of the
sum, since the far-field has no radial component. The vector spherical harmonics
Aτml can be found in Figure 12. The formula (3.15) can also be inverted to calculate

the coefficients b
(1)
τml from the far-field F :

b
(1)
τml =

il+2−τ
√

2η0

∫
Ωr̂

F (r̂) ·A∗τml(r̂) dΩr̂,

which is used in the numerical examples in Section 4.4 in Paper IV.

3.1.6 Antenna scattering matrix

The antenna scattering matrix describes how an antenna transmits, receives, and
scatters spherical waves. Consider the antenna in Figure 13, which is connected to
a local port through a matching network. The antenna scattering matrix SA is(

Γ RA

TA S

)
︸ ︷︷ ︸

SA

(
w(2)

b(2)

)
=

(
w(1)

b(1)

)
. (3.16)

Here the coefficients of the incoming and outgoing spherical waves have been put into
∞×1-vectors, viz. b(2) = (b

(2)
1 b

(2)
2 . . .)T and b(1) = (b

(1)
1 b

(1)
2 . . .)T (a T denotes trans-

pose). The transmitted signal is denoted w(2), and w(1) is the received signal. The
signals are normalized so that their power content is |w(2)|2 and |w(1)|2, respectively,
to match the normalization of the coefficients, see (3.14). The antenna scattering
matrix consists of several parts: the scattering matrix S describes the scattering
properties of the antenna, the antenna transmitting coefficients TA = (TA

1 TA
2 . . .)T

and the receiving coefficients RA = (RA
1 RA

2 . . .) describe the transmitting and re-
ceiving properties, and the reflection coefficient Γ describes the mismatch. Since
the spherical waves are a complete representation of the electric and magnetic fields
in (3.12)–(3.13), the antenna scattering matrix forms a full description of the an-
tenna properties. Note, though, that the expressions (3.12)–(3.13) for the electric
and magnetic fields are only valid outside the hypothetical sphere circumscribing
the antenna, see Figure 13.

The antenna scattering matrix can be generalized to cover multi-port antenna
systems. For an M -port antenna system, the received and transmitted signals are
vectors, w(1) and w(2), with dimension M × 1, the transmitting coefficients are
contained in the matrix TA with dimension ∞×M , and the receiving coefficients
are contained in the matrix RA with dimension M ×∞.

One advantage of the scattering matrix description is that only a few terms
are needed for a small antenna. A rule of thumb given in [44] for the number of
significant transmitting coefficients for an antenna is N = 2(ka + n)(ka + n + 2),
where a is the radius if the smallest sphere circumscribing the antenna (recall that
the wavenumber is k = ω/c = 2π/λ). The extra term n is chosen based on the
accuracy needed, where typical values are between 0 and 10. A small antenna
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Figure 13: The antenna scattering matrix SA in (3.16) completely describes the
transmitting, receiving and scattering properties of an antenna.

radiating higher order waves will be subject to theoretical upper bounds (physical
limitations) on the bandwidth, and these limitations are the topic of Papers II-IV,
see also Section 4.4 of this General Introduction.

Spherical near-field antenna measurements utilize spherical wave decompositions
and the antenna scattering matrix to determine the far-field pattern of an antenna
from measured near-field data, which is the topic of the next section. If desired, the
antenna scattering matrix can also be determined from numerical simulations, see
Section 4.4 in Paper IV.

3.2 Spherical near-field antenna measurements

Even if many antennas can be analysed accurately by numerical simulations, an-
tenna measurements are still vital, both as validations of numerical simulations,
and to handle cases where numerical procedures are unfeasible. References on gen-
eral antenna measurements are e.g. [1, 7]. The antenna parameters of interest can
differ from case to case. The reflection coefficient Γ is of course of interest, since it
determines the ratio of power accepted by the antenna Pant to available power Ptot

as
Pant = (1− |Γ |2)Ptot.

The reflection coefficient is related to the voltage standing wave ratio (VSWR)
and the complex antenna input impedance Z, and its frequency dependence can
be measured with a (scalar/vector) network analyzer (SNA/VNA). The half-power
bandwidth B3 dB of the antenna is usually defined as the width of the frequency
interval where |Γ |2 6 1/2. Standard definitions of antenna terms can be found
in [2], see also [43, Appendix E].

Other parameters, such as directivity, efficiency, gain, beam-width of the main
lobe, and side-lobes levels, are also of interest. The directivity of an antenna is
defined as

D(k̂) =
P (k̂)

Prad/4π
,

where P (k̂) is the radiation intensity in the direction given by k̂ and Prad is the



3 Electromagnetic spherical waves 29

total radiated power. The (absolute) gain of an antenna is

G(k̂) =
P (k̂)

Pant/4π
= ηD(k̂),

where the efficiency η models ohmic losses, i.e.

η =
Prad

Pant

6 1.

The realized gain also includes the mismatch, viz.

GR(k̂) =
P (k̂)

Ptot/4π
= (1− |Γ |2)G(k̂) = (1− |Γ |2)ηD(k̂).

Directivity, gain and realized gain can also be defined for each polarization ê sep-
arately, in which case they get the prefix partial and are denoted with lower case
letters, viz. partial directivity d(k̂, ê), partial gain g(k̂, ê), and partial realized gain
gR(k̂, ê).

The parameters discussed above are all inherent in the radiation pattern of the
antenna, which is frequency-dependent. Usually, the far-field pattern is desired, as
opposed to near-field patterns. Many antennas are reciprocal, which means that the
transmitting and receiving characteristics are identical [44]; it also implies that they
can be measured equally well in transmitting or receiving mode. There are accurate
far-field ranges, where the antenna under test (AUT) and the probe are separated
enough to approximate far-field conditions, but the large distances required impose
practical problems. The alternative is to use radio anechoic chambers indoors. In a
compact antenna test range (CATR), reflectors are used to physically create approx-
imate plane waves impinging on the antenna under test and thus emulate far-field
conditions. In a near-field test range (NFT), near-field data is measured on a planar,
cylindrical or spherical surface, and then transformed with a near-field to far-field
transform. For spherical near-field test ranges (SNFT), spherical waves are used to
this end.

The topic of this section is to review some ideas and algorithms used for spherical
near-field antenna measurements, based on the spherical waves and antenna scatter-
ing matrix in Section 3.1. It is not a complete description, but enough to observe the
similarities with the channel measurements presented in Paper V and reviewed in
Section 3.4. The definitive reference for spherical near-field antenna measurements
is the book [44], edited by J. E. Hansen, and the interested reader is referred there.

The general idea behind spherical near-field antenna measurements is quite
straightforward: First, measure the electric field E(ri, k) at a number of points

ri in the near-field, and invert equation (3.12) to determine the coefficients b
(1)
ν , and

thereby the antenna transmitting coefficients TA
ν . After that, it is possible to calcu-

late the radiated far-field for any input signal w(2) using (3.15), and with the far-field
the directivity, gain, and so on. There are, however, two problems here: Firstly, it
is hard to measure the electric field E(r); what is measured is instead the received
signal in a probe. Secondly, equation (3.12) must be inverted. The solutions to
these problems consist of probe calibration, sampling on a spherical surface, and a
clever algorithm using a generalization of Friis’ transmission formula [44].
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Figure 14: The original coordinate system (x, y, z) and the translated and rotated
coordinate system (xi, yi, zi).

3.2.1 Transmission formula

To derive the required transmission formula involving the antenna under test (AUT)
and the probe, expressions for rotations and translations are used to write the spher-
ical waves in the AUT coordinate system (x, y, z) as sums over the spherical waves
in the probe coordinate system (xi, yi, zi):

u(1)
ν (kr) =

∑
νi

B(1)
ν,νi

(pi, ŷi, ẑi)
u

(1)
νi (kri) + u

(2)
νi (kri)

2
, for |pi| > |ri|,

where ri is the spatial coordinate and x̂i, ŷi, and ẑi are the Cartesian unit vectors
of the translated and rotated coordinate system (xi, yi, zi) with origin at r = pi,
see Figure 14. Recall the multi-index ν = 2(l2 + l − 1 + m) + τ . The coefficients

B
(1)
ν,νi(pi, ŷi, ẑi) consist of three parts:

1. A rotation D to make the z-axis point in the direction of p̂i = pi/|pi|.

2. A translation C(1) a distance pi = |pi| along the new z-axis.

3. A final rotation D to align the coordinate system according to (ŷi, ẑi).

In matrix notation (where B(1) is the matrix with elements B
(1)
ν,νi) it becomes

B(1)(pi, ŷi, ẑi) = D(ŷi, ẑi) C(1)(kpi) D(p̂i). (3.17)

There are closed form, albeit rather complicated, expressions for both the trans-
lation C(1) and the rotations D. The rotations are usually described in terms of the
three Euler-angles, (α, β, γ), see [44, Appendix A.2], and are given by

Dν,νi(α, β, γ) = eimγdl,m,mi(β)eimiγ, (3.18)

where dl,m,mi(β) is the Wigner d-function [23]. The translations are given by

C(1)
ν,νi

(kpi) =

l+li∑
q=|l−li|

cν,νi,q(kpi) h(1)
q (kpi)

(
l li q
0 0 0

)(
l li q
m −m 0

)
, (3.19)
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where (·) denotes the Wigner 3− j symbols [23], and an expression for the functions
cν,νi,q(kpi) can be found in the footnote.2

The generalization of Friis’ transmission formula, relating the transmitted signal
w

(2)
AUT from the antenna under test to the received signal w

(1)
probe(pi, ŷi, ẑi) in the

probe, can be written:

w
(1)
probe(pi, ŷi, ẑi) =

1

2
RA

probe B(1)T(pi, ŷi, ẑi) TA
AUT w

(2)
AUT, (3.20)

where RA
probe are the probe receiving coefficients and the probe is positioned at pi

and oriented according to (ŷi, ẑi). Note that multiple scattering is neglected here.

3.2.2 Measurements

In a spherical near-field test range, the probe is scanning a spherical surface around
the antenna under test, measuring the received signal w(1) at a number of points,
and clever algorithms are used to invert the transmission formula (3.20) and de-
termine the transmitting coefficients TA

AUT of the antenna under test. In many
practical set-ups, there are several probes mounted in an arch, and the antenna
under test is rotated, see Figure 15. The probe receiving coefficients RA

probe are
assumed known from a separate measurement or calibration process, see [44]. The
algorithm is especially efficient for a first-order probe, which is a probe where only
the receiving coefficients with m = ±1 are different from zero. Conical horns are
first-order probes, and rectangular horns are approximately first-order at large dis-
tances. Since a spherical scanning surface is used, only one value of the translation
matrix C(1)(kpi) in (3.17) per wavenumber value needs to be determined. Orthog-
onality relations for the exponential functions and the Wigner d-function in (3.18)
are then used to efficiently determine TA

AUT, and it can be shown that the solution is
exact (apart from measurement noise) if the antenna under test has a finite number
of non-zero transmitting coefficients (referred to as spatially band-limited in [44]).
As already mentioned, the far-field pattern, gain, directivity, and so on, can then be
determined from TA

AUT.
The use of first-order probes makes the algorithms in spherical near-field an-

tenna measurements very efficient, but the downside is that first-order probes are
narrow-band. Measurements over a wide frequency interval therefore require chang-
ing probes many times, which is time-consuming due to the precision required in
alignment and calibration. Higher order probes are more wide-band, but make the
algorithms more complicated. However, computer power has increased enough to
make higher order probes a good option. An algorithm, involving matrix inversions,

2

cν,νi,q(kpi) =

√
(2l + 1)(2li + 1)

l(l + 1)li(li + 1)

√
(li +m)!(l −m)!

(li −m)!(l +m)!
(−1)m

1

2
il−li−q

× 2(q + 1)

√
(l +m)!(li −m)!

(l −m)!(li +m)!
{δτ,τi [l(l + 1) + li(li + 1)− q(q + 1)] + δτ,3−τi2imkpi}
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Figure 15: A spherical near-field antenna test range (SNFT). The antenna under
test (AUT) is positioned on the rotating stand in the middle, and the measurement
probes are mounted in an arch. A laser pointer is used to position the antenna
accurately. The walls, floor and ceiling of the anechoic chamber are covered with
radiation absorbent material. The photograph was taken when the Skycross ultra-
wideband (UWB) antenna in Figure 2d in Paper V was characterized in a Satimo
Stargate-24 chamber at Lite-On Mobile, Lund, Sweden. The author thanks Anders
Sunesson for permission to use the photograph.

was presented by Laitinen et al. in [62]. T. B. Hansen showed that the complexity
can be reduced by re-normalizing the matrices so that they are close to the identity
matrix for probes that are almost first-order [46]. The papers [82, 83] by Schmidt
et al. should also be mentioned here; they use an algorithm based on plane waves
instead of spherical waves, and it seems like the complexity is reduced even more.

3.3 MIMO and spherical waves

The widespread use of wireless communication has already been touched upon in
Section 1 of this General Introduction. It has also been mentioned that the use
of multiple antennas in MIMO (multiple-input multiple-output) systems is one ap-
proach to satisfy the increasing demands for higher data rates. Clever signal process-
ing is vital in MIMO communication, and there are three overall schemes that can
be used to draw advantage of the multiple antenna elements: beamforming, diver-
sity and spatial multiplexing. In beamforming, the signals at the antenna elements
are weighted (with complex numbers) to make the individual radiated fields inter-
fere constructively in some directions and destructively in others, and thus create a
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beam in the desired direction. Diversity schemes build on the fact that the individ-
ual antenna elements experience different fields: if one element experiences a weak
field (and therefore low received power), the probability is high that one or more of
the other elements experience a stronger field. Beamforming and diversity schemes
can be exploited at the transmitter and/or receiver side. In this section, the focus
is on the third scheme, spatial multiplexing, which employs the multiple antenna
elements to transmit several independent data-streams simultaneously. For a more
detailed introduction to MIMO, the reader is referred to the books [72] and [77]; the
doctoral theses of Plicanic [78] and Tian [100] are also highly recommended.

In spatial multiplexing, the capacity can increase linearly with the number of
antenna elements, but only if the receiving antenna system is able to distinguish
between the individual signals transmitted by the transmitting antennas. For this
to work, the correlation between the antenna elements needs to be low, and this
can be accomplished with different polarizations (polarization diversity), different
patterns (angle diversity), and spatial separation (spatial diversity). However, un-
correlated antennas are not necessarily enough, as the received signals depend on a
complicated interplay between the antennas and the environment (the propagation
channel). Since the environment is dynamic, statistical models are often used for the
propagation channel. The most common methods to model the antenna-channel in-
teraction, theoretically and experimentally, are based on plane waves, or multi-path
components, in conjunction with the far-field patterns of the antennas, see e.g. [72].

Alayón Glazunov instead used spherical waves and the scattering matrix descrip-
tion (3.16) of antennas in his thesis [28]. Others have also used spherical waves in
similar problems, see e.g. [69, 71]. The antenna scattering matrix inherently captures
the polarization, angle and spatial diversity of the antenna elements. Spherical wave
decompositions are mathematically rigorous descriptions of any electromagnetic field
in free space (satisfying (3.1)), as opposed to plane wave decompositions, and, fur-
thermore, only a few terms of the antenna scattering matrix are needed to describe
an electrically small antenna system, as noted in Section 3.1.6. Some of the most
important results of the thesis [28] are reviewed here, as a motivation of the exper-
imental method to estimate spherical wave coefficients from channel measurements
(see Section 3.4 and Paper V), and the theoretical analysis of physical limitations
on spherical wave scattering (see Section 4.4 and Papers II–IV).

The two included papers [31] and [30] in Alayón Glazunov’s thesis [28] are par-
ticularly interesting. In [31], the focus is on analysing the statistical properties of
the spherical wave coefficients and to see under which conditions maximum received
power and minimum correlation is achieved. A statistical model with a random
Gaussian field plus a deterministic component is considered. The random part
models rays scattered and diffracted on their way to the receiver, and the deter-
ministic component typically models the line-of-sight (LOS) path. An expression
for the covariance matrix of the spherical wave coefficients in terms of the angular
distribution of the channel (the power angular spectrum, PAS) is derived [31, Propo-
sition 1]. It is also shown that the spherical wave coefficients are Gaussian variates,
and expressions for their mean and variance are derived [31, Lemma 1].

Furthermore, results on the maximum received power and minimum correla-
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Figure 16: Illustration of the channel matrix H and the mode-to-mode channel
matrix M in (3.22) for a 2× 2 MIMO system.

tion are presented: It is shown that the received power is maximized by conjugate
mode-matching, i.e. when the receiving coefficients are proportional to the complex
conjugate of the coefficients of the incoming waves, RA ∝ b(2)∗ [31, Proposition 2].
This places an upper bound on the mean of received power/incident power (mean
effective gain, MEG) in a random field. Minimum correlation (and at the same time
maximum received power) for the elements of an M -port antenna is achieved when
the receiving coefficients are equal to the M strongest eigenvectors of the correla-
tion matrix of the coefficients of the incoming waves b(2) [31, Proposition 5]. In [31],
numerical calculations for a microstrip element and an elementary tripole are also
included.

In the second paper, [30], the mode-to-mode channel matrix M is introduced: it
maps the outgoing spherical waves excited at the transmitter (Tx) to the incoming
spherical waves impinging at the receiver (Rx):

b
(2)
Rx = M b

(1)
Tx. (3.21)

The transmitted and received signals are thus related by

w
(1)
Rx = RA

Rx M TA
Txw

(2)
Tx = H w

(2)
Tx, (3.22)

where the channel matrix H is given by H = RA
Rx M TA

Tx, see Figure 16. Explicit
expression relating M and H to the channel scattering dyadic, which describes the
channel in terms of plane waves, are derived. It is shown that the elements of the
matrix M are Gaussian variates, in the case of a Gaussian channel, and expressions
for the mean, variance and covariance are presented [31, Proposition 1]. Numerical
illustrations of the mode-to-mode channel matrix M are given for two widely used
channel models.

3.4 Channel measurements with spherical waves

In propagation channel measurements, the objective is to describe the environment
rather than the receiving or transmitting antennas. The antennas can be conve-
niently described in terms of spherical wave decompositions and the antenna scat-
tering matrix, and it was seen in Section 3.2 that this is a vital part of the algorithms
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Figure 17: The receiving antenna measures the received signal at a number of
positions and orientations within the sphere, and the coefficients of the incident field
b

(2)
Rx with respect to the origin in the center of the sampling region are estimated. It

is assumed that the scattered field (b
(1)
Rx) that is in turn scattered back from nearby

objects is negligible.

in spherical near-field antenna measurements. Furthermore, spherical waves are use-
ful also to model the propagation channel and the antenna-channel interaction, as
described in Section 3.3. However, there are no previous publications were spherical
waves are used within propagation channel measurements.

If it was possible to measure the mode-to-mode channel matrix M in (3.21),
then it could be used to determine the channel-matrix H in (3.22) for any trans-
mitting and receiving antennas with known characteristics. It could also be used to
determine which transmitting and receiving antennas that give the highest received
power and lowest correlation (for multi-port antennas), using the results of Alayón
Glazunov discussed in Section 3.3.

In Paper V of this thesis, a method to solve a part of this problem is presented,
along with the results of a measurement campaign. More precisely, the method deals
with estimating the coefficients b

(2)
Rx of the incoming spherical waves at the receiver

for a given transmitting antenna and a given channel:

b
(2)
Rx = M TA

Txw
(2)
Tx,

see Figure 17.3 Note that it is assumed that multiple scattering can be neglected
here.

The measurement procedure is outlined here: An in-house patch antenna, kept
at a fixed position, was used as the transmit antenna at 5.15 GHz, and a Satimo
5.15 GHz sleeve dipole was chosen as the receiving antenna. The receiving antenna
was mounted on the 3D positioner, as depicted in Figure 18, and moved in a 10×10×
10 cubical grid with stepsize 15mm (≈ 0.26λ), measuring x, y, and z polarization
at each point for a total of 3000 measurements. The transmitting and receiving
antennas were connected to port 1 and 2 of a vector network analyzer, which was
used to measure the transfer function S21 = w

(1)
Rx/w

(2)
Tx . For validation purposes, a

Skycross ultra-wideband (UWB) antenna was also used as the receiving antenna
in separate measurements. The receiving antennas were characterized in a Satimo
Stargate-24 chamber to determine their receiving coefficients, see Figure 15.

3The notation in Paper V is for regular spherical waves instead of incoming, and the coefficients
are related as d(2) = 2b(2).
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Figure 18: The measurement scenario in Paper V, a small room with many scatter-
ers and obstructed-line-of-sight (OLOS). The transmitting patch antenna is mounted
on the stand to the right, and the receiving sleeve dipole is mounted on the 3D po-
sitioner to the left.

A transmission formula similar to (3.20) was used:

w
(1)
Tx(pi, ŷi, ẑi) = RA

Rx BT(pi, ŷi, ẑi) b
(2)
Rx,

where (pi, ŷi, ẑi) describes the position and orientation of the receiving antenna with
respect to the origin in the center of the sampling region, and B is defined as B(1)

in (3.17) but with the spherical Hankel functions h
(1)
l in (3.19) replaced by spherical

Bessel functions jl = (h
(1)
l + h

(2)
l )/2. The matrix B(pi, ŷi, ẑi) was calculated with

in-house Matlab-scripts for each position and orientation of the receiving antenna.
The 3000 measurements give a system of 3000 equations for the unknown b

(2)
Rx, which

was inverted using a regularized Tikhonov solution [45]. The results for the scenario
in Figure 18 can be found in Paper V.

To investigate if, and how, the number of measurements can be reduced, the
spherical wave coefficients b

(2)
Rx were also estimated using subsets of the 3000 mea-

surements, and the estimated coefficients were compared to the estimated coefficients
when all the measurements were used. It was seen that using only the measurements
on the surface gave large errors, using only inner points failed for higher order waves,
whereas a randomly chosen subset worked well. Computer generated data was also
used to check the accuracy of the method as a function of the signal to noise ratio,
SNR. It can be expected that fewer measurement points are sufficient for higher
SNR, and in this case they can be placed uniformly, randomly, or on the surface.

In future measurements, it would be desirable to use something else than the
rather slow 3D positioner. A real array that measures on a surface does not seem to
be feasible for low SNR, but the good results obtained when using randomly chosen
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antenna

Figure 19: The back of a Sony Ericsson K800 mobile phone. Note that the
antenna is placed side by side with the batteries, speaker, camera, and so forth.
The author thanks Anders Sunesson for the photograph.

points indicate that it is not necessary to use a device that controls the positions
precisely, as long as they are measured correctly. Hopefully, this fact can be taken
advantage of in order to simplify and speed up the measurements. It would also
be desirable to develop a method that separates the influence of the transmitting
antenna to estimate the mode-to-mode channel matrix M.

4 Physical limitations in antenna theory

At this point, it should be clear that antennas are the components that provide the
link between the electromagnetic waves and the electronics of the wireless commu-
nication devices. The reader should also have come to appreciate the complexity of
antenna characteristics, especially when the surrounding environment is taken into
account. The antenna must also coexist with the rest of the device; in a mobile
phone, for example, the antenna is placed side by side with the batteries, speaker,
camera, and so forth, see Figure 19.

Some important antenna parameters, such as reflection coefficient, bandwidth,
radiation pattern, gain, and so on, were introduced in Section 3, where also some
of the methods to measure these parameters were reviewed. Numerical simulations
can of course also be used. Measurements and numerical simulations notwithstand-
ing, theoretical understanding and intuition based on the underlying physics can
also be very beneficial, but hard to achieve due to the complexity of antennas and
wireless communication. Analysing physical limitations is one way to try to reach
general theoretical conclusions for antennas, by stating what can, and what can-
not, be achieved in terms of performance under certain constraints. One significant
constraint that limits antenna performance is size; this is intuitively reasonable,
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since objects that are small compared to the wavelength can only provide limited
interaction with electromagnetic waves.

Wheeler introduced physical limitations in antenna theory in his paper [106] from
1947, where he modelled small antennas as lumped circuits and showed that their
maximum achievable bandwidths are limited. Chu introduced the antenna quality
factor in his paper [16] from 1948, and derived lower bounds on the minimum Q
of small antennas. The quality factor is the quotient of stored energy in the near-
field to radiated power, and is often inversely proportional to the antenna operating
bandwidth. Since 1948, a significant amount of research has been devoted to physical
limitations in antenna theory; much of the work is more or less based on Chu’s
method, but there are also other approaches. In 1950, Fano published the paper [24]
on physical limitations on broadband matching of arbitrary impedances; although
the paper is not specifically concerned with antennas, the results have implications
for matching of antennas as well. In the paper [92] from 2007, Sohl et al. published
a sum rule for the extinction cross section, which is a measure on the power in a
plane wave that is scattered or absorbed by an object; the results were also applied
to find limitations on antenna parameters, see Sohl’s doctoral thesis [96].

This section reviews previous approaches to physical limitations in antenna the-
ory: The antenna quality factor, and associated limitations, are review in in Sec-
tion 4.1. Fano’s theory of optimal broadband matching is reviewed in Section 4.2.
Limitations based on the sum rule for the extinction cross section are reviewed
in Section 4.3. The limitations on spherical wave scattering and matching from
Papers II–IV are summarized in Section 4.4. It is sometimes hard to make clear dis-
tinctions between the various approaches, but, nevertheless, the presentation here
is divided into these four categories. There is an excellent and thorough review
of physical limitations in antenna theory in the book [104] by Volakis et al., and
therefore only a brief review is presented here.

4.1 Quality factor

In his paper [16], Chu laid the foundation for much of the coming work on physical
limitations in antenna theory. Chu, and others following in his path, considered a
parameter called the antenna quality factor, or Q-factor. The quality factor com-
pares the stored electric and magnetic energies, We and Wm, in the near field to the
radiated power Prad, at the resonance frequency ω0:

Q(ω0) = 2ω0
max(We(ω0),Wm(ω0))

Prad(ω0)
. (4.1)

It is clear that a high quality factor is disadvantageous; large amounts of energy
in the near field is in general coupled to high losses. In fact, if Q(ω0) is high, its
reciprocal can be interpreted as half the half-power bandwidth of the antenna [109,
Equation (77)]:

B3 dB ≈
2

Q(ω0)
, for Q(ω0)� 1.
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A low Q-value, on the other hand, is an indication of a broadband antenna. There
is, however, no general relationship between Q and bandwidth [41, 97]. To simplify
the notation, the argument ω0 will be omitted from now on, i.e. Q = Q(ω0).

Much of the work on the quality factor makes use of the spherical wave decom-
positions described in Section 3. Chu derived equivalent lumped-element circuits for
the spherical waves, which take the form of ladders, and where the lengths of the
ladders (and hence the complexities of the circuits) are increased for higher order
waves. Instead of using the full circuits, Chu approximated the circuits close to their
resonance frequencies. He went on to consider linearly polarized, omni-directional
antennas with maximum gain G, minimum Q, and maximum G/Q, and argued
that an antenna radiating like an electric dipole (TM1-mode) yields a minimum Q.
Harrington [48] generalized Chu’s results to cover antennas radiating a combination
of electric dipoles and magnetic dipoles (TE1-modes). Collin and Rothschild [17]
considered antennas radiating arbitrary electric (TMl) or magnetic (TEl) spherical
waves, and used integrals of the electric and magnetic fields to derive exact expres-
sions for the Ql associated with spherical waves of order l [17, Equation (10)]:

Q1 =
1

k3
0a

3
+

1

k0a

Q2 =
18

k5
0a

5
+

6

k3
0a

3
+

3

k0a

Q3 =
675

k7
0a

7
+

135

k5
0a

5
+

21

k3
0a

3
+

6

k0a
,

...

where a is the radius of the hypothetical sphere circumscribing the antenna and
k0 = ω0/c is the resonant wavenumber. The generalization to arbitrary combinations
of electric and magnetic spherical waves is due to Fante [25]; he concluded that the
quality factor for a combination of electric and magnetic spherical waves diminishes
by approximately a factor of 2 for small k0a, see [25, Figure 1]. The minimum Q for
a combination of electric and magnetic dipoles (l = 1) is:

Q1,TE+TM =
1

2k3
0a

3
+

1

k0a
.

Harrington [49] derived the maximum directivity D of an antenna exciting elec-
tric and magnetic spherical waves of maximum order L as

maxD = L(L+ 2) =
N

2
, l 6 L,

where N = 2L(L+2) is the total number of spherical waves with order l 6 L. For an
antenna radiating only electric or magnetic spherical waves, the number of spherical
waves and the maximum directivity is divided by a factor of two. For example, an
antenna exciting a combination of electric and magnetic dipoles has a maximum
directivity of D = 1(1 + 2) = 3, whereas the maximum directivity is D = 3/2 for an
antenna exciting only electric or magnetic dipoles.
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Yaghjian and Best [109] proposed an alternative quality factor QZ expressed in
the antenna input impedance Z(ω),

QZ(ω0) =
ω0

2R(ω0)
|Z ′(ω0)|, (4.2)

where R(ω0) = Z(ω0) is the real-valued impedance at the resonance frequency, and a
prime (′) denotes differentiation. For many antennas it holds that Q(ω0) ≈ QZ(ω0),
and one advantage of QZ over Q is that (4.2) is often more straightforward to
evaluate than (4.1). Yaghjian and Best also discussed the relation between Q, QZ

and the bandwidth B. The relation between Q and bandwidth was also discussed
previously by Sten and Hujanen [97], who also noted that there is no generally
applicable relationship between Q and bandwidth. Gustafsson and Nordebo (see
[41] and Section 4.2) used Fano’s theory of broadband matching [24] to study the
relationship between QZ and B, and also noted that although Q ≈ QZ holds for
many antennas, there is no general relationship between Q and QZ .

Many other authors have also made contributions to limitations in antenna the-
ory based on the quality factor. McLean [68] presented an alternative derivation
of lower bounds on Q. Foltz and McLean [26] considered prolate spheroidal waves.
Thiele et al. [99] determined lower bounds on Q based on the antenna far-field pat-
tern. Geyi [27] considered bounds on directivity and Q. Thal [98] predicted stricter
bounds on Q for antennas occupying the surface of a sphere, rather than the whole
sphere. The folded spherical helix antennas designed by Best [9] approach the Thal-
bounds [98]. Alayón Glazunov et al. derived bounds on the mean effective gain over
Q for an antenna in a random field in [29] (included in the thesis [28]).

The previously mentioned bounds on Q rely (more or less) on the circumscribing
sphere. More strict lower limits on Q for other geometries have been presented
recently by Yaghjian and Stuart [108] and Vandenbosch [102]. An optimization
procedure for the currents on the antenna, which also leads to lower bounds on Q
for arbitrary geometries, is presented by Gustafsson et al. in [40]; the procedure relies
on expressions for the stored electric and magnetic energies We and Wm derived by
Vandenbosch [101]. The results mentioned in this paragraph have a lot in common
with the antenna limitations based on the extinction cross section, see Section 4.3

4.2 Fano matching

Fano is perhaps most known for his work within information theory, but he also
presented important research on electric circuits in his doctoral thesis in 1947, also
published in [24] in 1950. More specifically, Fano studied broadband matching of a
source to a load impedance. When a source is connected to a load impedance Z,
the power accepted by the load PZ is usually less than the total power delivered by
the source Ptot:

PZ = (1− |Γ |2)Ptot.

where Γ denotes the reflection coefficient. This fact was already mentioned in Sec-
tion 3.2 for the special case when the load is an antenna. The reflected power is
of course undesired, since it both diminishes efficiency and can damage the source.
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Figure 20: The matching problem as described by Fano in [24]. The internal
resistance of the source as well as the resistance stemming from the representation
of the load Z are normalized to 1.

A given source may be matched perfectly to a load at one specific frequency, but
a frequency-dependent load might not be possible to match to the source over a
whole frequency interval using only a lossless matching network. Fano both derived
theoretical limitations on matching, and also considered synthesis of matching net-
works. The limits are sometimes called Bode-Fano limits, due to similar work by
Bode [10]. Other important contributions are the books [34] by Guillemin (Fano’s
thesis supervisor), [66] by Matthaei et al., and [14] by Carlin and Civalleri.

Fano considered a source connected to a load via a matching network, normalized
so that the source impedance is 1 and the load impedance is Z. Furthermore, Fano
used a Darlington representation [18] of the load, see Figure 20, where the load Z
is represented by a lossless network and a unit resistance. The reflection coefficient
Γ is of interest, since it determines the power rejected by the load. Fano noted that
|Γ1| = |Γ | applies, and went on to derive sum rules and physical limitations for Γ1.

Fano only considered lumped circuit elements, and thus the impedance Z(ω) of
the load, as well as the reflection coefficient Γ1(ω), were rational functions. Fano
considered cases with known asymptotic expansions at the origin, ω = 0, at infinity,
ω = ∞, and at non-zero real, purely imaginary, and complex frequencies ω + iσ,
and used the Cauchy integral formula to derive sum rules for the logarithm of the
reflection coefficient ln |Γ1(ω)|. The sum rules are known as Fano’s matching equa-
tions. For the case of transmission zeros at the origin and infinity, Fano’s matching
equations take the form (2.19), where the Herglotz function is given by (2.12). The
other cases require some more algebra. Fano also derived physical limitations of
the type (2.20). Moreover, Fano also addressed the problem of synthesizing the
matching network by placing the complex zeros in (2.13). Since the reflection coeffi-
cient Γ1(ω) corresponds to the transfer function of a scatter-passive system, Fano’s
matching equations can also be derived directly using the integral identities (2.19),
see Section 5.3 in Paper I and Section 2.3 in Paper III.

To use Fano’s limitations in antenna theory, a model for the antenna input
impedance is required. The impedance Z(ω) of many antennas can be approximated
by the resonance circuit in Figure 21 close to the resonance frequency ω0 [41]. Using
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Figure 21: For many antennas, the impedance Zres(ω) of the resonance circuit
is a good approximation for the antenna impedance Z(ω) close to its resonance
frequency ω0 [41]. The quality factor QZ(ω0) is given by (4.2).

Fano’s limitations, it can be shown that

B

π
min
B

ln |Γ (ω)|−1 6
1

QZ(ω0)

(
1− B2

4

)
6

1

QZ(ω0)
,

where the frequency interval is B = [ω0(1−B/2), ω0(1+B/2)] with center frequency
ω0 and fractional bandwidth B, cf. (2.20), and where the quality factor QZ(ω0) is
given by (4.2). More accurate circuit models can also be used, see [41] and references
therein. Alternatively, the equivalent circuits for the spherical waves can be used
with Fano’s matching equations for an antenna radiating a specific spherical wave,
see Section 4.4.

4.3 Extinction cross section

Sohl et al. adopted a different approach to antenna limitations in 2007; the approach
was based on a sum rule for the extinction cross section, valid for almost arbitrary
passive scattering objects. They considered a scatterer or antenna illuminated by a
plane wave:

E(r, k) = eir·kk̂E0,

where k̂ is the unit vector that describes the angle of incidence of the wave. The
extinction cross section σe has the unit of area and is a measure on the power Pe in
the incident plane wave that is scattered or absorbed, viz.

σe =
Pe

|E0|/2η0

.

Using the optical theorem (see e.g. [75]) and the Cauchy integral theorem, they
derived the following sum rule for the extinction cross section when the incoming
wave is linearly polarized:∫ ∞

0

σe(k, k̂, ê)

k2
dk =

π

2

[
ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê)

]
. (4.3)
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Here ê = E0/|E0| is of unit length, andE0 is real for linear polarization. The electric
and magnetic polarizability dyadics, γe and γm, were defined in [58], and quantify
how much the scatterer/antenna responds to static electric and magnetic fields.
The electric polarizability dyadic γe relates the induced electric dipole moment
p =

∫
rρ(r) dv in the scatterer to the applied electrostatic field E as

p = ε0γe ·E,

where ε0 denotes the permittivity of free space. Similarly, the magnetic polarizability
dyadic γm gives the induced magnetic dipole moment m = 1

2

∫
r × J(r) dv in the

scatterer caused by an applied static magnetic field H :

m = γm ·H .

Here the induced charge and current densities in the scatterer are denoted ρ and J ,
respectively. The physical interpretation of the sum rule (4.3) is that the dynamic
interaction of the scatterer with the plane wave integrated over all frequencies is
given by the static interaction.

In the companion paper [38], the sum rule (4.3) was used in antenna theory. Two
types of theoretical upper bounds were derived: The first type is for bandwidth B
and partial realized gain gR [38, Equation (3.4)]:

Bmin
B
gR(k̂, ê) 6

k3
0

2

[
ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê)

]
, (4.4)

where the wavenumber interval is B = [k0(1−B/2), k0(1 +B/2)] with center wave-
number k0 and fractional bandwidth B. The second type is for directivity D and
quality factor Q [38, Equation (4.5)]:

D

Q
6
k3

0

2π

[
ê · γe · ê+ (k̂ × ê) · γm · (k̂ × ê)

]
. (4.5)

Examples of the limitations (4.4)–(4.5) can be found in [38] and [39]. The limitations
are applied to ultra-wideband (UWB) antennas in [90], and to loaded dipoles in [20].
The generalization to elliptic polarization can be found in [37].

The polarizability dyadics deserve a longer discussion, since they appear in the
right-hand sides of the equations (4.3)–(4.5). The polarizability dyadics also play
an important part in the bounds on the quality factor presented in [40, 102, 108],
see the last paragraph of Section 4.1. In Section 4.4, it will be seen that the lim-
itations on scattering of the lowest order spherical waves, dipoles, also incorporate
the polarizability dyadics, whereas the limitations for higher order spherical waves
depend on other, similar, quantities. Closed form expressions for the polarizability
dyadics exists for homogeneous spheroidal scatterers, see [92]. For any scatterer or
antenna, upper bounds that only depend on the circumscribing geometry can be
determined; the polarizability dyadics γe and γm are upper bounded by the high-
contrast polarizability dyadic γ∞, which is the polarizability of the circumscribing
geometry with infinite static relative permittivity and permeability [89]. The high
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contrast polarizability dyadics of many geometries can be calculated numerically,
see [88]. Finally, note that the magnetic polarizability dyadic γm vanishes for a
non-magnetic scatterer/antenna.

Note that the sum rule (4.3) can be applied to other problems within electromag-
netic scattering as well, for example metamaterials [93, 95]. There is also a similar
sum rule for acoustic scattering [91]. Many of these results are also included in
Sohl’s thesis [96].

The sum rule (4.3) can be derived directly using the integral identities (2.19), see
Example 5 in Paper I and [35]. The case with elliptic polarization is an example of
a complex-valued impulse response and a non-symmetric Herglotz function h, which
means that the identities (2.18) must be used instead of (2.19).

4.4 Spherical waves

Spherical wave decompositions and the antenna scattering matrix SA are the topics
of Papers II-IV, where sum rules and physical limitations are derived using the
general approach put forth in Paper I. The results are summarized here. In Paper II
and Paper IV, the analysis concerns the scattering matrix S, which is the part of the
antenna scattering matrix that describes the scattering properties of an antenna (or
scatterer) by relating the coefficients b(1) of the outgoing waves to the coefficients
b(2) of the incoming waves, see Figure 13. In Paper III, however, the focus is on
broadband matching and the reflection coefficient Γ . The motivation and inspiration
to consider antenna limitations based on spherical waves and the antenna scattering
matrix come both from spherical near-field antenna measurements (see Section 3.2)
and the connection with MIMO (see Section 3.3). Although many of the limitations
based on the quality factor also rely on spherical waves, as discussed in Section 4.1,
it was also noted there that there is no general relationship between the quality
factor and bandwidth.

In Paper II, the time domain versions of the spherical waves are used to describe
the passivity of the scattering matrix S, and the low-frequency expansions of the
scattering matrix elements are derived to obtain sum rules and limitations. More
precisely, it is shown that w̃(k) = ei2kaSν,ν′(k) is the transfer function of a scatter-
passive system for a passive scatterer or antenna, since in this case the inverse
Fourier transform is the impulse response of a scatter-passive system. Here Sν,ν′ is
an element of the scattering matrix and a is the radius of the hypothetical sphere
circumscribing the scatterer/antenna. The exponential ei2ka corresponds to a time-
shift, and has to be included since the outgoing wave can appear at r = a as soon
as the incoming wavefront has reached r = a, see Figure 3 in Paper II. The low-
frequency expansion (2.15) of the Herglotz function given by (2.12) is derived to
order k3

0, and it is shown that two sum rules of the type (2.19) (for p̂ = 1, 2) follow
for the diagonal elements Sν,ν(k). Physical limitations of the type (2.20) are also
derived from the sum rules, see below.

In Paper III, broadband matching of spherical waves is considered, i.e. Fano
matching where the load impedance Z in Figure 20 is the impedance of an outgo-
ing spherical wave u

(1)
ν seen at the surface of the hypothetical sphere of radius a.
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This corresponds to an antenna radiating the spherical wave u
(1)
ν . The associated

reflection coefficient Γν(k) is the transfer function w̃(k) of a scatter-passive system.
The low-frequency expansion (2.15) of the Herglotz function given by (2.12) is here
derived to order k2l+1

0 (recall that l denotes the order of the spherical wave). This
seems to be hard to derive from the network point of view, but can be accomplished
by noting that the low-frequency asymptotic expansion of the reflection coefficient
Γν(k) is the same as that of the diagonal element Sν,ν(k) of the scattering matrix
of a high-contrast sphere (with infinite relative permittivity and permeability). Af-
ter that, l + 1 sum rules for Γν are derived (for p̂ = 1, 2, . . . , l + 1), and physical
limitations are also presented, see below.

In Paper IV, the scattering problem and the scattering matrix S are considered
once more, just like in Paper II. The low-frequency expansion (2.15) of the Herglotz
function given by (2.12) is derived to order k2l+1

0 , this time for the transfer function
w̃(k) = Sν,ν(k) for a general, heterogeneous scatterer. Ergo, l+1 sum rules for Sν,ν(k)
follow, and from them physical limitations. The limitations are identical to those
presented in Paper II for the dipole case (l = 1), but are sharper for higher order
waves. Furthermore, the implications of the limitations for the antenna transmitting
and receiving coefficients, TA and RA in (3.16), are explored in Paper IV.

The sum rules presented in Paper IV are repeated here:
1
π
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(4.6)

where kn are the zeros of Sν,ν(k) in the open upper half of the complex plane (Im k >
0). The parameter βν,ν > 0 is expected to be zero if the radius a of the circumscribing
sphere is chosen as small as possible, see Paper III. The constant c is given by
cl = [22l(l + 1)!(l− 1)!]/[(2l + 1)!(2l)!]. The electrostatic transition matrix elements

T
[2]
ml,ml and the magnetostatic transition matrix elements T

[1]
ml,ml quantify how the

scatterer/antenna responds to static electric and magnetic fields; for dipoles (l = 1),

the elements T
[2]
ml,ml and T

[1]
ml,ml for an uncharged body are (apart from normalization)

equal to the elements of the electric and magnetic polarizability dyadics γe and γm

introduced in Section 4.3, see Paper IV. In Paper II, only the two sum rules for
p̂ = 1, 2 were derived. To get the sum rules presented in Paper III, Sν,ν must be

replaced by Γν , and T
[2]
ml = T

[1]
ml = a2l+1 (high-contrast sphere).

Physical limitations of the type (2.20) can be derived by considering finite wave-
number intervals and solving the resulting optimization problem for the complex
zeros kn:

BminB lnS−1
ν,ν

π
6 fν(T

[τ ]
ml,ml; k0a), (4.7)

where fν(T
[τ ]
ml,ml; k0a) is the solution and, as before, the wavenumber interval is B =

[k0(1 − B/2), k0(1 + B/2)] with center wavenumber k0 and fractional bandwidth
B. There is a closed-form solution fν for the dipole case (l = 1), but numerical
solutions are required for higher order waves (l > 1). In this thesis, a relaxation of
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(a) (b)

Figure 22: Upper bounds on the functions fν(T
[τ ]
ml,ml; k0a) in (4.7)-(4.8), for l =

1 . . . 5. (a): Bounds for a high-contrast sphere, T
[τ ]
ml,ml = a2l+1, which apply for

matching of spherical waves (see Paper III). (b): Bounds for T
[τ ]
ml,ml = 0, which

apply e.g. for the combination non-magnetic scatterers/antennas and TE-modes.

the optimization problem is used to calculate upper bounds on the function fν in
the right-hand side, see Figure 22. In the figure, note that the order of the bound
for small k0a increases with the order l of the spherical waves. More advanced
numerical algorithms have been used by Villalobos et al. [103] and Kogan [59], but
are considered out of scope here.

An interpretation of the limitations (4.7) is that the scattering matrix elements
Sν,ν cannot be arbitrarily small over the whole wavenumber interval B; how small
they can be is determined by the relative bandwidth B, as well as the electrical size
of the scatterer (center wavenumber k0 times radius a of the circumscribing sphere)
and its shape and static material properties (described by the static transition matrix

elements T
[τ ]
ml,ml). Another interpretation is that the absorption of power over the

wavenumber interval is limited. For the matching case, the same interpretation
applies to the reflection coefficients, Γν , but in this case the bounds only depend on
the electrical size k0a, and not on the shape and material properties.

For antennas, the limitations on the scattering matrix elements Sν,ν can be used
to derive limitations also on the transmitting and receiving coefficients TA

ν and RA
ν ;

the receiving coefficients are bounded by

min
B
|RA

ν (k)| 6 min
B

(1− |Sν,ν |2) 6 1− e−2πfν(T
[τ ]
ml,ml;k0a)/B. (4.8)

For reciprocal antennas, it holds that the moduli of the receiving and transmitting
coefficients are equal, |RA

ν | = |TA
ν |, and therefore (4.8) applies also with RA

ν replaced
by TA

ν in this case. A comparison between the scattering limitations for antennas
in Paper IV and the matching limitations in Paper III can be found in Figure 23.

In Paper IV, comparisons to limitations based on the quality factor and extinc-
tion cross section are given. A method to calculate the scattering matrix numerically
is also presented in Paper IV, and used to illustrate the limitations (4.7) and (4.8)
for some antennas. Numerical illustrations for dipole-like antennas are also given
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(a) (b)

Figure 23: Comparison of the broadband matching limitations presented in Pa-
per III and the scattering limitations presented in Paper IV. (a): The matching
limitations place a lower bound on the antenna reflection coefficient Γν when the
antenna is transmitting a spherical wave with index ν. (b): The scattering limi-
tations place lower bounds on the antenna scattering coefficients Sν,ν , and upper
bounds on the antenna receiving and transmitting coefficients RA

ν and TA
ν .

in Paper II. Finally, it should be mentioned that the sum rules (4.6) and scattering
limitations (4.7) are valid for other passive scattering objects as well; an example
concerning absorbing nanoshells can be found in Paper II.

5 Conclusions and outlook

The ambition with this General Introduction was to give a more detailed background
to the problems studied in this thesis, and also to summarize the main contributions
of the appended papers in the right context.

In Section 2, physical systems, dispersion relations, and the approach to derive
sum rules and physical limitations put forth in Paper I were reviewed. Models
of physical processes as input-output systems were discussed; it was seen that a
system is in convolution form under very general assumptions, and that the transfer
function is a complete description of the frequency dependence in this case. For
many causal systems, dispersion relations for the transfer function in the form of
a Hilbert transform pair can be derived from Titchmarsh’s theorem. For a passive
system, the transfer function can be related to a Herglotz function. A set of integral
identities, or sum rules, for Herglotz functions was derived in Paper I. The sum
rules relate dynamical properties of the system to its low- and/or high-frequency
asymptotic expansions. Furthermore, physical limitations, which state what can
and cannot be achieved under certain constraints, follow from the sum rules. To
the author’s best knowledge, this is the first time that a general, mathematically
rigorous, and cromulent approach to derive sum rules and physical limitations has
been presented. The approach shows great potential to be used in a wide-range of
problems; so far, several successful applications to electromagnetic theory have been
published, but the method is not restricted to this area of physics.

In Section 3, the general topic was electromagnetic spherical waves, which follow
naturally as solutions to Maxwell’s equations in free space when spherical coordi-



48 General Introduction

nates are used. Antenna measurements, and in particular spherical near-field an-
tenna measurements (SNFT), were discussed, and it was seen that clever algorithms
based on spherical waves can be used to determine the radiation pattern of the
antenna under test from measurements with a probe scanning the near-field. Fur-
thermore, theoretical modelling of antenna-channel interaction and multiple-input
multiple-output (MIMO) systems with spherical waves, and some important results
from the thesis [28] by Alayón Glazunov, were reviewed. Paper V presents the first
estimation of spherical wave coefficients from channel measurements. Hopefully, the
procedure can be improved in the future, and enable estimation of the mode-to-mode
channel matrix M in (3.21). It would also be interesting to make several measure-
ments of different propagation scenarios, and to analyse the statistical properties of
the estimated spherical wave coefficients.

In Section 4, physical limitations in antenna theory were reviewed. Much of the
previously published limitations are based on the antenna quality factor Q, or on
Fano’s theory of optimal broadband matching. The approach introduced in Sohl’s
thesis [96], based on a sum rule for the extinction cross section, was also reviewed.
Paper II and Paper IV are the first where limitations on spherical wave scattering
and the antenna scattering matrix are derived, and the relation to matching of
spherical waves is made clear in Paper III. The general approach from Paper I is
used in Papers II-IV, and it was also mentioned that Fano’s matching equations
and the sum rule for the extinction cross section can be derived similarly. There
has been a large amount of work devoted to physical limitations in antenna theory,
and it is still the focus of extensive research; the various approaches reach slightly
different conclusions, and therefore complement each other well. However, most of
the work is restricted to single antenna systems, but it would be very interesting
to explore the limitations on MIMO further. Hopefully, the limitations on spherical
wave scattering, in conjunction with the work by Alayón Glazunov and others, can
be one approach to realize this. Furthermore, it might be possible to improve the
limitations on spherical wave scattering; one way could be to analyse the complex
zeros kn in the right-hand sides of the sum rules in (4.6), and here it could be useful
with better understanding of the physical meaning of the zeros. Combinations of
spherical waves should also be considered.

Both theoretical understanding and practical use of electromagnetic waves and
wireless communication have evolved remarkably since the pioneering works by
Maxwell, Hertz, and others. The author hopes that this thesis brings increased
understanding of passive physical systems in general, and scattering and antenna
problems in particular, and that our collective knowledge about the world we live
in is embiggened with it.
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Abstract

A passive system is one that cannot produce energy, a property that nat-
urally poses constraints on the system. A system in convolution form is fully
described by its transfer function, and the class of Herglotz functions, holo-
morphic functions mapping the open upper half plane to the closed upper half
plane, is closely related to the transfer functions of passive systems. Following
a well-known representation theorem, Herglotz functions can be represented
by means of positive measures on the real line. This fact is exploited in
this paper in order to rigorously prove a set of integral identities for Her-
glotz functions that relate weighted integrals of the function to its asymptotic
expansions at the origin and infinity.

The integral identities are the core of a general approach introduced here to
derive sum rules and physical limitations on various passive physical systems.
Although similar approaches have previously been applied to a wide range
of specific applications, this paper is the first to deliver a general procedure
together with the necessary proofs. This procedure is described thoroughly,
and exemplified with examples from electromagnetic theory.

1 Introduction

The concept of passivity is fundamental in many applications. Intuitively, a pas-
sive system is one that does not in itself produce energy (if the system does not
consume energy either, it is called lossless); hence the energy-content of the output
signal is limited to that of the input. Passivity poses severe constraints, or physical
limitations, on a system. The aim of this paper is to investigate these constraints.
In particular, a general approach to derive sum rules and physical limitations is
presented along with the necessary proofs.

A system in convolution form is fully described by its impulse response, w. The
convolution form is intimately related to the assumptions of linearity, continuity and
time-translational invariance. With the added assumptions of causality and passiv-
ity, the Fourier transform of w is related to a Herglotz function [23, 28] (sometimes
referred to as a Nevanlinna [18], Pick [9], or R-function [21]). The Laplace trans-
form and the related function class of positive real (PR) functions are commonly
preferred by some authors [38, 40, 42].

As holomorphic mappings between half-planes, Herglotz functions are closely
related to positive harmonic functions and the Hardy space H∞(C+) via the Cay-
ley transform [10, 26]. Herglotz functions appear in literature concerning continued
fractions and the problem of moments [1, 19, 32], but also within functional analysis
and spectral theory for self-adjoint operators [2, 18]. There is a powerful representa-
tion theorem for Herglotz functions, relating them to positive measures on R. Under
certain assumptions on a Herglotz function h it is possible to derive a set of integral
identities, relating weighted integrals of h over infinite intervals to its expansion
coefficients at the origin and infinity.

The integral identities can be used to derive sum rules for various physical sys-
tems, effectively relating dynamic behaviour to static and/or high-frequency prop-
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erties. This is very beneficial, since static properties are often easier to determine
than dynamical behaviour. The representation in itself can also provide information
on a system in the form of dispersion relations; consider e.g. the Kramers-Kronig
relations [23, 25] discussed in Section 5.4. One way to take advantage of the sum
rules is to derive constraints, or physical limitations, by considering finite frequency
intervals. The physical limitations indicate what can and cannot be expected from
a system.

Some previous examples of sum rules and physical limitations within electromag-
netic theory are in the analysis of matching networks [11], temporal dispersion for
metamaterials [13], broadband electromagnetic interaction with objects [34], band-
width and directivity for antennas of certain sizes [15], extra ordinary transmission
through sub-wavelength apertures [16], radar absorbers [30], high-impedance sur-
faces [4] and frequency selective surfaces [17]. The physical limitations can be very
helpful, both from a theoretical point of view where one wishes to understand what
factors limit the performance, but also from a designer view-point where the physi-
cal limitations can signal if there is room for improvement or not. As the examples
show, similar methods to the one presented in this paper have been widely used to
derive sum rules for systems in convolution form. For many causal systems, Titch-
marsh’s theorem can be used to derive dispersion relations in the form of a Hilbert
transform pair [22, 23, 28]. However, some more assumptions are needed in order to
obtain sum rules, see e.g. [23] and references therein. If, for instance, the transfer
function is rational, the Cauchy integral formula may be used, see e.g. [11, 35].

This paper presents an approach to derive sum rules and physical limitations
under the assumption that the system under consideration is causal and passive.
There does not seem to be a previous account on such an approach. At the core
are the integral identities for Herglotz functions, which are proved rigorously in this
paper. Many physical systems obey passivity, and so the results presented here are
applicable to a wide range of problems. The paper is divided into different sections:
First, the class of Herglotz functions along with some of its important properties are
reviewed in order to pave the way for the integral identities. After this section there
is a discussion about passive systems and their connection to Herglotz functions.
The proof of the integral identities comes next, and after that follow some examples
which serve to illuminate the theory. Last come some concluding remarks.

2 Herglotz functions and integral identities

The aim of this section is to introduce the class of Herglotz functions and recall
some well known properties of this class. This naturally leads to the introduction
of the integral identities, presented in the end of the section. First a few words on
the notation adopted throughout this paper (cf. [3, 31]): If µ is a positive measure
on the Borel subsets E of R and E ∈ E , denote µ(E) =

∫
E

dµ(ξ). The measure
is referred to as µ or dµ. The Lebesgue integral of f with respect to µ is denoted
by
∫
R f(ξ) dµ(ξ) whenever f is a complex-valued measurable function on R. The

positive measure that maps E to
∫
E
u(ξ) dµ(ξ) for some non-negative measurable
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function u on R is denoted by u dµ.
Here is the definition of a Herglotz function:

Definition 2.1. A Herglotz function is defined as a holomorphic function h : C+ →
C+ ∪ R where C+ = {z : Im z > 0}.

There is a powerful representation theorem for the set of Herglotz functions H
due to Nevanlinna [27], presented in the following form by Cauer [6] (see also [2]):

Theorem 2.1. A necessary and sufficient condition for a function h to be a Herglotz
function is that

h(z) = βz + α +

∫
R

(
1

ξ − z
− ξ

1 + ξ2

)
dµ(ξ), Im z > 0, (2.1)

where β > 0, α ∈ R and µ is a positive Borel measure such that
∫
R dµ(ξ)/(1 + ξ2) <

∞.

Note the resemblance of (2.1) to the Hilbert transform [22, 26]. The representa-
tion follows e.g. from a representation theorem for positive harmonic functions on
the unit disk due to Herglotz [20]. This representation theorem in turn relies on the
Riesz representation theorem for continuous, linear functionals on a compact metric
space. The equation (2.1) may be cast into the slightly different form

h(z) = βz + α +

∫
R

1 + ξz

ξ − z
dν(ξ), Im z > 0, (2.2)

where dν(ξ) = dµ(ξ)/(1 + ξ2) is a positive and finite measure. Note that the only
way in which a Herglotz function can be real-valued in C+ is if h ≡ α for some
α ∈ R.

From the representation (2.1) it follows that h(z)/z → β, as z→̂∞, where z→̂∞
is a short-hand notation for |z| → ∞ in the Stoltz domain θ 6 arg z 6 π − θ for
any θ ∈ (0, π/2] (see Appendix A.1). Hence it makes sense to consider Herglotz
functions with the asymptotic expansion

h(z) =
m=1∑

1−2M

bmz
m + o(z1−2M), as z→̂∞, (2.3)

where bm ∈ R. Since b1 = β, this expansion is always possible for some integer
M > 0. It will simplify notation to define bm = 0 for m > 1. The representation
also implies that zh(z)→ −µ({0}), as z→̂0 (once more, see Appendix A.1), and so
an asymptotic expansion

h(z) =
2N−1∑
n=−1

anz
n + o(z2N−1), as z→̂0, (2.4)

where a−1 = −µ({0}) and all an are real, is available for some integer N > 0. The
coefficients an are defined to be zero for n < −1. It will turn out that it suffices to
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consider the asymptotic expansions along the imaginary axis, i.e. for arg z = π/2
(see Lemma 4.2).

At the core of the approach presented in this paper to derive sum rules for passive
systems are the integral identities

lim
ε→0+

lim
y→0+

1

π

∫
ε<|x|<ε−1

Imh(x+ iy)

xp
dx = ap−1− bp−1, p = 2− 2M, 3− 2M, . . . , 2N.

(2.5)
Throughout this paper i denotes the imaginary unit (i2 = −1), and x = Re z and
y = Im z are implicit. Note that the origin is no more special than any other point
on the real line; a Herglotz function shifted to the left or right is still a Herglotz
function. Compositions of Herglotz functions with each other yields new Herglotz
functions (barring the trivial case when h ≡ α), a property that may be exploited
to determine a family of sum rules. See Section 5.1 and Section 5.4.

One more point deserves a discussion here: In physical applications it is often
desirable to interpret the left-hand side of (2.5) as an integral over the real line. In
that case the integral must be interpreted in the distributional sense; the generalized
function h(x) = limy→0+ h(x+iy), where the right-hand side is interpreted as a limit
of distributions, is a distribution of slow growth. It can also be shown that, for almost
all x ∈ R, the limit limy→0+ Imh(x + iy) exists as a finite number. The left-hand
side of (2.5) is precisely the integral over the finite part of the limit plus possible
contributions from singularities in {x : 0 < |x| < ∞}, cf. (4.3), Section 5.1 and
Section 5.2.

In some special cases the integral identities follow directly from the Cauchy inte-
gral formula [11, 35]. This requires some extra assumptions, e.g. that the Herglotz
function is the restriction to C+ of a rational function. Alternative approaches to
obtain integral identities from the Hilbert transform under different assumptions are
discussed by King [23].

3 Sum rules for passive systems

The integral identities (2.5) offer an approach to construct sum rules and associated
physical limitations on various systems. The first step is to ensure that the system
can be modelled with a Herglotz function. Secondly, the asymptotic expansions (2.3)
and (2.4), here referred to as the high- and low-frequency asymptotic expansions,
have to be determined. This step commonly uses physical arguments, and is specific
to each application. Finally, the integrals in (2.5) are bounded to construct the
physical limitations.

Herglotz functions appear in the context of linear, time translational invariant,
continuous, causal and passive systems, see e.g. the paper [40] by Youla et. al., [41]
and [42] by Zemanian, and [38] by Wohlers and Beltrami. These treatises are in
the context of distributions, while a study in a more general setting is given in [43]
and references therein. A short summary of some important results are given in this
section. See also the book [28] by Nussenzveig.
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Let D′ denote the space of distributions of one variable, and let D′0 denote dis-
tributions with compact support [42]. Consider an operator R : D(R) ⊆ D′ → D′.
It is a convolution operator if and only if it is linear, time translational invariant,
and continuous [42, Theorem 5.8-2]:

u(t) = Rv(t) = w ∗ v(t), (3.1)

where t denotes time, ∗ denotes temporal convolution and w ∈ D′ is the impulse
response. The exact definitions of linearity, time translational invariance and conti-
nuity can be found in [42].

The operator is causal if w is not supported in t < 0, i.e. suppw ⊆ [0,∞).
The last crucial property of the operator is that of passivity, which is considered in
two different forms. The terminology is borrowed from electric circuit theory. Let v
correspond to the electric voltage over some port, and let u correspond to the current
into the said port. Assume that the voltage and current are almost time-harmonic
with amplitudes varying over a timescale much larger than the dominating frequency,
and model this with complex-valued distributions u and v. The power absorbed by
the system at the time t is Reu∗(t)v(t) (if u and v are regular functions), where the
superscript ∗ denotes the complex conjugate. The operator R defined by u = Rv
is called the admittance operator. If instead the input signal is q = (v + u)/2 and
the output is r = Wq = (v − u)/2, the corresponding operator W is the scattering
operator, and the absorbed power is |q(t)|2 − |r(t)|2. Let D denote the space of
smooth functions with compact support and make the following definition [38, 42,
43]:

Definition 3.1. Let R be a convolution operator with input v and output u = Rv.
Define the energy expressions

eadm(T ) = Re

∫ T

−∞
u∗(t)v(t) dt and escat(T ) =

∫ T

−∞

(
|v(t)|2 − |u(t)|2

)
dt.

The operator is admittance-passive (scatter-passive) if eadm(T ) (escat(T )) is non-
negative for all T ∈ R and v ∈ D.

Note that admittance-passive might as well have been called impedance-passive,
if the electric current was assumed to be input and the voltage output in the example
from which the name stems. An operator which is admittance-passive or scatter-
passive is called passive in this paper. As it turns out, passivity implies causality
for operators in convolution form. Furthermore, in this case the impulse response w
must be a distribution of slow growth, i.e. w ∈ S ′ [38, 42], and thus (3.1) is defined
for smooth input signals of rapid descent, v ∈ S. The set of distributions of slow
growth is denoted by S ′, and S stands for smooth functions of rapid descent in the
remainder of the paper. Note that (3.1) is also defined for all input signals v with
support bounded on the left, since suppw ⊆ [0,∞) [42].

Since the impulse response is in S ′, its Fourier transform may be defined as
〈Fw,ϕ〉 = 〈w,Fϕ〉 , for all ϕ ∈ S, where 〈f, ϕ〉 is the value in C that f ∈ S ′ assigns
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to ϕ ∈ S [42]. The Fourier transform of ϕ is defined as Fϕ(ω) =
∫
R ϕ(t)eiωt dt. The

Fourier transform of w is the transfer function w̃ of the system, viz.

w̃(ω) = Fw(ω). (3.2)

The convolution in (3.1) is mapped to multiplication if e.g. v ∈ D′0 or v ∈ S [42]. In
that case the frequency domain system is modelled by ũ(ω) = w̃(ω)ṽ(ω), where ṽ =
Fv and ũ = Fu are the input and output signals, respectively. The transfer function
w̃(ω) is in S ′ for real ω, but since the support of w is bounded on the left the region of
convergence for w̃ contains C+ and w̃ is holomorphic there. The Laplace transform
is commonly used in system theory, generating the corresponding transfer function
w̃Laplace(s) = w̃(is). Scrutinizing the transfer function, the following theorem is
proved (cf. Theorem 10.4-1 in [42], Theorem 2 in [38] and Theorems 7.4-3 and
8.12-1 in [43]):

Theorem 3.1. Let R = w∗ be a convolution operator and let w̃ be given by (3.2). If
R is admittance-passive, then Re w̃(ω) > 0 for all ω ∈ C+. If R is scatter-passive,
then |w̃(ω)| 6 1 for all ω ∈ C+. In both cases w̃ is holomorphic in C+.

The converse statement to the theorem can also be made, i.e. that every transfer
function on one of the forms described in the theorem generates an admittance-
passive or scatter-passive operator, respectively [42, Theorem 10.6-1], [43, Theorems
7.5-1 and 8.12-1].

Evidently, the transfer function of an admittance-passive operator multiplied
with the imaginary unit is a Herglotz function, h = iw̃. For scatter-passive operators
a Herglotz function can be constructed from w̃ via the inverse Cayley transform
z 7→ (iz + i)/(1 − z). Alternatively, factorize w̃(ω) = H(ω)B(ω), where H(ω) is a
zero free holomorphic function such that |H(ω)| 6 1 for all ω ∈ C+ and

B(ω) =

(
ω − i

ω + i

)k ∏
ωn 6=i

|ω2
n + 1|
ω2
n + 1

ω − ωn
ω − ω∗n

(3.3)

is a Blaschke product [10, 26]. Here the zeros ωn of w̃ in C+ are repeated according
to their multiplicity and k > 0 is the order of the possible zero at ω = i. The
convergence factors |ω2

n + 1|/(ω2
n + 1) may be omitted if all |ωn| are bounded by the

same constant or if w̃ satisfies the symmetry (3.7) discussed below. Since w̃ belongs
to the Hardy space H∞(C+), this factorization is always possible due to a theorem
of F. Riesz [10, 26]. Moving on, the function H may be represented as H(ω) = eih(ω)

since it is holomorphic and zero-free on the simply connected domain C+. Here the
holomorphic function h must have a non-negative imaginary part. Note that the
converse to the factorization also holds; a function w̃ is holomorphic and bounded
in magnitude by one in C+ if and only if it is of the form

w̃(ω) = B(ω)eih(ω), (3.4)

where B is a Blaschke product given by (3.3) and h is a Herglotz function.
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The formula (3.4) may be inverted: h(ω) = −i log(w̃(ω)/B(ω)), if the logarithm
is defined as

logH(z) = ln |H(z0)|+ i argH(z0) +

∫
γzz0

dH/ dζ

H(ζ)
dζ. (3.5)

Here γzz0 is any piecewise C1 curve from z0 to z in C+. The left-hand side of (2.5)
takes the form

lim
ε→0+

lim
y→0+

∫
ε<|x|<ε−1

− ln |w̃(x+ iy)/B(x+ iy)|
xp

dx.

The modulus |B(z)| tends to 1 as z→̂x for almost all x ∈ R (the exceptions are
the x which are accumulation points of the zeros of w̃ [26]). If the origin is not an
accumulation point of the zeros of w̃, the low-frequency asymptotic expansion of h
is

h(ω) = −i log w̃(ω)− argB(0)− i
∞∑
m=1

ωm

m

∑
ωn

ω−mn − ω∗−mn , as ω→̂0. (3.6)

A similar argument may be applied to the high-frequency asymptotic expansion.
The asymptotic expansions of log w̃ must be found by physical arguments.

For operators R mapping real-valued input to real-valued output, the impulse
response w is real-valued. This implies the symmetry

w̃(ω) = w̃∗(−ω∗), (3.7)

which is transferred to the Herglotz function as

h(ω) = −h∗(−ω∗) (3.8)

if it is defined by h = iw̃(ω) (for admittance-passive systems) or by the inverse
Cayley transform of ±w̃ (for scatter-passive systems). The Herglotz function h in
(3.4) must be of the form h = h1 + α, where h1(ω) = −h∗1(−ω∗), and α ∈ R is the
argument of eih(ω) for purely imaginary ω. The symmetry restricts the identities (2.5)
to even powers and simplifies them to

lim
ε→0+

lim
y→0+

2

π

∫ ε−1

ε

Imh(x+ iy)

x2p̂
dx = a2p̂−1 − b2p̂−1, p̂ = 1−M, . . . , N. (3.9)

In general, the integral identities (2.5) for even p are the starting point to derive
constraints on the system as the non-negative integrand can be bounded by a finite
frequency interval.

Summing up, there are two essentially equivalent ways to evaluate if a system
can be modelled with a Herglotz function and potentially be constrained according
to (2.5): First, just based on a priori knowledge of linearity, continuity and time-
translational invariance (i.e. the convolution form (3.1)) together with passivity.
This approach can often be applied directly to various physical systems. The second,
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frequency domain case is often more involved and requires direct verification that
h(ω) is holomorphic and Imh(ω) > 0 for Imω > 0. Alternative characterizations in
the frequency domain are given in [38].

The high-frequency expansions (2.3) are sometimes hard to evaluate for physical
systems. The high-frequency behaviours of w̃(ω) and h(ω) are determined by the
behaviour of w(t) for arbitrarily short times. To see this, first assume that w is a
regular, integrable function. Then w̃ is defined as

w̃(ω) =

∫ ∞
0

w(t)eiωt dt =

∫ ε

0

w(t)eiωt dt+

∫ ∞
ε

w(t)eiωt dt.

The second term in the right-hand side goes to zero as ω→̂∞ (but not as |ω| → ∞
on the real line) for any ε > 0. This verifies the statement for w ∈ L1. For a general
w ∈ S ′, consider the equivalent definition of w̃(ω) for Imω > 0 [42]:

w̃(ω) =
〈
w(t), λ(t)eiωt

〉
=
〈
w(t), λ1(t)eiωt

〉
+
〈
w(t), λ2(t)eiωt

〉
.

Here λ(t) is a smooth function with support bounded on the left, and such that
λ(t) ≡ 1 for t > 0. It is decomposed into two non-negative smooth functions,
λ = λ1 + λ2, where λ2 ≡ 0 for t 6 ε for some ε > 0. The second term in the
right-hand side vanishes as ω→̂∞. A similar argument may be carried out for the
low-frequency expansion (2.3), essentially relating it to the behaviour of w(t) for
arbitrarily large t.

4 Proof of the integral identities

The main theorem (Theorem 4.1) of this paper contains the integral identities (2.5).
For p = 2, 3, . . . , 2N they rely on two results: The first (Corollary 4.1) states that
the left-hand sides of (2.5) are equal to moments of the measure dµ(ξ). The second
(Lemma 4.2) relates the convergence and explicit value of these moments to expan-
sion (2.4). A change of variables in the left-hand side of (2.5) enables a proof for
p = 2− 2M, 3− 2M, . . . , 1.

The following lemma is is a well known result, see e.g. Lemma S1.2.1 in [21] and
Theorem 11.9 in [26]. It is included here for clarity.

Lemma 4.1. Let h denote a Herglotz function. Suppose that the function ϕ : R→ R
is piecewise C1, and that there is a constant D > 0 such that |ϕ(x)| 6 D/(1 + x2)
for all x ∈ R. Then it follows that

lim
y→0+

1

π

∫
R
ϕ(x) Imh(x+ iy) dx =

∫
R
ϕ̌(ξ) dµ(ξ), (4.1)

where µ(ξ) is the measure in the representation (2.1) of h, and

ϕ̌(ξ) =

{
ϕ(ξ), if ϕ is continuous at ξ
ϕ(ξ−)+ϕ(ξ+)

2
, otherwise.

(4.2)

Here ϕ(ξ±) = limζ→ξ± ϕ(ζ).
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The proof can be found in Appendix A.2. It is readily shown that the limit
may be replaced by any non-tangential limit, i.e. the left-hand side of (4.1) may be
replaced by limu→̂0

∫
R ϕ(x) Imh(x+ u) dx.

Note that the lemma is in some sense an inversion formula; whereas the represen-
tation (2.1) gives the Herglotz function h from the measure µ, (4.1) instead makes
possible the retrieval of µ when h is known. In fact, the lemma is the Stieltjes inver-
sion formula in a different form [1, 21, 32]. The inversion is clarified by decomposing
the measure as µ = µa + µs, where µa is absolutely continuous with respect to the
Lebesgue measure dξ and µs is singular in the same sense [3]. Recall that E denotes
the set of Borel subsets of R. Then

µa(E) =

∫
E

µ′a(ξ) dξ, for all E ∈ E ,

where the Radon-Nikodym derivative µ′a of µa with respect to dx is a finite, locally
integrable function, for almost all x ∈ R uniquely defined as [3]

µ′a(x) = lim
s→0

µa([x− s, x+ s])

2s
.

“Almost all” is with respect to dx. Furthermore [26],

lim
s→0

µs([x− s, x+ s])

2s
= 0, for almost all x ∈ R.

Hence Lemma 4.1 implies that

lim
z→̂x

1

π
Imh(z) = lim

s→0

µ([x− s, x+ s])

2s
, for almost all x ∈ R.

See also [21].
In physical applications it is often desirable to move the limit inside the integral

in the left-hand side of (4.1). Clearly, this is possible if µ = µa. Otherwise, set
g(x) = limy→0+ Imh(x+ iy), whenever the limit exists finitely, to get

lim
y→0+

1

π

∫
R
ϕ(x) Imh(x+ iy) dx =

1

π

∫
R
ϕ(x)g(x) dx+

∫
R
ϕ̌(ξ) dµs(ξ), (4.3)

where the second term on the right-hand side represents contributions from singu-
larities on the real line. Equivalently, the left-hand side of (4.1) may be interpreted
as an integral over the real line in the distributional sense.

The first result needed for the main theorem is this corollary to Lemma 4.1:

Corollary 4.1. For all Herglotz functions h given by (2.1) it holds that

lim
ε→0+

lim
ε̆→0+

lim
y→0+

1

π

∫ −ε
−ε̆−1

Imh(x+ iy)

xp
dx+ lim

ε→0+
lim
ε̆→0+

lim
y→0+

1

π

∫ ε̆−1

ε

Imh(x+ iy)

xp
dx

=

∫
R

dµ0(ξ)

ξp
, p = 0,±1,±2, . . .

Here µ0 = µ− µ({0})δ0, i.e. the measure in the representation (2.1) with the point
mass at the origin removed. The terms in the left-hand side are not necessarily finite.
The right-hand side is not defined in the case the left-hand side equals −∞+∞.



68 Paper I: Sum rules and constraints on passive systems

The proof can be found in Appendix A.3. Before presenting the second result
needed for the main theorem, it is noted that h may be decomposed as

h(z) = βz + α− µ({0})
z

+

∫
R

(
1

ξ − z
− ξ

1 + ξ2

)
dµ0(ξ), (4.4)

where once again µ0 = µ − µ({0})δ0. This decomposition follows directly from the
fact that zh(z)→ −µ({0}) as z→̂0.

Lemma 4.2. Let h be a Herglotz function given by (2.1) and N > 0 an integer.
Then the following statements are equivalent:

1. The function h has the asymptotic expansion (2.4), i.e.

h(z) =
2N−1∑
n=−1

anz
n + o(z2N−1), as |z| → 0,

for z in the Stoltz domain θ 6 arg z 6 π − θ for any θ ∈ (0, π/2]. Here all an
are real.

2. Statement 1 is true for θ = π/2.

3. The measure µ0 = µ− µ({0})δ0 satisfies∫
R

dµ0(ξ)

ξ2N(1 + ξ2)
<∞.

The expansion coefficients in (2.4) equal:

a0 = α +

∫
R

dµ0(ξ)

ξ(1 + ξ2)
, and ap−1 = δp,2β +

∫
R

dµ0(ξ)

ξp
, p = 2, 3, . . . , 2N, (4.5)

where δi,j denotes the Kronecker delta.

A similar result is a well-known theorem due to Hamburger and Nevanlinna [1,
Theorem 3.2.1], [32, Theorem 2.2]. See also Lemma 6.1 in [18]. Note that the
case N = 0 is trivial, since then all three statements are true for all Herglotz
functions. The proof for N > 1 can be found in Appendix A.4. The convergence
of
∫
R dµ0(ξ)/(|ξ2N+1|(1 + ξ2)) does guarantee an expansion with real coefficients up

to a rest term o(z2N), but the converse is not true. A counterexample for N = 0 is
given by the measure dµ0(ξ) = µ′0(ξ) dξ where µ′0(ξ) = −(ln |ξ|)−1 when ξ < 1 and
µ′0(ξ) = 0 otherwise.

The integral identities for p = 2, 3, . . . 2N follow directly from Corollary 4.1 and
Lemma 4.2 (recall that b1 = β and that bp−1 = 0 for p = 3, 4, . . .). To prove

the identities for p = 2− 2M, 3− 2M, . . . , 1, consider the Herglotz function h̆(z) =
h(−1/z). With obvious notation, its high- and low-frequency asymptotic expansions
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are related to those of h as b̆n = (−1)na−n and ăn = (−1)nb−n. Evidently, M̆ = N
and N̆ = M applies. Following (2.2) and (4.4), h̆ admits the representation

h̆(z) =
−β
z

+ α + µ({0})z +

∫
R

1− ξz−1

ξ + z−1
dν0(ξ), Im z > 0,

where dν0(ξ) = dµ0(ξ)/(1 + ξ2). It would be desirable to make a change of variables
ξ 7→ −1/ξ in the integral. Therefore, consider the continuous bijection j : R\{0} →
R\{0} defined by jξ = −1/ξ. It is its own inverse, i.e. j2ξ = ξ. Furthermore, it
maps Borel sets to Borel sets, which makes the following a valid definition:

Definition 4.1. Let j : R\{0} → R\{0} be the mapping that takes ξ to −1/ξ.
Let E(R\{0}) be the Borel sets of R\{0} and M(R\{0}) be the set of measures on
E(R\{0}). Define the mapping J : M(R\{0})→ M(R\{0}) through

Jσ(E) = σ(jE),

for all σ ∈ M(R\{0}) and E ∈ E(R\{0}).

From this definition it is clear that J2σ = σ and moreover∫
R\{0}

f(ξ) dσ(ξ) =

∫
R\{0}

f(jξ) d (Jσ)(ξ)

for all measurable functions f on R\{0}, since it holds if f is a simple measurable
function [31]. The representation of h̆ can now be rewritten:

h̆(z) =
−β
z

+ α + µ({0})z +

∫
R

1 + ξz

ξ − z
d (Jν0)(ξ), Im z > 0.

The function h̆ is thus represented by the measure dν̆0 = d (Jν0), or equivalently
dµ̆0 = ξ2 d (Jµ0). Therefore

lim
y→0+

1

π

∫ ε̆−1

ε

Imh(x+ iy)

xp
dx =

∫
R
ϕ̌p,ε,ε̆(ξ) dµ0(ξ) =

∫
R
ϕ̌p,ε,ε̆(−1/ξ)

dµ̆0(ξ)

ξ2

= lim
y→0+

(−1)p
1

π

∫ −ε̆
−ε−1

Im h̆(x+ iy)

x2−p dx, for p = 0,±1,±2, . . . and 0 < ε < ε̆−1,

(4.6)

and likewise for the corresponding integral over (−ε̆−1,−ε). Here ϕ̌p,ε,ε̆ is given by
(A.2) and (4.2). The proof of the integral identities (2.5) for p = 2−2M, 3−2M, . . . , 0
have now been returned to the case p = 2, 3, . . . , 2N . Here at last is the sought for
theorem:

Theorem 4.1 (Main Theorem). Let h be a Herglotz function. Then it has the
asymptotic expansions (2.3) and (2.4) if and only if the corresponding left-hand
sides in (2.5) are absolutely convergent. In this case the integral identities (2.5)
apply.
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The integrals in the left-hand side of (2.5) may be taken over the set {x : ε <
|x| < ∞} when p = 2, 3, . . . , 2N and {x : 0 < |x| < ε−1} when p = 2 − 2M, 3 −
2M, . . . , 0, see Appendix A.3. In this case there is an extra term −δp,0 a−1 in the
right-hand side. This fact is used in the examples below to obtain neater expressions.

Proof. The theorem for p = 2, 3, . . . 2N follows directly from Corollary 4.1 and
Lemma 4.2. For p = 2 − 2M, 3 − 2M, . . . , 0 it also requires (4.6) and the relation
between the asymptotic expansions of h and h̆. The case p = 1 is special as it
requires both high- and low-frequency expansions. Assume that the asymptotic
expansions (2.3) and (2.4) are valid for N = M = 1 and use equation (4.5) for h
and h̆:

a0 − b0 =

∫
R

dµ0(ξ)

ξ(1 + ξ2)
−
∫
R

dµ̆0(ξ)

ξ(1 + ξ2)
=

∫
R

dµ0(ξ)

ξ

= lim
ε→0+

lim
ε̆→0+

lim
y→0+

∫
ε<|x|<ε̆−1

Imh(x+ iy)

x
dx.

Here all integrals are absolutely convergent. If on the other hand the left-hand sides
of (2.5) are absolutely convergent for p = 0, 1, 2, then the asymptotic expansions
(2.3) and (2.4) clearly hold for N = 1 and M = 1, respectively.

The main theorem is essential to the approach to derive sum rules for passive
systems; it implies that high- and low-frequency asymptotic expansions of the form
(2.3) and (2.4) for a Herglotz function h are both necessary and sufficient conditions
for the integral identities (2.5) to apply. Note especially that only the low-frequency
asymptote is required for the integral identities to be valid for p = 2, 3, . . . , 2N .
Recall also that the identities are simplified to (3.9) for most physical systems, due
to the symmetry (3.8). These observations conclude the proofs section.

5 Examples

For all the examples, the notation ω = ω′ + iω′′, with ω′ = Reω and ω′′ = Imω, is
used.

5.1 Elementary Herglotz functions

Examples of elementary Herglotz functions are

βz, C,
−β
z
,
√
z, log(z), i log(1− iz),

with β > 0, ImC > 0, and appropriate branch cuts for
√

and log.

Herglotz functions are related to the unit ball of the Hardy space H∞(C+) via
the Cayley transform. An example is eiz which shows that

he(z) =
ieiz + i

1− eiz
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is a Herglotz function. Therefore tan z = −1/he(2z) is a Herglotz function as well.
It satisfies the symmetry (3.8), and its asymptotic expansions are tan z = i + o(1),
as z→̂∞, and

tan z = z +
z3

3
+

2z5

15
+ . . . , as z → 0,

respectively. Note that the integer-order terms in the low-frequency asymptotic
expansion are infinite in number since tan z is holomorphic in a neighbourhood of
the origin. Thus there are identities of the type (3.9) for p̂ = 1, 2, . . .:

lim
ε→0+

lim
y→0

2

π

∫ ∞
ε

Im tan(x+ iy)

x2p̂
dx =


1 for p̂ = 1

1/3 for p̂ = 2

2/15 for p̂ = 3
...

On the real axis, except for x = nπ, where n = 0,±1,±2, . . ., tan(x) is C∞ and
Im tan(x) = 0. It is not locally integrable around x = nπ, where tan z has simple
poles. There is an essential singularity at ∞, and the limit as x→∞ of tan(x)/x2p̂

is not defined for any p̂. This is thus an illustration of a case where it is difficult to
use Cauchy integrals or Hilbert transform techniques to derive integral identities of
the form (2.5).

If h1 and h2 are Herglotz functions, then so is the composition h2 ◦ h1 (unless
h1 ≡ α ∈ R). This may be used to derive families of integral identities. Continue
the example with h1 = tan z and construct the new Herglotz function

i log(1− i tan z) =

{
z +O(1), as z → 0

O(1), as z→̂∞,

yielding an identity of the type (3.9):

lim
ε→0+

lim
y→0+

2

π

∫ ∞
ε

ln |1− i tan(x+ iy)|
x2

dx = 1.

It is also illustrative to consider a case with odd weighting factors in (2.5). The
function ln(1 + tan(z)) has the asymptotic expansions

ln(1 + tan(z)) =

{
z − z2/2 + 2z3/3 + . . . , as z → 0

O(1), as z→̂∞.

This gives the (2.5)-identities

lim
ε→0+

lim
y→0+

1

π

∫
|x|>ε

arg(1 + tan(x+ iy))

xp
dx =


1 for p = 2

−1/2 for p = 3

2/3 for p = 4
...

where it is observed that the negative part of the integrand dominates for p = 3.
There are other manipulations of Herglotz functions that generate new Herglotz
functions as well, e.g. h1 + h2 and

√
h1h2.
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Figure 1: The lossless resonance circuit of Section 5.2.

5.2 Lossless resonance circuit

Consider a parallel resonance circuit consisting of a lumped inductance, L, and
a lumped capacitance, C, see Fig. 1. This is an example of an admittance-passive
system, where the impedance Z(s) = sL/(1+s2LC) is the Laplace-transfer function
of the system in which the electric current over Z is the input and the voltage is the
output, and where s = −iω denotes the Laplace parameter. Therefore the transfer
function given by (3.2) multiplied by i is a Herglotz function:

h(ω) = iZ(−iω) = −ω
2
0L

2

(
1

ω − ω0

+
1

ω + ω0

)
=


√

L
C

∑∞
n=0

ω2n+1

ω2n+1
0

, as ω → 0

−
√

L
C

∑∞
n=0

ω2n+1
0

ω2n+1 , as ω →∞,

where ω0 = 1/
√
LC is the resonance frequency of the circuit. The real part

ReZ(−iω) = Imh(ω) determines the power absorbed by the impedance Z.
Use of the identities in (3.9) gives the sum rules

lim
ε→0+

lim
ω′′→0+

2

π

∫ ε−1

ε

ReZ(−iω′ + ω′′)

ω′2p
dω′ =

√
L

C
ω−2p+1

0 , for p = 0,±1,±2, . . .

(5.1)
Note that on the imaginary axis, ReZ(−iω′) = 0 applies for ω′ 6= ±ω0. All of the
contribution to the integral comes from the singularity, which becomes clear if the
left-hand side of (5.1) is calculated explicitly. A physical interpretation is that even
though the circuit is lossless for any frequency ω′ 6= ω0, input signals of frequency
ω′ = ω0 are “trapped” in its resonance and thus absorbed by Z.

5.3 Fano’s matching equations revisited

Sum rules and physical limitations on broadband matching of a source to a load
impedance were published by Fano in [11]. Consider a source connected to a load via
a matching network, and use the normalization where the source impedance is 1 and
the load impedance is Z(s), where s = −iω denotes the Laplace parameter. To study
the problem, Fano used a Darlington representation [8] of the load, see Figure 2,
where the load Z(s) is represented by a lossless network and a unit resistance. The
reflection coefficient ρ2(s) is of interest, since it determines the power rejected by
the load. Fano noted that |ρ1(s)| = |ρ2(s)| applies, and went on to derive sum rules
and physical limitations for ρ1(s).
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Figure 2: The matching problem as described in [11].

This is clearly a scatter-passive system, so the Fourier transfer function w̃(ω) =
ρ1(−iω) is holomorphic and bounded in magnitude by one in C+, and it also satisfies
the symmetry (3.7). Assume the asymptotic expansion

−i log(w̃(ω)) = arg w̃(0)+c1ω+c3ω
3+. . .+c2N−1ω

2N−1+o(ω2N−1), as ω→̂0, (5.2)

where arg w̃(0) = limω→̂0 arg w̃(ω) and all ci are real. This is the case e.g. if the
network representing Z(−iω) in Figure 2 has a transmission zero of order N at
ω = 0 [11]. The low-frequency asymptotic expansion of the Herglotz-function in
(3.4) is

h(ω) = arg w̃(0) + c1ω + c3ω
3 + . . .+ c2N−1ω

2N−1 + o(ω2N−1)

− argB(0) + 2
∞∑

m=1,3,...

ωm

m

∑
ωn

Imω−mn , as ω→̂0,

according to (3.6), where ωn are the zeros of w̃(ω) in C+. In this case only odd terms
appear in the sum originating from the Blaschke product due to the symmetry (3.7).
This implies the (3.9)-identities

lim
ε→0+

lim
ω′′→0+

2

π

∫ ∞
ε

− ln |ρ1(−iω′ + ω′′)|
ω′2p̂

dω′

= c2p̂−1 − δp̂,1β +
2

2p̂− 1

∑
ωn

Imω1−2p̂
n , for p̂ = 1, 2, . . . , N, (5.3)

where β = limω→̂∞ h(ω)/ω comes from the high-frequency asymptote of h(ω). The
limit as ω′′ → 0+ may be moved inside the integral if ρ1(−iω) has no zeros at the
imaginary axis.

The equations in (5.3) are the original Fano matching equations, derived with
the Cauchy integral formula in [11]. This can be done if the matching network and
load impedance Z are realizable with a finite number of lumped circuit elements,
since then the reflection coefficients ρ1(s) and ρ2(s) are rational functions. In this
case, the parameter β vanishes. In [11], Fano used the equations to derive the best
possible match of a source to a load over a frequency interval, and also discussed
how the lossless matching network should be constructed to obtain this best match.
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Fano also considered cases with known asymptotic expansions of ρ1 at infinity, in
which case the integral identities (3.9) for p̂ = 1 −M, 2 −M, . . . , 0 are used, and
at non-zero real, purely imaginary, and complex frequencies, which require some
more algebra. It should be mentioned that Fano’s results have been treated more
generally by other authors, see e.g. [5] and references therein.

For a reflection coefficient w̃ which is not a rational function (consider e.g. the
scattering of electromagnetic waves by a permittive object), the Cauchy integral
formula-approach falls short. Theorem 4.1 guarantees integral identities for passive
systems as long as asymptotic expansions of the type (5.2) are valid as ω→̂0 and/or
ω→̂∞, respectively.

5.4 Kramers-Kronig relations and ε near-zero materials

Suppose there is an isotropic constitutive relation in convolution form relating the
electric field E = Eê to the electric displacement D = Dê, where ê is a vector of
unit length [25]:

D(t) = ε0χ ∗ E(t). (5.4)

The permittivity of free space is denoted ε0, and a possible instantaneous response is
included in χ(t) as a term ε∞δ(t), where ε∞ > 0. Let the input be v(t) = ε0E(t) and
the output be u(t) = ∂D/∂t. The impulse response of this system is w(t) = ∂χ/∂t.
The system is admittance-passive if the material is passive, since that means that
the energy expression [25]

e(T ) =

∫ T

−∞
E(t)

∂D

∂t
dt

is non-negative for all E ∈ D and T ∈ R. The Herglotz function given by h = iw̃
is h(ω) = ωε(ω), where ε(ω) = Fχ(ω). It satisfies the symmetry (3.8), since w(t) is
real-valued.

Lemma 4.1 may be applied to the representation (2.1), since |1/(ξ− z)− ξ/(1 +
ξ2)| 6 Dz/(1 + ξ2) for any fixed z ∈ C+. This gives

ωε(ω) = ωε∞+ lim
ψ→0+

1

π

∫
R

[
1

ξ − ω
− ξ

1 + ξ2

][
ψRe ε(ξ+iψ)+ξ Im ε(ξ+iψ)

]
dξ, (5.5)

for Imω > 0. This is one of the two Kramers-Kronig relations [23, 25] in a general
form, where no assumptions other than those of convolution form and passivity has
been made for the constitutive relation in the time domain. It may be simplified
if ε(ω′) = limω′′→0+ ε(ω

′ + iω′′) is sufficiently well-behaved. If for instance ε(ω′) is
a continuous and bounded function, the limit may be moved inside the integral in
(5.5):

ωε(ω) = ωε∞ +
1

π

∫
R

[
1

ξ − ω
− ξ

1 + ξ2

]
ξ Im ε(ξ) dξ, Imω > 0.

Assuming that Im ε(ω′) = O(1/ω′) as ω′ → ±∞ and employing the fact that Im ε(ω′)
is odd gives (after division with ω)

ε(ω) = ε∞ +
1

π

∫
R

1

ξ − ω
Im ε(ξ) dξ, Imω > 0.
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Figure 3: The function h∆(x+ iy) given by (5.7) illustrated by its limit as y → 0
to the left and the contours of Imh∆(x+ iy) to the right.

Letting ω′′ → 0 and using the distributional limit limω′′→0(ξ − ω′ − iω′′)−1 = P(ξ −
ω′)−1 + iπδ(ξ − ω′), where P is the Cauchy principal value, yields

ε(ω′) = ε∞ + lim
ε→0

1

π

∫
|ξ−ω′|>ε

Im ε(ξ)

ξ − ω′
dξ + i Im ε(ω′).

The real part is the Kramers-Kronig relation (5.5) as presented in e.g. [25]:

Re ε(ω′) = ε∞ + lim
ε→0

1

π

∫
|ξ−ω′|>ε

Im ε(ξ)

ξ − ω′
dξ.

The assumption that ε(ω′) is continuous rules out the possibility of static conduc-
tivity, which however can be included with a small modification of the arguments.
Assuming that h(ω) = ωε(0) + o(ω), as ω→̂0, there is a sum rule of the type (3.9)
for p̂ = 1 (also presented in e.g. [25]):

lim
ε→0+

2

π

∫ ∞
ε

Im ε(ω′)

ω′
dω′ = ε(0)− ε∞.

It shows that the losses are related to the difference between the static and instanta-
neous responses of the medium. The Kramers-Kronig relations and their connection
to Herglotz functions are also discussed in [23, 28, 37, 39].

In applications such as high-impedance surfaces and waveguides, it is desirable to
have so called ε near-zero materials [33], i.e. materials with ε(ω′) ≈ 0 in a frequency
interval around some center frequency ω0. Define the Herglotz function

h1(ω) =
ω

ω0

ε(ω) =

{
o(ω−1), as ω→̂0
ω
ω0
ε∞ + o(ω), as ω→̂∞.

(5.6)

Compositions of Herglotz functions may be used to derive limitations different from
those that h1 would produce on its own. In the present case the area of interest is
the frequency region where h1(ω) ≈ 0. A promising function is

h∆(z) =
1

π

∫ ∆

−∆

1

ξ − z
dξ =

1

π
ln
z −∆

z + ∆
=

{
i + o(1), as z → 0
−2∆
πz

+ o(z−1), as z →∞,
(5.7)
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Figure 4: The left figure depicts the real and imaginary part of h1(ω′) =
limω′′→0 h1(ω′ + iω′′), where h1 is given by (5.6) and the permittivity is described
by the Drude model ε(ω) = 1 − (ω/ω0 (ω/ω0 − 0.01i))−1. The right figure depicts
the integrand Imh∆(h1(ω′)) = limω′′→0 Imh∆(h1(ω′ + iω′′)) in (5.8) for this choice
of ε(ω) and ∆ = 1/2.

chosen because Imh∆(z) ≈ 1 for Im z ≈ 0 and |Re z| 6 ∆, see Fig. 3. Here the
logarithm has its branch cut along the negative imaginary axis. The asymptotic
expansions of the composition are

h∆(h1(ω)) =

{
O(1), as ω→̂0
−2ω0∆
ωπε∞

+ o(ω−1), as ω→̂∞,

yielding the following sum rule for p̂ = 0:

lim
ε→0+

lim
ω′′→0+

∫ ε−1

0

Imh∆(h1(ω′ + iω′′)) dω′

= lim
ε→0+

lim
ω′′→0+

∫ ε−1

0

arg

(
(ω′ + iω′′)ε∞ −∆ω0

(ω′ + iω′′)ε∞ −∆ω0

)
dω′ =

ω0∆

ε∞
. (5.8)

An illustration of limω′′→0 Imh∆(h1(ω′+iω′′)) for a permittivity function ε described
by a Drude model can be found in Fig. 4.

Let the frequency interval be B = [ω0(1 − BF/2), ω0(1 + BF/2)], where BF

denotes the fractional bandwidth, and let ∆ = supω′∈B |h1(ω′)|, where h1(ω′) =
limω′′→0+ h1(ω′ + iω′′). Then infω′∈B limω′′→0+ Imh∆(h1(ω′ + iω′′)) > 1/2, which
yields the bound

sup
ω′∈B
|h1(ω′)| > BF

2
ε∞ or sup

ω′∈B
|ε(ω′)| > BF

2 +BF

ε∞.

This shows that ε near-zero materials are dispersive and that the deviation from
zero is proportional to the fractional bandwidth when BF � 1.
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5.5 Extinction cross section

This example revisits a set of sum rules for the extinction cross sections of certain
passive scattering objects. The sum rules were first presented for linearly polarized
waves in [34], and later generalized to elliptical polarizations in [14]. A time domain
approach to derive them was adopted in [12]. Here they are reviewed in the special
case of a spherically symmetric scatterer; the material properties of the scatterer
considered is only dependent on the distance r from the origin in the center of the
sphere. Furthermore, the isotropic constitutive relation for the electric flux density
in the object is in convolution form as described in (5.4), and the material is passive.
For simplicity, the sphere is assumed to be non-magnetic and surrounded by free
space.

Let a plane electromagnetic wave, propagating in the k̂-direction, impinge on
the sphere. The electric field of such a plane wave in the time domain is Ei(t, r) =
E0(t − r · k̂/c). Here r denotes the spatial coordinate, k̂ is of unit length, and c
denotes the speed of light in free space. The electric field in the frequency domain
may be written Ẽi(k) = eir·kk̂Ẽ0(k), where the wavenumber k = ω/c is used instead
of the angular frequency ω.

The extinction cross section σe(k) is a measure of the amount of energy in the
incoming wave that is scattered or absorbed when the wave interacts with the sphere:

ee(∞) =
c

2πη0

∫ ∞
−∞

σe(k)|Ẽi(k)|2 dk.

Here η0 is the wave impedance of free space. The extinct energy, and hence also
the extinction cross section, must be non-negative when the material of the sphere
is passive. In fact, σe(k) is given by the imaginary part of a Herglotz function h(k)
due to the optical theorem [12, 14, 34]:

σe(k) = Imh(k), where h(k) =
4π

k
S̃(k; 0).

Here S̃(k; 0) describes the scattered field in the forward direction. This Herglotz
function satisfies the symmetry (3.8).

For most materials, it can be argued that h(k) = O(1) as k→̂∞ [12, 34]. If the
sphere is coated with metal (or some other material with static conductivity), then
the low-frequency behaviour of h(k) is described by

h(k) = 4πa3k +O(k2), as k → 0,

where a is the outer radius. Note that the dominating term does not depend on the
type of metal used. Consequently, the following sum rule applies for the extinction
cross section of a sphere coated with metal:

lim
ε→0+

lim
k′′→0+

∫ ∞
ε

σe(k
′ + ik′′)

k′2
dk′ = 2π2a3.

Alternatively, express the extinction cross section as a function of the wavelength,
λ = 2π/k:

lim
ε→0+

lim
λ′′→0+

∫ ε−1

0

σe,λ(λ
′ − iλ′′) dλ′ = 4π3a3. (5.9)
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Figure 5: The normalized extinction cross section for four nanoshells, consist-
ing of spherical silicon dioxide (SiO2) cores with coats of gold. The outer radius
is a = 75 nm and the shell thicknesses is d = 5, 10, 15 and 20 nm, respectively.
The extinction cross section σe was calculated from a closed form expression, using
a Matlab-script for a Lorentz-Drude model for gold by Ung et al. [36]. The sili-
con dioxide core is modelled as being lossless with a constant complex permittivity
ε(ω) ≡ 2.25, which is a good model at least for wavelengths 0.4–1.1µm [24]. Fol-
lowing the sum rule (5.9), the integrated extinction for all four nanoshells is 4π3a3,
which is confirmed by a numerical integration.

To exemplify the sum rule (5.9), consider the spherical nanoshells depicted in
Fig. 5. A nanoshell is a dielectric core covered by a thin coat of metal, used for
instance for biomedical imaging or treatment of tumours. Depending on the ap-
plication, the core radius, shell thickness, and materials are varied to make the
nanoshells scatter or absorb different parts of the visible light and near-infrared
(NIR) spectra. In [7, 29], the nanoshells are spherical cores of silicon dioxide (SiO2)
covered with gold. The radius of the core is typically around 60 nm, and the gold
shell is 5 − 20 nm thick. The extinction cross sections for four such spheres are
plotted in Fig. 5. Following the sum rule (5.9), the integrated extinction for any
nanoshells is 4π3a3. This is confirmed by a numerical integration.

6 Conclusions

Many physical systems are modelled as a rule that assigns an output signal to
every input signal. It is often natural to let the space of admissible input signals
be some subset of the space of distributions, since generalized functions such as
the delta function should be allowed. Under the general assumptions of linearity,
continuity and time-translational invariance, such a system is in convolution form,
and thus fully described by its impulse response in the time domain, and by its
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transfer function in the frequency domain. The assumption of passivity (and thereby
causality, as described in Section 3), implies that the transfer function is related to
a Herglotz function [38, 40, 42].

A set of integral identities for Herglotz functions is presented and proved in this
paper, showing that weighted integrals of Herglotz functions over infinite intervals
are determined by their high- and low-frequency asymptotic expansions. The iden-
tities rely on a well-known representation theorem for Herglotz functions [2], and
furthermore make use of results from the classical problem of moments [1, 32].

The integral identities make possible a general approach to derive sum rules for
passive systems. The first step is to use the assumptions listed above to assure
that the transfer function is related to a Herglotz function, h. Secondly, the low-
and/or high-frequency asymptotic expansions of h must be determined. Finally,
physical limitations may be derived by considering finite frequency intervals. The
sum rules effectively relate dynamic behaviour to static and/or high frequency prop-
erties, which must be found by physical arguments. However, since static properties
are often easier to determine than dynamical behaviour in various applications, this
is beneficial. The physical limitations indicate what can and cannot be expected
from certain physical systems.

Sum rules, or more general dispersion relations, and physical limitations, have
been widely used in e.g. electromagnetic theory. Two famous examples are the
Kramers-Kronig relations for the frequency dependence of the electric permittiv-
ity [23, 25], discussed in Section 5.4, and Fano’s matching equations [11], considered
in Section 5.3. There are more recent examples as well, see e.g. [4, 13, 15–17, 30, 34].

For many causal systems in convolution form, dispersion relations in the form of
a Hilbert transform pair follow from Titchmarsh’s theorem [22, 23, 28]. Sometimes,
sum rules can be derived from the dispersion relations [23]. Many previous papers
use the Cauchy integral formula, see e.g. [11, 35]. This approach demands e.g. that
the transfer function w̃ is rational. The present paper seems to be the first to de-
scribe and rigorously prove a general approach to obtain sum rules for systems in
convolution form under the assumption of passivity. It should be stressed that since
the different approaches works under different assumptions, they are complementary
rather than in competition. One advantage of the Herglotz function-approach pre-
sented in this paper is that a wide range of physical systems obey passivity. Another
advantage is that it gives an insight into how compositions of Herglotz functions may
be used to derive new physical limitations, see Section 5.4.
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Figure 6: The Stoltz domain, {z : θ 6 arg z 6 π − θ} for some θ ∈ (0, π/2].

Appendix

A.1 Calculation of the limits limz→̂∞ h(z)/z and limz→̂0 zh(z)

For all z in the Stoltz domain θ 6 arg z 6 π − θ, |ξ − z| is greater than or equal to
both |z| sin θ and |ξ| sin θ, see Figure 6. Thus

|1 + ξz|
|z(ξ − z)|

6
1 + 1/|z|2

sin θ
,

and (2.2) implies that

lim
z→̂∞

h(z)

z
= β + lim

z→̂∞

∫
R

1 + ξz

z(ξ − z)
dν(ξ) = β,

where Theorem A.2 has been used to move the limit inside the integral. Likewise,
|z(1 + ξz)|/|ξ − z| 6 (1 + |z|2)/ sin θ, which together with Theorem A.2 gives

lim
z→̂0

zh(z) = lim
z→̂0

∫
R

z(1 + ξz)

ξ − z
dν(ξ) = −ν({0}) = −µ({0}).

A.2 Proof of Lemma 4.1

The left-hand side of (4.1) is

lim
y→0+

∫
R
ϕ(x)

(
βy +

∫
R

y

(x− ξ)2 + y2
dµ(ξ)

)
dx = lim

y→0+

∫
R

∫
R
ϕ(x)

y

(x− ξ)2 + y2
dx dµ(ξ),

where Fubini’s Theorem [31, p. 164] was used to change the order of integration.
Lebesgue’s Dominated Convergence Theorem (Theorem A.2) is used to show

that the order of the limit and the integrals may be interchanged. First set

fy(ξ) =

∫
R
ϕ(x)

y

(x− ξ)2 + y2
dx.

To find an integrable majorant g ∈ L1(µ) such that |fy(ξ)| 6 g(ξ) for all ξ ∈ R and
y > 0, handle the cases |ξ| < 2 and |ξ| > 2 separately. For |ξ| < 2 it holds that

|fy(ξ)| 6
∫
R
D

y

(x− ξ)2 + y2
dx = Dπ.
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For |ξ| > 2, divide the integral into |x− ξ| < 1 and |x− ξ| > 1:∣∣∣∣∫
|x−ξ|<1

ϕ(x)
y

(x− ξ)2 + y2
dx

∣∣∣∣ 6 2D

ξ2 + 1

∫
R

y

(x− ξ)2 + y2
dx =

2πD

ξ2 + 1

and ∣∣∣∣∫
|x−ξ|>1

ϕ(x)
y

(x− ξ)2 + y2
dx

∣∣∣∣ 6 ∫
|x−ξ|>1

D

1 + x2

y

(x− ξ)2
dx

= Dy

[
ξ

(ξ2 + 1)2
ln

∣∣∣∣(ξ − 1)2 + 1

(ξ + 1)2 + 1

∣∣∣∣+
2

1 + ξ2
+

ξ2 − 1

(ξ2 + 1)2

π

2

]
6

D1y

ξ2 + 1
.

It is clear now that there is an integrable majorant. Since limy→0+ fy(ξ) exists for
all ξ ∈ R (shown below), the conditions of Theorem A.2 are fulfilled, and the limit
may be moved inside the first integral.

Now let
fy,ξ(x) = (ϕ(x)− ϕ(ξ))

y

(x− ξ)2 + y2
.

First suppose that ξ is not a point of discontinuity for ϕ(ξ), so that there is some
K > 0 such that ϕ(x) is continuous for x ∈ [ξ − K, ξ + K]. The constant K may
be chosen so that ϕ is continuously differentiable in the interval, except possibly at
the point x = ξ. For x ∈ [ξ −K, ξ +K],

|fy,ξ(x)| 6 max
|ζ−ξ|6K

|ϕ′(ζ)||x− ξ| y

(x− ξ)2 + y2
6 D3,

for some constant D3 > 0. An integrable majorant for fy,ξ(x) is

|fy,ξ(x)| 6 gξ(x) =

{
D3, for |x− ξ| 6 K

2D
(x−ξ)2 , otherwise,

for all y 6 1.

Furthermore, the limit limy→0+ fy,ξ(x) exists and is zero for all x ∈ R. Thus Theo-
rem A.2 applies and states that

lim
y→0+

∫
R
ϕ(x)

y

(x− ξ)2 + y2
dx = πϕ(ξ).

This proves the lemma for continuous ϕ.
Now suppose that ξ is a point where ϕ(ξ) has a discontinuity. Divide ϕ(x) into

two parts:

ϕ(x) =
1

2
(ϕ(x) + ϕ(2ξ − x))︸ ︷︷ ︸

ϕeven(x)

+
1

2
(ϕ(x)− ϕ(2ξ − x))︸ ︷︷ ︸

ϕodd(x)

,

where ϕeven is even in x with respect to an origin at the point x = ξ, and likewise
ϕodd is odd in the same sense. Therefore∫

R
ϕodd(x)

y

(x− ξ)2 + y2
dx = 0, for all y > 0. (A.1)
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Since the discontinuities of ϕ are isolated points, ϕeven is continuous in a neigh-
bourhood of ξ and continuously differentiable except possibly at the point x = ξ.
Furthermore, ϕeven(ξ) = ϕ̌(ξ). The same reasoning as for continuous ϕ results in

lim
y→0+

∫
R
ϕeven(x)

y

(x− ξ)2 + y2
dx = πϕ̌(ξ).

Together with (A.1) this concludes the proof of the lemma.

A.3 Proof of Corollary 4.1

Let p = 0,±1,±2, . . . and set

ϕp,ε,ε̆(x) =


0, x < ε
x−p, ε < x < ε̆−1

0, x > ε̆−1.
(A.2)

This function satisfies the conditions of Lemma 4.1 for each fixed pair ε, ε̆ > 0, so

lim
y→0+

1

π

∫ ε̆−1

ε

Imh(x+ iy)

xp
dx =

∫
R
ϕ̌p,ε,ε̆(ξ) dµ(ξ),

where ϕ̌p,ε,ε̆(ξ) is given by (4.2). The function ϕ̌p,ε,ε̆ is monotonically increasing as
ε→ 0+ and/or ε̆→ 0+. The limit is:

lim
ε→0+

lim
ε̆→0+

ϕ̌p,ε,ε̆(ξ) =

{
0, ξ 6 0
ξ−p, ξ > 0.

Implement Lebesgue’s Monotone Convergence Theorem (Theorem A.1), to get

lim
ε→0+

lim
ε̆→0+

∫
R
ϕ̌p,ε,ε̆(ξ) dµ(ξ) =

∫
ξ>0

dµ(ξ)

ξp
, p = 0,±1,±2, . . .

The integral over (−ε̆−1,−ε) is treated in the same manner. This proves the lemma,
seeing that ∫

ξ<0

dµ(ξ)

ξp
+

∫
ξ>0

dµ(ξ)

ξp
=

∫
R

dµ0(ξ)

ξp
,

unless the left-hand side is −∞+∞. In this case the right-hand side is not defined.
For p = 2, 3, . . ., the order of the limits ε̆ → 0+ and y → 0+ may be inter-

changed. Likewise, for p = 0,−1,−2, . . . the order of the limits ε→ 0+ and y → 0+

may be interchanged. In that case there is an extra term δp,0 µ({0}) in the right-
hand side. This is readily proved by considering the functions limε̆→0+ ϕp,ε,ε̆(x) and
limε→0+ ϕp,ε,ε̆(x), respectively.
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A.4 Proof of Lemma 4.2

Evidently, statement (i) always implies (ii). Here it will be shown that (ii) implies
(iii) and that (iii) implies (i). Start with the case N = 1 and assume that (iii)
holds. Consider the Herglotz function h0(z) = h(z) + µ{0}/z, represented by the
measure µ0. Set

a0 = lim
z→̂0

h0(z) = α + lim
z→̂0

∫
R

1 + ξz

(ξ − z)(1 + ξ2)
dµ0(ξ) = α +

∫
R

1

ξ(1 + ξ2)
dµ0(ξ).

Here Theorem A.2 could be used to move the limit under the integral sign, since for
z restricted to the Stoltz domain θ 6 arg z 6 π − θ it holds that |ξ − z| > |ξ| sin θ
(see Fig. 6) and

∫
R ξ
−2 dµ0(ξ) is finite by assumption. Use this expression for a0:

lim
z→̂0

h0(z)− a0

z
= β + lim

z→̂0

∫
R

dµ0(ξ)

(ξ − z)ξ
= β +

∫
R

dµ0(ξ)

ξ2
= a1,

where Theorem A.2 was used once more. Summing up, statement (i) is true.
Now assume that statement (ii) is valid (stillN = 1), i.e. h0(iy) = a0+a1iy+o(y),

as y → 0+, where a0, a1 ∈ R. From this condition it follows that

lim
y→0+

h0(iy)− h∗0(iy)

2iy
= lim

y→0+

(
a1 +

o(y)

iy

)
= a1.

But on the other hand,

lim
y→0+

h0(iy)− h∗0(iy)

2iy
= β + lim

y→0+

∫
R

dµ0(ξ)

ξ2 + y2
= β +

∫
R

dµ0(ξ)

ξ2
.

The change of order of the limit and integral is motivated by Theorem A.1. Ergo,∫
R ξ
−2 dµ0(ξ) = a1 − β <∞, and thus statement (iii) is true.
The equivalence of the statements for all N = 0, 1, 2, . . . is proved by induction.

For this reason, suppose that the equivalence has been proven for some N > 1,
and that statement (iii) holds for N + 1, i.e.

∫
R ξ
−2N−2 dµ0(ξ) < ∞. Consider the

function

h1(z) =
h0(z)− a0 − a1z

z2
=

1

z2

[
βz + α +

∫
R

(
1

ξ − z
− ξ

1 + ξ2

)
dµ0(ξ)

−
(
α +

∫
R

dµ0(ξ)

ξ(1 + ξ2)

)
− z

(
β +

∫
R

dµ0(ξ)

ξ2

)]
=

∫
R

dµ1(ξ)

ξ − z
,

where dµ1(ξ) = ξ−2 dµ0(ξ), and hence h1 is a Herglotz function. Since
∫
R ξ
−2N dµ1(ξ)

is finite, h1 has the asymptotic expansion

h1(z) =
2N−1∑
n=0

an+2z
n + o(z2N−1) as z→̂0,

where all an are real. This proves statement (i) for N + 1.
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On the other hand, assume that statement (ii) is valid for N + 1, where N >
1. Consider the function h1 once more. The induction assumption ensures that∫
R ξ
−2N dµ1(ξ) =

∫
R ξ
−2N−2 dµ0(ξ) <∞, which proves statement (iii) for N + 1.

Finally, note that from the representation of h1 it is clear that

a2 = lim
z→̂0

h1(z) =

∫
R

dµ1(ξ)

ξ
=

∫
R

dµ0(ξ)

ξ3
, and a3 =

∫
R

dµ1(ξ)

ξ2
=

∫
R

dµ0(ξ)

ξ4
.

This procedure may be continued for a4, a5, . . . , a2N−1 to prove (4.5), concluding the
proof of the lemma.

A.5 Auxiliary theorems

The following theorem can be found in e.g. [31], page 21:

Theorem A.1 (Lebesgue’s Monotone Convergence Theorem). Let {fn} be a se-
quence of real-valued measurable functions on X, and suppose that

0 6 f1(x) 6 f2(x) 6 . . . 6∞, for all x ∈ X

and
fn(x)→ f(x), as n→∞ for all x ∈ X.

Then f is measurable, and

lim
n→∞

∫
X

fn(x) dµ(x) =

∫
X

f(x) dµ(x).

The next theorem is also available in e.g. [31], page 26:

Theorem A.2 (Lebesgue’s Dominated Convergence Theorem). Suppose that {fn}
is a sequence of complex-valued measurable functions on X such that

f(x) = lim
n→∞

fn(x)

exists for every x ∈ X. If there is a function g ∈ L1(µ) such that

|fn(x)| 6 g(x), for all n = 1, 2, . . . and x ∈ X,

then f ∈ L1(µ),

lim
n→∞

∫
X

|fn(x)− f(x)| dµ(x) = 0

and

lim
n→∞

∫
X

fn(x) dµ(x) =

∫
X

f(x) dµ(x).
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[13] M. Gustafsson and D. Sjöberg. Sum rules and physical bounds on passive
metamaterials. New Journal of Physics, 12, 043046, 2010.

[14] M. Gustafsson and C. Sohl. New physical bounds on elliptically polarized an-
tennas. In Proceedings of the Third European Conference on Antennas and
Propagation, pages 400–402, Berlin, Germany, March 23–27 2009. The Institu-
tion of Engineering and Technology.



86 Paper I: Sum rules and constraints on passive systems

[15] M. Gustafsson, C. Sohl, and G. Kristensson. Physical limitations on antennas
of arbitrary shape. Proc. R. Soc. A, 463, 2589–2607, 2007.

[16] M. Gustafsson. Sum rule for the transmission cross section of apertures in thin
opaque screens. Opt. Lett., 34(13), 2003–2005, 2009.

[17] M. Gustafsson, C. Sohl, C. Larsson, and D. Sjöberg. Physical bounds on the
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Abstract

Understanding the interaction between electromagnetic waves and matter
is vital in applications ranging from classical optics to antenna theory. This
paper derives physical limitations on the scattering of electromagnetic vector
spherical waves. The assumptions made are that the heterogeneous scatterer
is passive, and has constitutive relations which are in convolution form in the
time domain and anisotropic in the static limit. The resulting bounds limit the
reflection coefficient of the modes over a frequency interval, and can thus be
interpreted as limitations on the absorption of power from a single mode. They
can be used within a wide range of applications, and are particularly useful
for electrically small scatterers. The derivation follows a general approach to
derive sum rules and physical limitations on passive systems in convolution
form. The time domain versions of the vector spherical waves are used to
describe the passivity of the scatterer, and a set of integral identities for
Herglotz functions are applied to derive sum rules from which the physical
limitations follow.

1 Introduction

Understanding how electromagnetic fields interact with matter is not only vital
in classical science, like optics and scattering theory, but also in modern applica-
tions like wireless communication, cloaking and metamaterials. When interacting
with various objects, electromagnetic waves may be scattered and/or absorbed. If
the objects are small compared to the wavelength, this interaction is limited. An
early paper addressing these limits is Purcell’s [19], discussing radiation emission
and absorption by interstellar dust. Results similar to Purcell’s can also be found
in [3]. Limitations on antenna performance where introduced by Chu in [6]. Sohl et
al. derives limitations on the extinction cross sections of arbitrary heterogeneous,
anisotropic objects in [24], results that are directly applicable to antenna theory [9].
A summary of some important results on physical limitations on antennas can be
found in Volakis’ book [26], see also Hansen’s book [12]. More general dispersion
relations for electromagnetic as well as quantum-mechanical scattering are discussed
in e.g. [13, 17] and references therein.

Electromagnetic fields can be decomposed into orthogonal vector spherical waves
[4, 11], also referred to as partial waves, (electric and magnetic) multipoles, or (TM
and TE) modes. Such a decomposition is very beneficial in scattering theory. In
wireless communication, these orthogonal modes are closely related to the orthogonal
communication channels of multiple-input multiple-output (MIMO) systems [8].

The present paper seems to be the first to derive physical limitations on the
scattering and absorption of electromagnetic vector spherical waves. To do so, a
general approach to obtain sum rules and physical limitations for passive systems
in convolution form put forth in [2] is used. At the core of this approach is a set
of integral identities for Herglotz functions, a class of functions that is intimately
linked to the transfer functions of passive systems.
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The main results of this paper are physical limitations on the reflection coeffi-
cients of the modes for arbitrary heterogeneous, passive scatterers with constitutive
relations in convolution form, and anisotropic in the static limit. The limitations
state that the reflection coefficient cannot be arbitrarily small over a frequency in-
terval of non-zero length; how small it can be depends upon the smallest sphere
circumscribing the scatterer, its static material properties and the fractional band-
width. An interpretation of the bounds on the reflection coefficients is as bounds on
the maximum absorption of power from a single mode. The limitations are partic-
ularly useful for electrically small scatterers, and so they are well suited to analyse
sub-wavelength particles designed to be resonant in one or more frequency bands,
such as antennas and metamaterials.

This paper is divided into the following sections: First, in Section 2, the general
approach to derive sum rules and physical limitations for passive systems presented
in [2] is reviewed. In order to use this method and obtain the bounds in this paper,
expressions for the vector spherical waves in both the time and frequency domains
are needed. This is the topic of Section 3. In Section 4, the scattering matrix is
introduced, and the physical limitations are derived. After this comes two examples
in Section 5, one which discusses absorption of power in nanoshells, and another
considers limitations on antenna performance. Last come some concluding remarks
in Section 6.

2 A general approach to obtain sum rules and

physical limitations on passive systems

The derivation of the physical limitations on scattering of vector spherical waves in
this paper follows a general approach to obtain sum rules and physical limitations
for passive systems in convolution form presented in [2]. This section summarizes
this general approach in order to put the following sections in the right context. The
general approach is described more thoroughly in [2], where all the necessary proofs
can be found.

There are three major steps to obtain sum rules and associated limitations for
a physical system: First, the transfer function of the system is related to a Her-
glotz function h. Secondly, the low-frequency asymptotic expansion of the transfer
function is determined. This step commonly uses physical arguments, and is spe-
cific to each application. Then a set of integral identities for Herglotz functions,
relating weighted integrals of h to its low-frequency asymptotic expansion, is used.
Essentially, this relates the dynamical behaviour of the physical system to its static
properties. In the third step, physical limitations are derived by estimating the in-
tegral. Variational principles can sometimes be applied to the static parameters if
they are unknown.
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Figure 1: The cone {ζ : ϑ 6 arg ζ 6 π − ϑ} for some ϑ ∈ (0, π/2].

2.1 Herglotz functions and integral identities

Here the class of Herglotz functions is reviewed briefly, and the integral identities
used to obtain sum rules for passive systems are presented. A Herglotz function h
is defined as a function holomorphic in C+ = {ζ : Im ζ > 0}, satisfying Imh(ζ) > 0
there. Furthermore, many Herglotz functions appearing in various applications are
of the form h(ζ) = α + h1(ζ), where h1 exhibits the symmetry h1(ζ) = −h∗1(−ζ∗)
and α ∈ R [2]. Such a function h is called symmetric in this paper, and it satisfies
the low-frequency expansion

h(ζ) = α +
N∑
n=0

A2n−1ζ
2n−1 + o(ζ2N−1), as ζ→̂0, (2.1)

for some integer N > 0. Here A−1 6 0 and all An are real. The limit ζ→̂0 is
a short-hand notation for |ζ| → 0 for ζ in the cone ϑ 6 arg ζ 6 π − ϑ for any
ϑ ∈ (0, π/2], see Figure 1. The asymptotic expansion (2.1) is clearly valid as ζ → 0
for any argument in the case h is holomorphic in a neighbourhood of the origin.

There is a set of integral identities for a symmetric Herglotz function h [2]:

2

π

∫ ∞
0

Imh(ω)

ω2p
dω = A2p−1 − δp,1β, p = 1, 2 . . . , N. (2.2)

Here δp,q denotes the Kronecker delta and β = limζ→̂∞ h(ζ)/ζ > 0, which always
exists finitely. The notation ω = Re ζ and σ = Im ζ is used throughout this paper. If
the imaginary part Imh(ω) is not regular on the real line, the above integral should
be interpreted as

lim
ε→0+

lim
σ→0+

2

π

∫ ∞
ε

Imh(ω + iσ)

ω2p
dω = A2p−1 − δp,1β, p = 1, 2 . . . , N. (2.3)

This is equivalent to interpreting the left-hand side of (2.2) in the distributional
sense; the generalized function h(x) = limσ→0+ h(ω + iσ), where the right-hand
side is interpreted as a limit of distributions, is a distribution of slow growth [2].
Equation (2.2) is understood to be replaced by (2.3) whenever necessary throughout
this paper.
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2.2 Sum rules for passive systems

Having introduced Herglotz functions, it remains to discuss the link between this
class of functions and the transfer functions of passive systems in convolution form,
i.e. the first step of the general approach. The results presented here relies mainly
on the work by Youla et. al. [28], Zemanian [29–31] and Wohlers and Beltrami [27].
See also the book [17] by Nussenzveig. How the integral identities (2.2) can be used
to derive sum rules for such systems is also explained in this section.

Consider a physical system in convolution form in the time domain,

u(t) = w ∗ v(t), (2.4)

where v and u are the input and output signals, respectively, related to each other
by the impulse response w. The context of distributions is natural, since generalized
functions such as the delta function should be allowed; hence, the impulse response
is assumed to be a distribution, w ∈ D′, and the convolution is interpreted in the
distributional sense [30]. Many physical systems obey causality, which intuitively
means that the output cannot precede the input. For the mathematical model (2.4)
it means that suppw ⊆ [0,∞) [30].

Another crucial assumption is that of passivity; if the power of the input (output)
signal at the time t is |v(t)|2 (|u(t)|2), the power absorbed by the system is |v(t)|2−
|u(t)|2. In this paper, a system is defined to be passive if the energy expression

e(T ) =

∫ T

−∞

(
|v(t)|2 − |u(t)|2

)
dt (2.5)

is non-negative for all T ∈ R and v ∈ D, where D denotes smooth functions of
compact support [27, 31].1 Only input signals v ∈ D are considered in order for
the integral to be well-defined. However, this is often enough to ensure that the
corresponding energy expressions are non-negative for other admissible input signals
v.

It turns out passivity implies causality for systems in convolution form [28, 31].
Passivity also implies that the impulse response is a distribution of slow growth
[27, 31], w ∈ S ′ and hence Fourier transformable in the distributional sense. In
this paper, the Fourier transform for all such distributions f is defined through
〈Ff, ϕ〉 = 〈f,Fϕ〉 for all ϕ ∈ S. Here S denotes the set of smooth functions of
rapid descent, 〈f, ϕ〉 is the value in C that f ∈ S ′ assigns to ϕ ∈ S [30], and the
Fourier transform of ϕ is defined as Fϕ(ω) =

∫
R ϕ(t)eiωt dt. The frequency domain

version of (2.4) is ũ(ω) = w̃(ω)ṽ(ω), where the transfer function of the system is
given by

w̃(ω) = (Fw)(ω),

and ṽ = Fv and ũ = Fu are the input and output signals, respectively [2].
Passivity implies that the region of convergence for w̃(ζ) contains C+ and w̃(ζ) is

holomorphic there. In other words, w̃(ζ) is holomorphic for Im ζ > 0. Furthermore,

1This definition of passivity is sometimes cast in a different form, see [2, 28, 30].
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the transfer-function w̃(ζ) is bounded in magnitude by one for Im ζ > 0 [27, 31].
The transfer function w̃ is not necessarily holomorphic in a neighbourhood of the
real axis, but the function w̃(ω) = limσ→0+ w̃(ω + iσ) is well-defined for almost all
ω ∈ R and bounded in magnitude by one [16].

One more assumption on the physical system (2.4) is convenient (but not nec-
essary): It is assumed that it maps real-valued input signals to real-valued output
signals, which means that w is real. This implies the symmetry

w̃(ζ) = w̃∗(−ζ∗), Im ζ > 0, (2.6)

where the superscript ∗ is used to denote the complex conjugate.
A Herglotz function can be constructed from w̃ in two ways, either with the

inverse Cayley transform of ±w̃, or by taking the complex logarithm of w̃ [2]. The
latter way is chosen here. It requires that the zeros of w̃ are removed, which is done
with a Blaschke-product. The Herglotz function is therefore

h(ζ) = −i log

(
w̃(ζ)

B(ζ)

)
, (2.7)

where

B(ζ) =
∏
n

1− ζ/ζn
1− ζ/ζ∗n

(2.8)

is a Blaschke product [16], repeating the possible zeros ζn of w̃ in C+ according to
their multiplicity. The symmetry (2.6) implies that h(ζ) is symmetric in the sense
discussed in Section 2.1, with α = arg w̃(iσ).

The integral identities (2.2) applied to the function in (2.7) yield [2]

2

π

∫ ∞
0

1

ω2p
ln

1

|w̃(ω)|
dω = A2p−1 − δp,1β, p = 1, 2 . . . , N, (2.9)

where it has been used that |B(ω+iσ)| → 1 as σ → 0 for almost all ω ∈ R [16]. The
low-frequency asymptotic expansion in (2.1) may be related to the behaviour of w̃(ζ)
as ζ→̂0, where as before ζ→̂0 is short-hand notation for |ζ| → 0 for ζ in the cone
ϑ 6 arg ζ 6 π − ϑ for any ϑ ∈ (0, π/2]. If w̃(ζ) is holomorphic in a neighbourhood
of the origin, the low frequency limit is identical whatever the argument of ζ, so
the asymptotic expansion can be determined along the real axis (limω→0 w̃(ω)). The
cone assures that the low-frequency limit is only dependent on the behaviour of w(t)
for arbitrarily large times t [2]. The asymptotic behaviour of w̃(ζ) as ζ→̂0 must be
found by physical arguments specific to each application, and constitutes the second
step of the general three-step approach [2]. In the third step, physical limitations
may be derived by considering integrals over finite frequency intervals, since the
integrand in (2.9) is non-negative. In some cases, variational principles are used to
bound the expansion coefficients Ap of h when they are unknown.
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3 Vector spherical waves in the time and

frequency domains

Expansions of the electric and magnetic fields in vector spherical waves are widely
employed in the frequency domain, see e.g. [4, 11]. Their counterparts in the time
domain have been treated by Shlivinski and Heyman [20, 21]. Both the time and
frequency domain vector spherical waves are considered in this section, since they
are both required in Section 4 to derive physical limitations for passive scatterers
according to the general approach described in Section 2; the time domain waves
are necessary in order to rigorously describe passive scatterers and find their corre-
sponding Herglotz functions, whereas the frequency domain counterparts are needed
to derive the low-frequency behaviour of the scatterer and determine sum rules and
physical limitations. A tilde (̃ ) is used in the remainder of this paper to denote func-
tions in the frequency domain, and it is also convenient to employ the wavenumber
k = ω/c, so that f̃(k) = Ff(ω). Here c is the speed of light in free space.

Consider an uncharged object in free space, and let a be the radius of a sphere
(centered at the origin) containing the object, see Figure 2. Outside this sphere, the
electric field is expanded in outgoing and incoming vector spherical waves, denoted
u

(1)
ν and u

(2)
ν , respectively:

Ẽ(r, k) = k
√
η0

∑
ν

il+2−τ
[
b̃(1)
ν (k)u(1)

ν (kr) + b̃(2)
ν (k)u(2)

ν (kr)
]
, (3.1)

where the expansion coefficients b̃
(1)
ν (k) and b̃

(2)
ν (k) are functions of the wavenumber

k. Here η0 is the wave impedance in free space. The spatial coordinate is denoted
r, and in the rest of the paper the notation r = |r| and r̂ = r/r is employed.
For a definition of the vector spherical waves, see Appendix A.1. The multi-index
ν = {τ, s,m, l} is introduced to simplify the notation, and the factors k

√
η0il+2−τ

are included for consistency with the time domain expansion described below. The
corresponding magnetic field is

H̃(r, k) =
k
√
η0

∑
ν

il+1−τ
[
b̃(1)
ν (k)u

(1)
ν̄ (kr) + b̃(2)

ν (k)u
(2)
ν̄ (kr)

]
, (3.2)

where the dual multi-index ν̄ = {τ̄ , s,m, l} with τ̄ = 3− τ has been introduced.
Outgoing vector spherical waves in the time domain are described thoroughly

in [20, 21]. A short description, also covering incoming waves, is included here for
clarity. Assuming that the fields vanish as t→ −∞, the inverse Laplace transform
may be applied to (3.1)–(3.2) with k = is/c and the integration curve over s suf-
ficiently far into the right half-plane. Using the explicit expressions (A.1) for the

vector spherical waves yields the transverse electric field ẼT = Ẽ − r̂(r̂ · Ẽ):

ẼT(r, k) =

√
η0

r

∑
ν

[
b̃(1)
ν (k)e−sr/cR

(1)
τ,l (sr/c) + b̃(2)

ν (k)esr/cR
(2)
τ,l (sr/c)

]
Aν(r̂), (3.3)
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Figure 2: The scatterer is placed in free space, and contained in a sphere of radius
a centered at the origin. Outside this sphere, the electric and magnetic fields are
expanded in outgoing and incoming vector spherical waves, u

(1)
ν and u

(2)
ν , with index

ν.

where 
R

(1)
1,l (s) =

l∑
n=0

Dn,ls
−n

R
(2)
1,l (s) = (−1)l−1R

(1)
1,l (−s)

R
(j)
2,l (s) = R

(j)
1,l−1(s) +

l

s
R

(j)
1,l (s), j = 1, 2,

and Dn,l = (l+n)!/(2nn!(l−n)!) according to (A.6). The vector spherical harmonics
Aν are defined in Appendix A.1. Applying the inverse Laplace transform yields

ET(r, t) =

√
η0

r

∑
ν

[
R(1)
τ,l b

(1)
ν (t− r/c) +R(2)

τ,l b
(2)
ν (t+ r/c)

]
Aν(r̂).

Here the operators R(j)
τ,l : D → D in the time domain are defined by
R(j)

1,l f(t) = (±1)l−1

l∑
n=0

Dn,l

(
±c

r
d−1
t

)n
f(t)

R(j)
2,l f(t) = R(j)

1,l−1f(t)± l c
r

d−1
t R

(j)
1,l f(t),

where the upper (lower) signs are for j = 1 (j = 2). The inverse to differentiation d−1
t

is chosen so that d−1
t f(t) is the distributional primitive to f that vanishes at t = −∞,

i.e. d−1
t f(t) =

∫ t
−∞ f(t′) dt′ for regular functions f . A similar representation is used

for the magnetic field, giving

HT(r, t) =
1

r
√
η0

∑
ν

[
R(1)
τ̄ ,l b

(1)
ν (t− r/c) +R(2)

τ̄ ,l b
(2)
ν (t+ r/c)

]
(−1)τ−1Aν̄(r̂).

Recall that b
(j)
ν (t) are assumed to be distributions in general. In the case they

are regular functions, the electromagnetic power passing in the negative r-direction
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through a spherical shell of radius r at the time t is

P (r, t) =

∫
Ωr̂

r2 (−r̂) · [ET(r, t)×HT(r, t)] dΩr̂

= −
∫

Ωr̂

r2 ET(r, t) · [HT(r, t)× r̂] dΩr̂

= −
∫

Ωr̂

[∑
ν

2∑
j=1

R(j)
τ,l b

(j)
ν (t∓ r/c)Aν(r̂)

]
·

[∑
ν

2∑
j=1

R(j)
τ̄ ,lb

(j)
ν (t∓ r/c)Aν(r̂)

]
dΩr̂,

where Ωr̂ = {(θ, φ) : 0 6 θ 6 π, 0 6 φ 6 2π} is the unit sphere and dΩr̂ =
sin θ dθ dφ. Here (A.2) has been employed, and the upper (lower) signs are for j = 1
(j = 2). The orthogonality relation (A.3) ensures that the two sums over ν may be
replaced by one. Also, all cross-terms in j cancel each other:

P (r, t) = −
∑
ν

2∑
j=1

[
R(j)
τ,l b

(j)
ν (t∓ r/c)

] [
R(j)
τ̄ ,lb

(j)
ν (t∓ r/c)

]
.

The power P (r, t) may be divided into one radiating part, and another part apper-
taining to the reactive near-field:

P (r, t) = Prad(r, t) + Preact(r, t), (3.4)

where
Prad(r, t) =

∑
ν

|b(2)
ν (t+ r/c)|2 − |b(1)

ν (t− r/c)|2 (3.5)

is only dependent on r via t ∓ r/c. The reactive power Preact(r, t) tends to zero as
r →∞, and furthermore it has a zero mean for all r > a, i.e.∫ ∞

−∞
Preact(r, t) dt = 0. (3.6)

This result is derived in [21], where also Prad and Preact are described in more detail.
An illustration of the radiative and reactive power flow for TM-modes of orders l = 2
and l = 5 can be found in Figure 1 and Figure 2 in [21].

4 The scattering matrix S̃

This section introduces the scattering matrix S̃, which for a given scatterer relates
the outgoing wave amplitudes b̃

(1)
ν (k) to the incoming b̃

(2)
ν (k). The equivalent to

the scattering matrix in the time domain is also covered. The elements of the
scattering matrix are related to passive systems (as described in Section 2.2) in
case the scatterer is passive. This is described in more detail below, using the time
domain expressions for the vector spherical waves presented in Section 3. Herglotz
functions corresponding to (2.7) and their low-frequency expansions of the type (2.1)
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are derived next. In the end of the section all this is used to obtain sum rules and
physical limitations on the diagonal elements of S̃.

Assume that the scatterer is linear, continuous, and time-translational invariant,
i.e. that the constitutive relations relating the electric and magnetic flux densities
D(t) and B(t) to the electric and magnetic fields E(t) and H(t) are in convolution

form. In this case the relation between the outgoing and incoming amplitudes b
(1)
ν (t)

and b
(2)
ν (t) must also be in convolution form, b

(1)
ν (t) =

∑
ν′ Sν,ν′ ∗b

(2)
ν′ (t). With matrix

notation,
b(1)(t) = S ∗ b(2)(t), (4.1)

where b(1) = [b
(1)
1 b

(1)
2 . . .]T and b(2) is defined analogously. The order of the multi-

index is specified in Appendix A.1. In the frequency domain, (4.1) reads

b̃
(1)

(k) = S̃(k)b̃
(2)

(k), (4.2)

where S̃(k) is the infinite dimensional scattering matrix.

4.1 Implications of passivity on S̃

It is now shown that the elements of S(t−2a/c) are the impulse responses of passive
systems in case the scatterer is passive; in this case the total radiative power that
has passed through a sphere of radius r > a before the time T must be non-negative.
This means∫ T

−∞
Prad(r, t) dt =

∫ T

−∞

∑
ν

(
|b(2)
ν (t+ r/c)|2 − |b(1)

ν (t− r/c)|2
)

dt > 0,

for all T ∈ R and r > a, where (3.5) has been used. Recall that it is only necessary

to consider smooth, compactly supported incoming wave amplitudes b
(2)
ν ∈ D, as

discussed in Section 2.2. Using (4.1) and letting the incoming field consist of only
one vector spherical wave give∫ T

−∞
Prad,ν′(r, t) dt =

∫ T

−∞

(
b

(2)
ν′ (t+ r/c)−

∑
ν

|Sν,ν′ ∗ b(2)
ν′ (t− r/c)|2

)
dt > 0,

for all T ∈ R, r > a and ν ′. Note that the above energy expression closely resembles
that in (2.5), except for the time shifts −2r/c in the outgoing waves. Hence Sν,ν′(t−
2a/c) is the impulse response of a passive system for all ν, ν ′, and so its Fourier-
transform ei2kaS̃ν,ν′(k) is holomorphic and bounded in magnitude by one for k ∈ C+,
see Section 2.2 and [2, 27, 31]. Furthermore, ei2kaS̃ν,ν′(k) satisfies the symmetry (2.6).

The time shift −2a/c can be understood intuitively in the sense that the outgoing
wave can appear at r = a as soon as the incoming wavefront has reached r = a, see
Figure 3. This is discussed from a somewhat different perspective in [17].
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Figure 3: An incoming spherical wave b
(2)
ν′ (t+ r/c): a) impinges on the scatterer,

b) interacts with the scatterer, and c) creates outgoing waves
∑

ν Sν,ν′ ∗ b
(2)
ν (t−r/c).

Note that the picture is over-simplified, but it makes it believable that Sν,ν′(t−2a/c)
is the impulse response of a passive system for all ν and ν ′.

4.2 Low-frequency asymptotic behaviour of S̃

To derive equalities of the type (2.9), the low-frequency asymptotic expansion of the
S̃-matrix is required. For this reason, consider the alternative decomposition of the
electric field in outgoing and regular vector spherical waves:

Ẽ(r, k) = k
√
η0

∑
ν

il+2−τ
[
d̃(1)
ν (k)u(1)

ν (kr) + d̃(v)
ν (k)vν(kr)

]
. (4.3)

Here vν(kr) denotes regular vector spherical waves, defined as vν(kr) = (u
(1)
ν (kr)+

u
(2)
ν (kr))/2 (see Appendix A.1). The relation corresponding to (4.2) is d̃

(1)
(k) =

T̃(k)d̃
(v)

(k), where T̃ is the so called transition, or T−, matrix. Evidently, S̃ =
2T̃ + I, where I is the infinite dimensional identity matrix.

The advantage of a decomposition in regular and outgoing waves is that a plane
wave Ẽi impinging on the scatterer is regular everywhere, while the produced scat-
tered field Ẽs has to satisfy the radiation condition. Accordingly, in this situation
Ẽi equals the sum over vν , while Ẽs is the sum over u

(1)
ν . Consider a plane wave

E0(t − r · k̂/c) propagating in the k̂-direction, corresponding to eir·kẼ0(k) in the

frequency domain. Here k = kk̂ and as usual Ẽ0(k) = (FE0)(ω) with k = ω/c.
The radiating part of the scattered field is described by the far-field amplitude

F , viz.

Es(t, r) =
F (t− r/c, r̂)

r
+O(r−2), Ẽs(k, r) =

eikrF̃ (k, r̂)

r
+O(r−2), (4.4)

as r →∞. Due to the assumption of convolution form for the constitutive relations,
a scattering dyadic S̃d may be defined:

F (t, r̂) =
(
Sd(t, r̂, k̂) ∗E0(t)

)
(t), F̃ (k, r̂) = S̃d(k, r̂, k̂) · Ẽ0(k). (4.5)
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The elements of the T -matrix can be deduced from the scattering dyadic S̃d:

T̃ν,ν′(k) =
ik

4π

∫ ∫
Aν(r̂) · S̃d(k; r̂, k̂) ·Aν′(k̂) dΩr̂ dΩk̂. (4.6)

See Appendix A.2 for details.
Assume that the medium of the scatterer is anisotropic in the static limit (k = 0),

so that the constitutive relations are

D̃(0, r) = ε0ε(0, r) · Ẽ(0, r)

B̃(0, r) = µ0µ(0, r) · H̃(0, r).

Here D̃(k, r) denotes the electric flux density and B̃(k, r) the magnetic flux den-
sity at the point r and wavenumber k. The relative permittivity and permeability
dyadics are denoted ε(k, r) and µ(k, r), respectively, and ε0 and µ0 are the permit-
tivity and permeability of free space, respectively. The low frequency expansion of
S̃d(k, r̂, k̂) is then [15, p. 18]

S̃d(k, r̂, k̂) ·E =
k2

4π

{
r̂ ×

[
(γe ·E)× r̂

]
+
[
γm · (k̂ ×E)

]
× r̂
}

+O(k3), (4.7)

as k → 0, where E is a constant vector. The electric polarizability dyadic γe

relates the electric dipole moment induced in the scatterer to an applied static
homogeneous electric field Ẽ(0), namely p = ε0γe · Ẽ(0). Similarly, the magnetic

dipole moment induced by an applied static homogeneous magnetic field H̃(0) is

given by m = γe · H̃(0). The polarizability dyadics are thoroughly discussed in [15]
and [24]. Now let E = Aν′(k̂). From (4.6) and (4.7) it follows that

S̃ν,ν′(k) = δν,ν′ + i2ρν,ν′k
3a3 +O(k4), as k → 0, (4.8)

where

ρν,ν′ =
1

16π2a3

∫∫ [
Aν(r̂) · γe ·Aν′(k̂) + (−1)τ+τ ′Aν̄(r̂) · γm ·Aν̄′(k̂) dΩr̂

]
dΩk̂.

Here (A.2) was used, and recall that the dual multi-index is ν̄ = {τ̄ , s,m, l} with
τ̄ = 3− τ .

Explicit expressions for ρν,ν′ are derived by using the identities (A.5) for the
Cartesian unit vectors x̂, ŷ, ẑ:

ρν,ν′ =
1

6πa3
δl,1δl′,1n̂sm · (δτ,1δτ ′,1γm + δτ,2δτ ′,2γe) · n̂s′m′ , (4.9)

where

n̂sm =


x̂, for s=2, m=1

ŷ, for s=1, m=1

ẑ, for s=2, m=0.

Note that ρν,ν′ = 0 for non-dipole modes (l > 2 or l′ > 2), and that ρν,ν′ = 0 for
τ = 1 (τ = 2) when the scatterer is non-magnetic (non-electric).
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4.3 The polarizability dyadics and bounds on ρν,ν

It is clear now that the polarizability dyadics are of vital importance. Until now,
the only assumptions made on the constitutive relations of the scatterer is that
they are in convolution form in the time domain and passive, and furthermore
anisotropic in the static limit. If the scatterer is heterogeneous, these assumptions
are made for all points r within the scatterer. It is common to assume that the
permittivity and permeability dyadics are symmetric in the static limit, i.e. ε(0, r) =
ε(0, r)T and µ(0, r) = µ(0, r)T. This implies that the polarizability dyadics are
also symmetric [24], and hence diagonal for a suitable choice of coordinates. Closed
form expressions for the polarizability dyadics exists for anisotropic homogeneous
spheroidal scatterers, see [24] and references therein. For the simple case of an
isotropic sphere of radius a, they are

γe = 4πa3 ε(0)− 1

ε(0) + 2
I and γm = 4πa3µ(0)− 1

µ(0) + 2
I,

where I is the identity dyadic.
Furthermore, under the assumption of symmetry it can be shown that γe and γm

are non-decreasing as functions of ε(0, r) and µ(0, r) [23]. More specifically, consider
two objects with permittivity ε(0, r) and ε′(0, r), respectively. If ε′(0, r) − ε(0, r)
is a positive semidefinite dyadic for all r in the object, then γ ′e − γe is positive
semidefinite as well. The same holds for γm, with ε(0, r) replaced by µ(0, r). The
diagonal elements of γe and γm for any scatterer (satisfying the aforementioned
assumptions) contained in the sphere of radius a are therefore bounded by 4πa3 for
the high contrast sphere. Following (4.9), the parameters ρν,ν are non-decreasing as
functions of ε(0, r) and µ(0, r), and thus bounded from above by ρν,ν = 2/3.

If the scatterer is contained within a non-spherical geometry, the diagonal ele-
ments of γe and γm are bounded by the largest eigenvalue γ1 6 4πa3 of the high-
contrast polarizability dyadic γ∞ of that geometry. Therefore a sharper bound on
ρν,ν , given by ρν,ν 6 γ1/(6πa

3) 6 2/3, can be determined. The high-contrast polar-
izability dyadics γ∞ of many geometries can be calculated numerically, see [22] for
some examples.

A widely used material model is the perfect electric conductor (PEC). The elec-
tric field vanish inside a perfect electric conductor, which implies ε(0) =∞. In this
paper, a PEC body is defined as one where also magnetic fields vanish (in other
words, the Meissner effect is perfect), in accordance with e.g. [15, 23]. This means
that µ(0) = 0 [15, pp. 39–40]. Consequently, for a scatterer with a PEC inclu-
sion, γe (γm) is non-decreasing (non-increasing) as the volume of the PEC inclusion
increases [23].

4.4 Sum rules and physical limitations on S̃

Now it has been shown that ei2kaS̃ν,ν′(k) is a holomorphic function bounded in mag-
nitude by one in C+ for all ν and ν ′, due to the passivity assumption. Furthermore,
its low frequency asymptotic expansion has been determined in (4.8) and (4.9). It
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remains to define a Herglotz function and derive sum rules of the type (2.9). The
Herglotz function corresponding to (2.7) is

hν,ν′(k) = −i log

(
ei2kaS̃ν,ν′(k)

Bν,ν′(k)

)
.

Here Bν,ν′ is a Blaschke products of the form (2.8) for each pair (ν, ν ′). Since
ei2kaS̃ν,ν(k)→ 1 as k → 0 when S̃ν,ν is a diagonal element of the scattering matrix,
the low-frequency expansion may be calculated separately for that factor and the
Blaschke product (cf. [2]):

hν,ν(k) = 2ka+ 2ρν,νk
3a3 +O(k4) + 2

∑
n

∞∑
q=1,3,...

kq

q
Im

1

kqn
, as k → 0. (4.10)

This is not necessarily possible for the off diagonal terms hν,ν′ , where ν 6= ν ′, since
then S̃ν,ν′(k) tends to zero as k → 0. Only terms with odd q appear in the sum in
(4.10) due to the symmetry (2.6).

Note that the low-frequency asymptotic expansions (4.7) and (4.10) are valid
as k → 0 for all arguments of k, and especially as k→̂0. With the notation of
Section 2.1, N = 2 and hence two sum rules of the type (2.9) (using p = 1, 2) can
be deduced:

1

π

∫ ∞
0

1

k2
ln

1

|S̃ν,ν(k)|
dk = a− βν,ν

2
+
∑
n

Im
1

kn
(4.11)

and
1

π

∫ ∞
0

1

k4
ln

1

|S̃ν,ν(k)|
dk = a3ρν,ν +

1

3

∑
n

Im
1

k3
n

. (4.12)

Both sum rules incorporate the radius a of the circumscribing sphere, and the second
depends on the material and shape of the scatterer via ρν,ν given by (4.9). The
parameter βν,ν = limk→̂∞ hν,ν(k)/k is greater than or equal to zero. Evidently,
βν,ν > 0 applies if the chosen circumscribing sphere is larger than the smallest
circumscribing sphere, but it is expected that βν,ν = 0 if a is chosen as small as
possible. This is true for isotropic spherical scatterers with material described by
e.g. the Debye or Lorentz models. It is hard to prove this statement for an arbitrary
scatterer, so it is assumed that βν,ν can be larger than zero.

In order to derive physical limitations, consider a finite wavenumber interval, K =
[k0(1−BK/2), k0(1 +BK/2)], with center wavenumber k0 and fractional bandwidth
BK < 2. Letting S0,ν = supk∈K |S̃ν,ν(k)|, it follows that

BK lnS−1
0,ν

π
6 k0a+

∑
n

Im
k0

kn
(4.13)

and
BK lnS−1

0,ν

π
6 k3

0a
3ρν,ν +

1

3

∑
n

Im
k3

0

k3
n

. (4.14)
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Figure 4: Interpretation of the limitation (4.16). In the figure, bounds for a given
center wavenumber k0 are depicted for two different values of S0,ν (and thus two
different values of BK). The limitation states that the magnitude of all reflection
coefficients S̃ν,ν have to intersect the boxes when the scatterer satisfies the aforemen-
tioned assumptions; also shown in the figure is one attainable reflection coefficient
S̃ν,ν and one unattainable reflection coefficient.

Here it has been used that k2p−1
0

∫
K 1/k2p dk > BK for p = 0, 1, . . . Note also that

k2p−1
0

∫
K 1/k2p dk ≈ BK when BK � 1.

The sum in the right-hand side of (4.13) is non-positive (since Im kn > 0 for all
kn), and so

BK lnS−1
0,ν

π
6 k0a. (4.15)

An alternative bound not containing the sum over all zeros can also be derived (see
Appendix A.3):

BK lnS−1
0,ν

π
6 fν(k0a) = k0a− 3

√
ι+ ξ + 3

√
ι− ξ (4.16)

=

(
1

3
+ ρν,ν

)(
k3

0a
3 − k5

0a
5
)

+O(k7
0), as k0 → 0.

Here the material and geometry of the scatterer are contained in ρν,ν via ξ =

3k0a(1−ρν,νk2
0a

2)/2 and ι =
√

1 + ξ2. The term k3
0a

3/3 in the bound stems from the
circumscribing sphere. The limitation (4.16) states that, somewhere on the wave-
number interval K, the reflection coefficient S̃ν,ν(k) for mode ν must be larger in
magnitude than some value prescribed by the fractional bandwidth BK , the radius
of the smallest circumscribing sphere a, and the material properties of the scatterer
via ρν,ν , see Figure 4. Note that the bound in (4.16) is sharper than that in (4.15)

for k0a 6 ρ
−1/2
ν , and vice versa.
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An interpretation of the limitation is as a bound on the absorption of a vector
spherical wave over a bandwidth. To see this, consider the energy e(∞) absorbed by
the scatterer for all times t ∈ R when the incoming field consists of only the mode
ν, and b

(2)
ν (t) is assumed to be in L2. By (3.4)–(3.6), it is (with r > a)

e(∞) =

∫ ∞
−∞

Pν(r, t) dt =

∫ ∞
−∞

Prad,ν(r, t) dt

=

∫ ∞
−∞

(
|b(2)
ν (t)|2 −

∑
ν′

|Sν′,ν ∗ b(2)
ν (t)|2

)
dt.

The expression for e(∞) may be rewritten with Parseval’s equation:

e(∞) =
1

2πc

∫ ∞
−∞
|b̃(2)
ν (k)|2

(
1−

∑
ν′

|S̃ν′,ν(k)|2
)

dk.

Hence the absorption efficiency

χν(k) = 1−
∑
ν′

|S̃ν′,ν(k)|2 (4.17)

is the normalized energy of the incoming mode ν that is absorbed by the scatterer at
wavenumber k; all of the incoming energy is absorbed if χν(k) = 1, while no energy
is absorbed in the case χν(k) = 0.

From the limitation (4.16) it follows that

inf
k∈K

χν(k) 6 1− e−2πfν(k0a)/BK , (4.18)

where as before the wavenumber interval K = [k0(1 − BK/2), k0(1 + BK/2)] has
center wavenumber k0 and fractional bandwidth BK and fν(k0a) is given in (4.16).
The limitation on the absorption efficiency χν states that it cannot be arbitrarily
high over a whole wavelength interval.

It should be stressed that the scatterer was assumed to be placed in free space
(cf. Figure 2). Since the reflection coefficients S̃ν and absorption efficiencies χν,ν are
functions of the scatterers properties only, and do not depend on the surroundings,
the bounds on the reflection coefficients apply also if there are objects nearby. But,
if parts of the scattered field is reflected back towards the scatterer from surround-
ing objects, more power can be absorbed. The explanation is that in this case the
coefficients of the incoming waves b̃

(2)
ν (k) also incorporate these multiple scatter-

ing effects. To find limitations that also take the surroundings into account is an
intriguing problem, but out of scope of this paper.

4.5 Algorithm to make use of the limitation

This section describes the algorithm to make use of the limitations given by (4.16)
and (4.18) to find bounds on the reflection coefficients S̃ν,ν and absorption efficien-
cies χν for a scatterer contained in a given sphere of radius a. This procedure is
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used in Example 5.1. The necessary assumptions on the scatterer are that it is
heterogeneous, passive, and has constitutive relations which are in convolution form
in the time domain and anisotropic in the static limit.

Firstly, an upper bound on the material parameter ρν,ν (given by (4.9)) appearing
in the right-hand sides of (4.16) and (4.18) must be found. Recall that ρν,ν = 0
applies if the multi-index ν corresponds to a non-dipole mode (l > 2). Furthermore,
ρν,ν vanishes also if the scatterer is non-magnetic (non-electric) and the multi-index ν
is that of a magnetic (electric) dipole. For a general scatterer, the material parameter
ρν,ν is bounded from above by 2/3 for the dipole modes (l = 1). If the scatterer is
contained in a non-spherical geometry, a sharper bound on ρν,ν can be determined
numerically, as discussed in Section 4.3.

Secondly, the wavenumber interval K = [k0(1−BK/2), k0(1 +BK/2)] of interest
is chosen. Inserting the center wavenumber k0, fractional bandwidth BK , bound on
material parameter ρν,ν and radius a of the circumscribing sphere into (4.16) gives
a lower bound on S0,ν = supk∈K |Sν,ν(k)|, see Figure 4. Alternatively, the largest
acceptable value of S0,ν is chosen, and an upper bound on the achievable fractional
bandwidth BK follows from (4.16). Equivalently, (4.18) can be used to find a bound
on the absorption efficiency χν , defined in (4.17).

5 Examples

5.1 Nanoshells

A nanoshell is a dielectric core covered by a thin coat of metal. By varying the
core radius, shell thickness, and materials, they can be constructed to scatter or
absorb large parts of incoming electromagnetic waves in the visible light and near-
infrared (NIR) spectra. Applications include e.g. biomedical imaging and treatment
of tumours.

In cancer treatment, the nanoshells are shuttled into the tumour using a so called
“Trojan horse”-method [5]. Hereafter they are illuminated by laser light, causing
most of the cancer cells to die, see Figure 1 in [5]. It is thus desirable to design
nanoshells that absorb large parts of the laser energy. In [5, 18], the nanoshells are
spherical cores of silicon dioxide (SiO2) covered with gold. The radius of the core is
typically around 60 nm, and the gold shell is 5− 20 nm thick.

The bound in (4.18) is well suited to study this problem. To have something to
compare the bound to, consider two nanoshells of outer radius a = 75 nm, consisting
of spherical silicon dioxide cores covered by layers of gold of thickness d = 5 nm and
d = 10 nm, respectively. The absorption efficiencies are approximated as χν =
1− |S̃ν,ν |2, which can be calculated relatively easily since the nanoshells are layered
spheres. They are calculated for the electric dipole modes (τ = 2, l = 1), to be
compared with the bound in (4.18). The nanoshells are resonant at wavelengths λ0 =
986 nm and λ0 = 765 nm, respectively. These resonant wavenumbers k0 = 2π/λ0 are
chosen as center wavenumbers in (4.18). The upper bound on the material parameter
ρν,ν 6 2/3 is inserted, along with a proposed desired fractional bandwidth BK =
0.4. The resulting bounds on the absorption efficiency is shown in Figure 5. The
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Figure 5: The absorption efficiencies χν (approximated as 1 − |S̃ν,ν |2) of the
electric dipole modes (τ = 2, l = 1) for nanoshells of outer radius a = 75 nm,
consisting of spherical silicon dioxide cores covered by layers of gold of thickness
d = 5 nm and d = 10 nm, respectively. Here λ = 2π/k denotes the wavelength. The
bound is (4.18) with ρν,ν = 2/3, BK = 0.4 and center wavelengths λ0 = 986 nm and
λ0 = 765 nm, respectively. The limitation states that somewhere on the wavelength
intervals, the absorption efficiencies must be lower than 76% and 94%, respectively.
In other words, the curves have to intersect the boxes. The absorption efficiencies χν
was calculated from the closed form expression, using a Matlab-script for a Lorentz-
Drude model for gold by Ung et al. [25]. Silicon dioxide is modelled as having
negligible losses and a refractive index of n = 1.5, which is a good model at least
for wavelengths 400–1100 nm [14].

limitation states that somewhere on the wavenumber interval [k0(1−BK/2), k0(1 +
BK/2)], the absorption efficiency must be lower than 76% and 94%, respectively.
This applies to all nanoshells of given outer radius a = 75 nm, as well as for all
spherical and non-spherical objects contained in the same sphere.

5.2 Physical limitations on antennas

As discussed in Section 4.4, (4.16) places a bound on the absorption of a spherical
wave over a bandwidth, which makes it a good candidate to find limits on the
performance of antennas. Furthermore, the communications channels of multiple-
input multiple-output (MIMO) antenna systems are coupled to orthogonal sets of
vector spherical waves [8]. It is unusual to compute the S̃-matrix elements of an
antenna. Instead, consider the setup depicted in Figure 6. The antenna is fed the
power Pin(k) by a transmission line, and a matching network is employed in order
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Figure 6: The antenna and matching network considered in Example 5.2.

Figure 7: For many antennas, the impedance Zres(k) of the resonance circuit is
a good approximation for the antenna input impedance Z(k) close to its resonance
wavenumber k0 [10]. The quality factor Q is given by (5.1).

to minimize the reflection coefficient Γ (k). The power rejected due to mismatch is
|Γ (k)|2Pin(k), and obviously the radiated power is bounded as

Prad(k) 6 (1− |Γ (k)|2)Pin(k),

with equality if there are no ohmic losses in the antenna.
Many antennas can be modelled by the resonance circuit in Figure 7 in a fre-

quency interval close to their respective resonance frequencies [10]. Here the quality
factor is

Q = k0c
Z ′(k0)

2R
, (5.1)

where k0 is the resonance wavenumber of the antenna, Z its input impedance, and
R = Z(k0) the real-valued input impedance at the resonance. A prime denotes dif-
ferentiation with respect to the argument. Using Fano’s bounds on optimal match-
ing [7], it is straightforward to show that [10]

BK lnΓ−1
0

π
6

1

Q
, (5.2)

applies whatever the matching network is. Here Γ0 = maxk∈K |Γ (k)|. The wave-
number interval is K = [k0(1 − BK/2), k0(1 + BK/2)], with center wavenumber k0

and fractional bandwidth BK .
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Figure 8: The lines are the bound in (4.16) for ρν,ν = 2/3 and ρν,ν = 0,
respectively. Four wire antennas were used in the example, with wires modelled
as perfect electric conductors of diameter 2 mm. The radii of the loops are 60 mm
(giving a = 61 mm), and the heights of the umbrellas are 100 mm (so that a =
51 mm). Here a is the radius of the smallest circumscribing sphere. The loop with
resonance at k0a ≈ 0.46 is in series with a 100 F capacitance, causing it to radiate
much like a pure magnetic dipole close to the resonance. The input impedances
and resonance wavenumbers for the antennas were calculated using the commercial
software E-Field (http://www.efieldsolutions.com). The inverse of Q given by (5.1)
is depicted for the four antennas at their respective resonance wavenumbers k0. The
electric polarizability dyadics γe were calculated using a Method of Moments code,
and from them the bounds on ρν,ν shown in the figure could be determined.

The input impedance Z(k) of an antenna, and hence also the quality factor Q in
(5.1), may be calculated numerically. Equation (5.2) provides a means to compare
the bound in (4.16) to the quality factor of an antenna; since 1−|Γ |2 places a bound
on the radiated power in terms of the input power, and 1−|S̃ν,ν |2 limits the absorbed
power from a single mode ν, Γ and S̃ν,ν are on equal footing. In Figure 8, the bound
in (4.16) is compared to the inverse of the numerically determined quality factor Q
of four wire antennas.

6 Conclusions

Electromagnetic waves may be scattered and/or absorbed when they interact with
various objects. Understanding this interaction is vital in many applications, from
classical optics to antenna theory. One way to analyse it is to apply physical lim-
itations to it; in essence, the physical limitations state what can and cannot be
expected from a certain physical system.

There are several publications addressing physical limitations in scattering and



110 Paper II: Physical limitations on the scattering of electromagnetic. . .

antenna theory, see e.g. [3, 6, 9, 19, 24, 26]. However, the present paper seems to be
the first to derive physical limitations on the scattering of electromagnetic vector
spherical waves. The vector spherical waves constitute a means to expand a given
electromagnetic wave in orthogonal waves, and are commonly used [4, 11, 20, 21]. In
wireless communication, they are intimately linked to the orthogonal communication
channels of multiple-input multiple-output (MIMO) systems [8].

The derivation makes use of a general approach to obtain sum rules and physical
limitations on passive physical systems in convolution form presented in [2]. The
limitations in this paper are valid for all heterogeneous passive scatterers with con-
stitutive relations in convolution form in the time domain, and anisotropic in the
static limit. They state that the reflection coefficients cannot be arbitrarily small
over a whole wavenumber interval; how small is determined by the center wave-
number and fractional bandwidth, the radius of the smallest sphere circumscribing
the scatterer, and its static material properties.

The limitations can be interpreted as bounds on the absorption of power from the
respective modes. They are particularly useful for the electrically small scatterers,
and can therefore be employed to analyse sub-wavelength structures designed to
be resonant in one or more frequency bands. Two examples are nanoshells and
antennas, discussed in the examples in this paper.
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Appendix

A.1 Definition of vector spherical waves

The incoming (j = 2) and outgoing (j = 1) vector spherical waves are defined as
in [4] by Boström et al:

u
(j)
1sml(kr) = h

(j)
l (kr)A1sml(r̂)

u
(j)
2sml(kr) =

(krh
(j)
l (kr))′

kr
A2sml(r̂) +

√
l(l + 1)

h
(j)
l (kr)

kr
A3sml(r̂).

(A.1)

Here h
(j)
l denotes the spherical Hankel function of the j:th kind and order l, and a

prime denotes differentiation with respect to the argument kr. The regular vector
spherical waves vν are almost identical; for them the spherical Hankel functions have
been replaced by spherical Bessel functions jl = (h

(1)
l + h

(2)
l )/2. The vector spherical
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harmonics Aτsml are defined by
A1sml(r̂) =

1√
l(l + 1)

∇× (rYsml(r̂))

A2sml(r̂) =
1√

l(l + 1)
r∇Ysml(r̂)

A3sml(r̂) = r̂Ysml(r̂).

Here Ysml are the (scalar) spherical harmonics

Ysml(θ, φ) =

√
2− δm0

2π

√
2l + 1

2

(l −m)!

(l +m)!
Pm
l (cos θ)

{
cosmφ
sinmφ

}
and Pm

l are associated Legendre polynomials [1]. The polar angle is denoted θ while
φ is the azimuth angle. The upper (lower) expression is for s = 2 (s = 1), and the
range of the indices are l = 1, 2, . . . , m = 0, 1, . . . , l, τ = 1, 2, s = 2 when m = 0
and s = 1, 2 otherwise. The multi-index ν = {τ, s,m, l} is introduced to simplify
the notation. It is ordered such that ν = 2(l2 + l − 1 + (−1)sm) + τ .

Note that {
r̂ ·A1sml(r̂) = r̂ ·A2sml(r̂) = 0

r̂ ×A3sml(r̂) = 0,

for which reason τ = 1 (odd ν) identifies a TE mode (magnetic 2l-pole) while τ = 2
(even ν) identifies a TM mode (electric 2l-pole) when the electric and magnetic fields
are defined by (3.1) and (3.2), respectively. Furthermore,{

A1sml(r̂) = A2sml(r̂)× r̂
A2sml(r̂) = r̂ ×A1sml(r̂).

(A.2)

The vector spherical harmonics are orthonormal on the unit sphere. More specif-
ically, they satisfy∫

Ωr̂

Aτsml(r̂) ·Aτ ′s′m′l′(r̂) dΩr̂ = δτ,τ ′δs,s′δm,m′δl,l′ , (A.3)

where Ωr̂ = {(θ, φ) : 0 6 θ 6 π, 0 6 φ 6 2π} is the unit sphere and dΩr̂ =
sin θ dθ dφ. Define the L2-norm || · || for vector-valued functions on Ωr̂:

||G||2 =

∫
Ωr̂

G(r̂) ·G∗(r̂) dΩr̂.

If the norm of G is finite, it may be expanded in vector spherical harmonics:

G(r̂) =
∞∑
l=0

l∑
m=0

2∑
s=1

3∑
τ=1

cτsmlAτsml(r̂), (A.4)
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where the coefficients cν are given by

cτsml =

∫
Ωr̂

G(r̂) ·Aτsml(r̂) dΩr̂,

and the sum in the right-hand side of (A.4) converges in the norm || · ||.
The following expressions for the Cartesian unit vectors are used in (4.9):

x̂ =

√
4π

3
A3211(r̂) +

√
8π

3
A2211(r̂)

ŷ =

√
4π

3
A3111(r̂) +

√
8π

3
A2111(r̂)

ẑ =

√
4π

3
A3201(r̂) +

√
8π

3
A2201(r̂).

(A.5)

There are expansions for the Hankel functions, used to determine the polynomials
R

(j)
τ,l in (3.3): 

h
(1)
l (z) =

eiz

il+1z

l∑
n=0

(l + n)!

n!(l − n)!
(−2iz)−n

h
(2)
l (z) =

il+1e−iz

z

l∑
n=0

(l + n)!

n!(l − n)!
(2iz)−n.

(A.6)

A.2 Derivation of (4.6)

The scattered field Ẽs is the sum over u
(1)
ν in (4.3), viz.

Ẽs(k, r) =
√
η0

∑
ν

d̃(1)
ν (k)Aν(r̂)

eikr

r

(
1 +O(r−1)

)
, as r →∞,

where (A.1) and (A.6) have been used. From the above equation it is clear that the

far-field amplitude F̃ (k, r̂) in (4.4) is given by

F̃ (k, r̂) =
√
η0

∑
ν

d̃(1)
ν (k)Aν(r̂).

Using (4.5), multiplying with Aν′(r̂) and integrating over the unit sphere yield∫
Aν′(r̂) · S̃d(k, r̂, k̂) · Ẽ0(k) dΩr̂ =

√
η0d̃

(1)
ν′ (k), (A.7)

due to (A.3).

The coefficients d̃
(1)
ν′ (k) are given by

√
η0d̃

(1)
ν′ (k) =

√
η0

∑
ν′′

T̃ν′,ν′′(k)d̃
(v)
ν′′ (k) =

4π

ik

∑
ν′′

T̃ν′,ν′′(k)Ẽ0(k) ·Aν′′(k̂),
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where the expansion coefficients d̃
(v)
ν′′ (k) of a plane wave eir·kẼ0(k) have been used

[11, p. 341]. Inserting this into (A.7) gives∫
Aν′(r̂) · S̃d(k, r̂, k̂) · Ẽ0(k) dΩr̂ =

4π

ik

∑
ν′′

T̃ν′,ν′′(k)Ẽ0(k) ·Aν′′(k̂),

which must be valid for all k̂ and Ẽ0. Letting Ẽ0(k, k̂) = Aν′′′(k̂)ϕ(k) for some
ϕ ∈ S and integrating once more over the unit sphere leads to∫ ∫

Aν′(r̂) · S̃d(k, r̂, k̂) ·Aν′′′(k̂)ϕ(k) dΩr̂ dΩk̂ =
4π

ik
T̃ν′,ν′′′(k)ϕ(k),

and (4.6) is proven.

A.3 Derivation of (4.16)

First set k0/kn = θ′n− iθ′′n, where θ′n ∈ R and θ′′n > 0. With θ0 =
∑

n θ
′′
n, (4.13) takes

the form
BK lnS−1

0,ν

π
6 k0a− θ0. (A.8)

Furthermore, it follows that
∑

n Im k3
0/k

3
n 6

∑
n θ
′′3
n 6 θ3

0, since

Im
k3

0

k3
n

=
k3

0

|kn|6
[
(Im kn)3 − (Re kn)2 Im kn

]
6

k3
0

|kn|6
(Im kn)3 = θ′′3n .

Hence (4.14) becomes
BK lnS−1

0

π
6 k3

0a
3ρν,ν +

θ3
0

3
. (A.9)

Combining (A.8) and (A.9) yields

BK lnS−1
0,ν

π
6 k3

0a
3ρν,ν +

1

3

(
k0a−

BK lnS−1
0,ν

π

)3

,

with solution (4.16).
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Abstract

Using an exact circuit analogy for the scattering of vector spherical waves,
it is shown how the problem of determining the optimal scattering bounds
for a homogeneous sphere in its high-contrast limit is identical to the closely
related, and yet very different problem of finding the broadband tuning limits
of the spherical waves. Using integral relations similar to Fano’s broadband
matching bounds, the optimal scattering limitations are determined by the
static response as well as the high-frequency asymptotics of the reflection
coefficient. The scattering view of the matching problem yields explicitly the
necessary low-frequency asymptotics of the reflection coefficient that is used
with Fano’s broadband matching bounds for spherical waves, something that
appears to be non-trivial to derive from the classical network point of view.

1 Introduction

Integral identities based on the properties of Herglotz functions [4], or positive real
(PR) functions [37], constitute the basis for deriving Fano’s broadband matching
bounds [8] and have been used recently to describe a series of new sum rules for the
scattering of electromagnetic waves [3, 4, 26, 27]. Hence, under the assumptions of
linearity, continuity, time-translational invariance and passivity, sum rules can be
derived from the analytic properties of the forward scattering dyadic, see e.g. [26, 27],
and have also applications in antenna theory, see e.g. [11, 12, 25, 30, 32]. In [24],
similar relations are used to determine the ultimate thickness to bandwidth ratio of
radar absorbers. Limitations on the scattering of vector spherical waves have been
considered in [3].

The sum rules rely on the well-known connection between the transfer func-
tions of causal and passive systems and Herglotz functions, or positive real (PR)
functions, as well as the analytic properties of these functions, see e.g. [35, 37, 38].
Consequently, sum rules and limitations on arbitrary reflection coefficients stemming
from passive systems can be derived, as described in [4]. The procedure is reviewed
briefly in this paper.

By using Fano’s approach, optimum broadband tuning limits of the higher-order
spherical waves are considered in [30, 32], giving important physical insight into the
matching limitations for Ultra-Wideband (UWB) antennas, see also [9, 14, 15, 18, 33,
34, 36]. Previously, the Fano broadband matching bounds have been applied mainly
to the lowest order spherical waves. However, methods of finding solutions to the
matching limitations for the spherical waves of higher orders have recently received
further development, see e.g. [20, 30, 31] with references. Hence, there is a need to
further develop analytical results as an aid in the related numerical analysis.

In [30, 32], it is conjectured that the low-frequency asymptotics of the positive
real function − log ρτl is of the form

− log(±ρτl) = 2
a

c0

s+ 2(−1)l(
a

c0

)2l+1cτls
2l+1 + · · · , (1.1)

where ρτl is the reflection coefficient corresponding to a TE (τ = 1) or TM (τ = 2)
spherical wave of order l, s the Laplace variable, a the radius of a circumscribing
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sphere, c0 the speed of light in free space, and cτl constants to be determined from
network analysis and the circuit analogy of the spherical wave impedance. The
aim of this paper is to give an analytical solution to the conjecture (1.1) made
in [30, 32], by using the recent developments in the application of sum rules for
passive scatterers.

The rest of the paper is organized as follows: In section 2 is given a brief outline
on the general approach to obtain sum rules and physical limitations for reflec-
tion coefficients stemming from passive systems, and the Fano broadband matching
bounds for spherical waves is put in this context. The related conjecture (1.1) is
also given a precise formulation.

In section 3 is treated the problem of finding the optimal limitations for scattering
of vector spherical waves. Here the geometry of the spherical object is known but
the dispersion is unknown. A detailed study of the high-frequency asymptotics of
the reflection coefficient is performed including e.g. the Debye and the Lorentz
dispersion models, and is given in the Appendix A. Using the integral relations
derived in [4], which are similar to the relations in the derivation of Fano’s broadband
matching bounds [8], the optimal scattering limitations are determined by the static
response as well as the high-frequency asymptotics of the reflection coefficient. As
with the Fano approach, the integral relations yield a non-convex global optimization
problem which in general is difficult to handle.

In section 4, the two previous sections are tied together. An exact circuit anal-
ogy for the scattering of spherical waves is used similar to [6, 29], to show how the
problem of determining the scattering limitations for a homogeneous sphere in its
high-contrast limit becomes identical to the closely related, and yet very different
problem of finding the broadband tuning limits of the spherical waves [30, 32]. Fur-
thermore, the scattering view of the matching problem yields explicitly the necessary
low-frequency asymptotics of the reflection coefficient (1.1), i.e. the coefficients cτl
that are used with Fano’s broadband matching bounds for spherical waves. The
coefficients cτl are given by the equation (4.16) in this paper. This is something
that appears to be non-trivial to derive from the classical network point of view.

Finally, in section 5 is given a numerical example where a relaxation of the Fano
equations is considered which is easily solved, and which is especially useful in the
regime of Rayleigh scattering.

2 Limitations on passive reflection coefficients

This section reviews the general approach presented in [4] to find sum rules and
physical limitations for reflection coefficients stemming from linear, continuous,
time-translational invariant, and passive physical systems. The approach, which
is used for the matching and scattering problems in the following sections, relies
on the well-known connection between the transfer functions of causal and passive
systems and Herglotz (or positive real) functions, as described in e.g. [4, 35, 37, 38].
A set of integral identities for Herglotz functions was proved in [4]. Applied to a
reflection coefficient ρ, they give a set of sum rules. The sum rules relate integrals
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Figure 1: The cone {z : ϑ 6 arg z 6 π − ϑ} for some ϑ ∈ (0, π/2].

of ρ over infinite frequency intervals to the static and high-frequency properties of
the system, and so are much like Fano’s matching equations. Physical limitations
for the reflection coefficient are derived by considering finite frequency intervals.
The general approach is presented in more detail in [4], where also all the necessary
proofs are given.

2.1 Herglotz functions and integral identities

Here the class of Herglotz functions is reviewed briefly, and the integral identities
used to obtain sum rules and limitations for reflection coefficients are presented. A
Herglotz function h(z) is defined as an analytic function for z ∈ C+ = {z : Im z > 0}
with the property that Imh(z) > 0, cf. [4, 21]. It is assumed that h obeys the
symmetry

h(z) = −h∗(−z∗) (2.1)

where (·)∗ denotes the complex conjugate [4]. Herglotz functions stemming from re-
flection coefficients in real physical systems exhibit this symmetry property [35,
37, 38]. For all Herglotz functions it holds that limz→̂0 zh(z) = a−1 6 0 and
limz→̂∞ h(z)/z = b1 > 0. Throughout this paper, z→̂0 means |z| → 0 in the
cone ϑ 6 arg z 6 π − ϑ for any ϑ ∈ (0, π/2], and likewise for z→̂∞, see Figure 1.

It is assumed that the low- and high-frequency asymptotic expansions are given
by 

h(z) =
N∑
m=0

a2m−1z
2m−1 + o(z2N−1) as z→̂0

h(z) =
M∑
m=0

b1−2mz
1−2m + o(z1−2M) as z→̂∞,

(2.2)

where the little-o notation o is defined as in [22], and M and N are non-negative
integers (or possibly infinity), chosen so that all the coefficients am and bm are
real, and hence that all the even indexed coefficients are zero [4]. The asymptotic
expansions are clearly valid as z → 0 (z → ∞) for any argument in the case h is
analytic in a neighbourhood of the origin (infinity).

The following integral identities have been derived in [4], and they are the starting
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point to derive limitations on reflection coefficients:

2

π

∫ ∞
0

Imh(x)

x2p
dx = a2p−1 − b2p−1, for p = 1−M, 2−M, . . . , N. (2.3)

It should be noted that the integral identities in (2.3) do not apply in the case when
the largest possible integers N and M are N = M = 0 in (2.2). In case the imaginary
part Imh(x) is not regular on the real axis, the integral should be interpreted as

lim
ε→0+

lim
y→0+

2

π

∫
ε<|x|<ε−1

Imh(x+ iy)

x2p
dx = a2p−1−b2p−1, for p = 1−M, 2−M, . . . , N,

(2.4)
and where i denotes the imaginary unit, i2 = −1. This is equivalent to interpreting
(2.3) in the distributional sense [4]. Equation (2.3) is assumed to be replaced by
(2.4) whenever necessary throughout this paper. The identities (2.3) can be used to
derive Fano’s matching equations [8]. They have also been used recently to derive a
series of new sum rules for the scattering of electromagnetic waves [3, 26, 27], with
applications in antenna theory [11, 30, 32]. There are other applications for the
identities (2.3) as well, see e.g. [5, 10, 13, 16, 24].

2.2 Limitations on passive reflection coefficients

Let ρ(ω) denote a reflection coefficient of a system where the reflected signal u(ω)
is related to the incoming signal v(ω) as

u(ω) = ρ(ω)v(ω),

where ω is the angular frequency. It is assumed that the reflection coefficient is the
Fourier transform of a real-valued convolution kernel ρr(t). The Fourier transform
is defined as ρ(ω) =

∫∞
−∞ ρr(t)e

iωt dt when ρr(t) is sufficiently regular, and it is
otherwise defined in the appropriate distributional sense [4, 38].

If ρ(ω) corresponds to a passive system, it is bounded with |ρ(ω)| 6 1. The
system is causal if the reflection coefficient corresponds to a causal convolution
kernel ρc

r(t) which vanishes for t < 0. It is a well-known result that the reflection
coefficient ρc(ω) of a passive and causal system is an analytic function bounded
in magnitude by one in the open upper half plane, i.e. ρc(ω + iσ) is analytic and
|ρc(ω + iσ)| 6 1 for σ > 0 [35, 37]. The scattering of electromagnetic waves is
always causal. However, sometimes the scattering of electromagnetic waves, such as
the scattering of incoming and outgoing spherical waves, may be perceived as non-
causal depending on the definition of the scattering coefficient [3, 21]. Hence, for a
non-causal system a time delay t0 can be introduced so that eiωt0ρ(ω) corresponds to
a causal convolution kernel ρr(t− t0). The reflection coefficient ρ(ω + iσ) is thus an
analytic function for σ > 0, and it is bounded according to |e(iω−σ)t0ρ(ω + iσ)| 6 1.

A Herglotz function can be constructed by taking the complex logarithm of ρ [4].
It requires that the zeros of ρ are removed, which is done with a Blaschke-product [7].
The Herglotz function is therefore (with z = ω + iσ):

h(z) = −i log

(
eizt0ρ(z)

∏
n

1− z/z∗n
1− z/zn

)
, (2.5)
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where the zeros zn of ρ in C+ are repeated according to their multiplicity. The
convolution kernel ρr(t) is real-valued, and so ρ(iσ) is real-valued on the imaginary
axis with the symmetry ρ(z) = ρ∗(−z∗) for z ∈ C+. Without loss of generality it
may be assumed that ρ(iσ) > 0, in which case h(z) obeys the symmetry (2.1). If
ρ(iσ) < 0, consider the function −ρ(z) instead.

Suppose that the low-frequency asymptotics of −i log ρ(z) is given by

−i log ρ(z) =
N∑
m=0

a
(0)
2m−1z

2m−1 + o(z2N−1), as z→̂0.

The low-frequency asymptotics of h(z) is then

h(z) = zt0 +
N∑
m=0

a
(0)
2m−1z

2m−1 + o(z2N−1) +
∞∑

m=1,3,...

2

m

∑
n

Im

{
1

zmn

}
zm, as z→̂0.

(2.6)
Note that there are only odd indices m in the last summation above since the
complex zeros appear in symmetric pairs (zn,−z∗n).

With p = 1, 2, . . . , N , the following relationships are now obtained from (2.3):

2

π

∫ ∞
0

1

ω2p
log |ρ(ω)|−1 dω =

{
δp1(t0 − b1) + a

(0)
2p−1 +

2

2p− 1

∑
n

Im

{
1

z2p−1
n

}}
.

(2.7)
Here δp1 denotes the Kronecker delta. Note that the term b1 > 0 originates from
the high-frequency asymptotics.

Denote ρ0 = maxω |ρ(ω)| where the maximum is taken over the angular frequency
interval ω ∈ [ω0(1 − B

2
), ω0(1 + B

2
)], ω0 is the center angular frequency and B the

relative bandwidth (0 6 B 6 2). The integral identities (2.7) then yield the following
inequalities:

log ρ−1
0 B 6 log ρ−1

0 Gp(B) 6 ω2p−1
0

∫ ∞
0

1

ω2p
log |ρ(ω)|−1 dω

=
π

2

[
δp1t0ω

2p−1
0 + a

(0)
2p−1ω

2p−1
0 +

2

2p− 1

∑
n

Im

{(
ω0

zn

)2p−1
}]

, (2.8)

where it has been used that b1 > 0. The factor Gp(B) is defined by

Gp(B) =

∫ 1+B/2

1−B/2

1

x2p
dx =

1

2p− 1

(1 + B
2

)2p−1 − (1− B
2

)2p−1

(1− B2

4
)2p−1

. (2.9)

Note that B 6 Gp(B) for all 0 6 B 6 2, and Gp(B) ≈ B in the narrowband
approximation when B � 1.

2.3 Fano broadband matching bounds for spherical waves

The classical broadband matching bounds for lossless networks by Fano [8] are revis-
ited using the Herglotz function formulation and integral identities (2.3) and (2.7).
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The Fano matching bounds are then used to formulate the problem of finding the
broadband tuning limits of the wave impedance of the spherical waves as in [30, 32].

In circuit theory it is convenient to employ the Laplace variable s = −iz = jω+σ,
with j = −i. The Herglotz function h(z) then corresponds to a positive real (PR)
function g(s) = −ih(z) with the property that g(s) is analytic with Re g(s) > 0 for
Re s = σ > 0, cf. [23, 38]. The symmetry (2.1) takes the form g(s) = g∗(s∗). The
low- and high-frequency asymptotics are given by

g(s) =
N∑
m=0

A2m−1s
2m−1 + o(s2N−1) as is→̂0

g(s) =
M∑
m=0

B1−2ms
1−2m + o(s1−2M) as is→̂∞,

(2.10)

where all coefficients are real and the even indexed coefficients are zero. Furthermore,
the PR function property implies that A−1 > 0 and B1 > 0. Note also that the
mapping g(s) = −ih(is) implies the relations A2m−1 = (−1)m+1a2m−1 and B2m−1 =
(−1)m+1b2m−1 for the coefficients in (2.2) and (2.10). The following integral identity
now follows directly from (2.3):

2

π

∫ ∞
0

Re g(jω)

ω2p
dω = (−1)p+1 (A2p−1 −B2p−1) , for p = 1−M, 2−M, . . . , N.

(2.11)
Let ρ(s) denote the reflection coefficient corresponding to an arbitrary impedance

function defined by a passive RLC network. Such an impedance function can always
be represented by a lossless two-port which is terminated in a pure resistance [8].
The appropriate PR function corresponding to (2.5) is given by

g(s) = − log

(
ρ(s)

∏
n

1 + s/s∗n
1− s/sn

)
, (2.12)

where sn are the zeros of ρ(s) with Re sn > 0. Note that the causality factor eizt0 is
not needed here, since the reflection coefficient corresponds to a causal convolution
kernel.

Suppose that the low-frequency asymptotics of − log ρ(s) is given by − log ρ(s) =∑M
m=0 A

(0)
2m−1s

2m−1 + o(s2M−1), as is→̂0. The low-frequency asymptotics of g(s) is
then given by

g(s) =
N∑
m=0

A
(0)
2m−1s

2m−1 + o(s2N−1)−
∞∑

m=1,3,...

2

m

∑
n

Re

{
1

smn

}
sm, as is→̂0. (2.13)

With p = 1, 2, . . . , N , the following relationships are now obtained from (2.11) (cf.
[8]):

2

π

∫ ∞
0

1

ω2p
log |ρ(jω)|−1 dω = (−1)p+1

{
A

(0)
2p−1 − δp1B1 −

2

2p− 1

∑
n

Re

{
1

s2p−1
n

}}
.

(2.14)
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Note that B1 = 0 if the circuit consists of only lumped elements, since ρ(s) is a ra-
tional function in this case. Furthermore, for rational functions ρ(s) the asymptotic
expansions (2.10) are valid as s→ 0 and s→∞, respectively.

Consider now the broadband matching problem as described in [8]. In Figure 2
is shown the cascade of two lossless and reciprocal two-ports N ′ and N ′′ with a
source at one side and a resistive termination at the other side. Let N ′ be the fixed
network and N ′′ the matching network. The reflection and transmission coefficients
for the overall two-port are denoted by ρ1, ρ2 and %. Since the overall two-port is
lossless with |ρ1|2 = 1− |%|2 = |ρ2|2, the optimal matching limitations for the input
port of interest with coefficient ρ2 may be conveniently analyzed by considering the
opposite port with coefficient ρ1, as depicted in Figure 2.

The reflection coefficient ρ1 for the overall two-port is given by

ρ1 = ρ′1 +
%′2ρ′′1

1− ρ′2ρ′′1
, (2.15)

where the primed scattering parameters corresponding to the two networks N ′ and
N ′′ have been defined as indicated in Figure 2. It is assumed that the network N ′

is a high-pass LC ladder with %′(0) = 0 (where s = 0). Without loss of generality,
it may then be assumed that ρ′1(0) = 1. Furthermore, it is also assumed that
ρ′2(0)ρ′′1(0) = −1 so that there is no cancellation of zeros at s = 0 in (2.15). This
condition is easily achieved by choosing the appropriate LC ladder structure for N ′′

if ρ′2(0) is known, cf. also [8].
Suppose that the transmission coefficient %′ has a zero of order N at s = 0. This

implies that ρ′1(s)ρ′1(−s) = 1− %′(s)%′(−s) = 1 +O(s2N), where the big-O notation
O is defined as in [22]. Suppose further that the low-frequency asymptotics of ρ′1 is

given by − log ρ′1(s) =
∑∞

m=0A
(0)′
m sm as s→ 0. Hence,

− log ρ′1(s)− log ρ′1(−s) =
∞∑
m=0

A(0)′
m sm +

∞∑
m=0

A(0)′
m (−1)msm = O(s2N), as s→ 0,

(2.16)

implying that A
(0)
m = A

(0)′
m = 0 for m = 0, 2, . . . , 2N − 2. Furthermore, from (2.15)

follows that ∂m

∂sm
log ρ1|s=0 = ∂m

∂sm
log ρ′1|s=0 for 0 6 m 6 2N − 1, and hence the

invariance of the Taylor coefficients A
(0)
m = A

(0)′
m for m = 1, 3, . . . , 2N − 1. Thus,

(2.14) can now be applied with A
(0)
2p−1 = A

(0)′
2p−1 for p = 1, 2, . . . , N . These are the

original Fano matching equations formulated in [8].
Consider now the problem of finding the optimum broadband tuning limits of the

wave impedance of the spherical waves, as described in e.g. [30, 32]. Hence, consider
the matching problem of an outgoing TEl (τ = 1) or TMl (τ = 2) spherical wave
of order l. As was shown by Chu [6], the wave impedance of the spherical waves
as seen at a spherical boundary can be represented by a finite LC high-pass ladder
network terminated in a fixed resistance, cf. Figure 3. The impedance Zτl is the
normalized wave impedance as seen at a spherical boundary of radius a, i.e. at the
left (antenna) side of the equivalent circuit in Figure 3. The input impedance used
in the Fano analysis is the impedance Z1,τ l as seen from the opposite, right-hand



126 Paper III: On the relation between. . .

 
 
 
 
 
 
 
 
 
 
 
 

E
V +
1
V −1

V +
2
V −2

η

η

Fixed network

N ′
Matching network

N ′′

ρ′1 ρ′2
%′

ρ′′1 ρ′′2
%′′

ρ1 ρ2%

Figure 2: Cascade of two reciprocal two-ports N ′ and N ′′. Here, ρ1, ρ2 and %
denote the overall scattering parameters, and the corresponding primed scattering
parameters refer to the two networks N ′ and N ′′.
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Figure 3: Matching network and equivalent circuit for the impedance of a TMl

wave at a spherical boundary of radius a. The circuit is drawn for a TMl wave of
odd order l.

side of the equivalent circuit when it is correctly terminated in a pure resistance.
The corresponding reflection coefficient is given by ρ1,τ l = (Z1,τ l − 1)/(Z1,τ l + 1).

It has been conjectured [30, 32] that the low-frequency asymptotics of − log ρ1,τ l

is of the form

− log(±ρ1,τ l) = A
(0)
1 s+ A

(0)
2l+1s

2l+1 +O(s2l+2), as s→ 0 (2.17)

where  A
(0)
1 = 2

a

c0

A
(0)
2l+1 = 2(−1)l(

a

c0

)2l+1cτl
(2.18)

and where cτl is a constant determined from network analysis.
The conjecture (2.18) may be verified by using the equivalent circuits for a fixed

order l = 1, 2, . . .. However, from a network (N ′) analysis point of view, it seem
to be non-trivial to prove it for general order l. In the next two sections, it is
shown that the conjecture (2.18) is true and an explicit expression for A

(0)
2l+1 is given

by showing that the matching problem is equivalent to the problem of finding the
optimal scattering limitations for a homogeneous sphere in its high-contrast limit,
i.e. in the limit as the permittivity or the permeability tends to infinity.

3 Optimal limitations for scattering of spherical

waves

Consider the scattering of vector spherical waves which is associated with an isotropic
and homogeneous sphere of radius a, and with relative permeability and permittiv-
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ity µ and ε, respectively. The refractive index is n = (µε)1/2 and the relative wave
impedance η = (µ/ε)1/2. The exterior of the sphere is free space, and c0 and η0 are
the speed of light and the wave impedance of free space, respectively. For conve-
nience, introduce the angular wavenumber Re{k} = ω/c0. Allow k to take values
in the upper-half plane, so that k corresponds to z/c0 in Section 2.2. Let (r, θ, φ)
denote the spherical coordinates and r = rr̂ the corresponding radius vector.

3.1 Exterior of the sphere

The electric and magnetic fields outside the sphere, i.e. for r > a, are given by

E(r) =
∞∑
l=1

l∑
m=−l

2∑
τ=1

a
(1)
τmlu

(1)
τml(kr) + a

(2)
τmlu

(2)
τml(kr), (3.1)

and

H(r) =
1

iη0

∞∑
l=1

l∑
m=−l

2∑
τ=1

a
(1)
τmlu

(1)
τ̄ml(kr) + a

(2)
τmlu

(2)
τ̄ml(kr) (3.2)

where u
(1)
τml(kr) and u

(2)
τml(kr) are outgoing and incoming vector spherical waves,

respectively, see e.g. [2, 17, 19], and a
(j)
τml the corresponding multipole coefficients.

Here τ = 1 corresponds to transverse electric (TE) waves, τ = 2 corresponds to
transverse magnetic (TM) waves, and τ̄ = 3− τ denotes the complementary index.
The other indices are l = 1, 2, . . . , and m = −l,−l + 1, . . . , l, where l denotes the
order of the spherical wave. The vector spherical waves are given by

u
(j)
1ml(kr) = h

(j)
l (kr)A1ml(r̂) (3.3)

u
(j)
2ml(kr) =

(krh
(j)
l (kr))′

kr
A2ml(r̂) +

√
l(l + 1)

h
(j)
l (kr)

kr
A3ml(r̂)

where Aτml(r̂) are the vector spherical harmonics and h
(j)
l (x) the spherical Hankel

functions of the jth kind, j = 1, 2, and order l, see e.g. [2, 17, 19]. Here, (·)′ denotes
differentiation with respect to the argument kr. The vector spherical harmonics
Aτml(r̂) are given by

A1ml(r̂) =
1√

l(l + 1)
∇× (rYml(r̂))

A2ml(r̂) = r̂ ×A1ml(r̂)
A3ml(r̂) = r̂Yml(r̂)

(3.4)

where Yml(r̂) are the scalar spherical harmonics given by

Yml(θ, φ) = (−1)m
√

2l + 1

4π

√
(l −m)!

(l +m)!
Pm
l (cos θ)eimφ, (3.5)

and where Pm
l (x) are the Associated Legendre functions, see e.g. [2]. The vector

spherical harmonics Aτml(r̂) are orthonormal on the unit sphere and have the di-
rectional properties r̂ ·Aτml(r̂) = 0 for τ = 1, 2 and r̂ ×A3ml(r̂) = 0.
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3.2 Interior of the sphere and scattering coefficients

The electric and magnetic fields inside the sphere for r 6 a are given by

E(r) =
∞∑
l=1

l∑
m=−l

2∑
τ=1

bτmlvτml(knr) (3.6)

H(r) =
1

iη0η

∞∑
l=1

l∑
m=−l

2∑
τ=1

bτmlvτ̄ml(knr) (3.7)

where vτml(knr) are regular vector spherical waves, and bτml the corresponding
multipole coefficients. The regular vector spherical waves are defined by

v1ml(knr) = jl(knr)A1ml(r̂) (3.8)

v2ml(knr) =
(knrjl(knr))

′

knr
A2ml(r̂) +

√
l(l + 1)

jl(knr)

knr
A3ml(r̂)

where jl(x) are the spherical Bessel functions of order l, see e.g. [2, 17, 19]. Here, (·)′
denotes differentiation with respect to the argument knr.

Continuity of the tangential fields Et and Ht in (3.1), (3.2), (3.6) and (3.7) for

r = a yields the following solution for the reflection coefficient defined by a
(1)
τml =

ρτla
(2)
τml:

ρτl(k) =
−h

(2)
l (ka) (knajl(kna))′ + ντ (k)jl(kna)

(
kah

(2)
l (ka)

)′
h

(1)
l (ka) (knajl(kna))′ − ντ (k)jl(kna)

(
kah

(1)
l (ka)

)′ (3.9)

where ν1 = µ and ν2 = ε, cf. [28]. It is assumed that ντ (k) can be represented by
an asymptotic series at k = 0. It has been shown that ρτl = e−i2kaρc

τl, where ρc
τl

is the transform of a causal kernel, see [3]. It can be expected that ρc
τl(k) = o(k)

as k→̂∞, which means that b1 = 0 for the Herglotz function corresponding to
(2.5). A detailed study of the high-frequency asymptotics of the reflection coefficient
has been performed in the Appendix A, including e.g. the Debye and Lorentz
dispersion models, and it asserts this expectation for these material models. The low-
frequency asymptotics is obtained from a Taylor series expansion yielding ρτl(k) ∼
1 + i2(ka)2l+1cτl, or

−i log ρτl(k) ∼ a
(0)
2l+1k

2l+1 = 2(ka)2l+1cτl, as k → 0, (3.10)

where

cτl =
22l(l + 1)!l!

(2l + 1)!(2l)!

ντ (0)− 1

l + 1 + ντ (0)l
(3.11)

and ντ (0) is the static response. The symbol ∼ denotes asymptotic equivalence and
is defined in e.g. [22]. Note that the low-frequency asymptotics of the TM (TE)
wave reflection is independent of µ(0) (ε(0)).
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3.3 Optimization formulation

The following inequalities are obtained from (2.8) when applied to the reflection

coefficient (3.9) using (3.10), where p = 1, 2 . . . , l + 1, a
(0)
2l+1 = 2a2l+1cτl/c

2l+1
0 and

t0 = 2a/c0:

G1

π
log |ρ0|−1 6 k0a+

∑
n Im

{(
k0
kn

)}
Gl′+1

π
log |ρ0|−1 6 1

2l′+1

∑
n Im

{(
k0
kn

)2l′+1
}
, l′ = 1, 2, . . . , l − 1

Gl+1

π
log |ρ0|−1 6 cτl(k0a)2l+1 + 1

2l+1

∑
n Im

{(
k0
kn

)2l+1
} (3.12)

where ρ0 is defined as in (2.8), Gl is defined by (2.9), k0 = ω0/c0 and kn = zn/c0

where zn are the zeros of the reflection coefficient ρ, defined as in (2.5) and (2.8).
Note that the same relations are obtained by using (2.14) and (2.18) and the sub-
stitution s = −ikc0.

The narrowband model is now assumed, i.e. let Gp = B in (3.12). Note also
that in general, B 6 Gp. Hence, the assumption Gp = B will simplify the analysis
below without loss of generality. Let k0/kn = αn − iβn = rne−iθn , where βn > 0,
rn > 0 and 0 < θn < π, and let f = B

π
log |ρ0|−1. The optimum solution to

the inequalities in (3.12) can then be formulated as the solution to the following
constrained optimization problem:

max f
−
∑

n Im {αn − iβn}+ f 6 k0a

− 1
2l′+1

∑
n Im

{
(αn − iβn)2l′+1

}
+ f 6 0, l′ = 1, 2, . . . , l − 1

− 1
2l+1

∑
n Im

{
(αn − iβn)2l+1

}
+ f 6 cτl(k0a)2l+1

f > 0, βn > 0

(3.13)

where the variables are (f, {αn}, {βn}). The second constraint above is ignored when
l = 1. Note that βn = 0 is equivalent to removing the corresponding zeros from the
summations above.

The solution to the optimization problem (3.13) defines the Fano limit1 for the
reflection coefficient of the spherical waves, i.e. |ρ0| > ρFano = e−πf/B. When l = 1,
it is sufficient to use one single zero, and the solution can be uniquely obtained
from a 2 × 2 non-linear system of equations, see [8]. However, when l > 1 the
numerical solution to the non-convex optimization problem (3.13) will in general
require a global optimization routine and an exhaustive search. Furhermore, for
l > 1 the optimal number of zeros is not known. A straightforward relaxation of the
narrowband Fano equations (3.13) is considered in Section 5 below.

1The term Fano limit is used here even though the scattering problem is different from the
matching problem. This is motivated by the equivalence of these problems as discussed in this
paper.
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4 Exact circuit analogy for the scattering of a

homogeneous sphere

Recursive relationships for the spherical Hankel functions can be used to obtain an
exact circuit analogy for the scattering of spherical waves as described below, cf.
also [6, 29].

The spherical Hankel functions h
(j)
l (z) satisfy the following initial relations:

(zh
(1)
0 (z))′

z
= ih

(1)
0 (z)

−h
(1)
1 (z) = ih

(1)
0 (z)

(
1− 1

iz

)
,


(zh

(2)
0 (z))′

z
= −ih

(2)
0 (z)

−h
(2)
1 (z) = −ih

(2)
0 (z)

(
1 +

1

iz

)
,

(4.1)

and the recursive relations
(zh

(j)
l (z))′

zil
=

h
(j)
l−1(z)

il
+

l

−iz

−h
(j)
l (z)

il+1

h
(j)
l+1(z)

il+2
=

h
(j)
l−1(z)

il
+

2l + 1

−iz

−h
(j)
l (z)

il+1

(4.2)

for j = 1, 2 and l = 1, 2, . . ., see e.g. [2, 17, 19].
There are two possible dual circuits associated with the recursions in (4.1) and

(4.2), cf. Figure 4. For circuit a), define

(zh
(j)
l (z))′

zil
=

{
ηI

(j)
l (z) l = 0, 2, 4, . . .

−V (j)
l (z) l = 1, 3, 5, . . .

(4.3)

and

−h
(j)
l (z)

il+1
=

{
V

(j)
l (z) l = 0, 2, 4, . . .

−ηI(j)
l (z) l = 1, 3, 5, . . .

(4.4)

where Vl(z) and Il(z) represent voltages and currents, respectively.
Let z = κn, where κ = ka and n = (µε)1/2. By introducing the normalized

Laplace variable S = −iκ = sa/c0 and employing the definitions in (4.3) and (4.4),
the following initial relations for Vl(z) and Il(z) corresponding to (4.1) are obtained: ηI

(1)
0 (z) = V

(1)
0 (z)

I
(1)
1 (z) = I

(1)
0 (z) + V

(1)
0 (z)

1

Sµ
,

 ηI
(2)
0 (z) = −V (2)

0 (z)

I
(2)
1 (z) = I

(2)
0 (z) + V

(2)
0 (z)

1

Sµ
,

(4.5)
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Figure 4: The two dual electric circuits with termination representing spherical
Hankel functions of the first kind h

(1)
l (z), i.e. outgoing waves outside a sphere of

radius a.

and the recursive relations corresponding to (4.2) are given by

V
(j)
l (z) = V

(j)
l−1(z) +

1

Sε1
l

I
(j)
l (z) l = 1, 3, 5, . . .

I
(j)
l (z) = I

(j)
l−1(z) +

1

Sµ1
l

V
(j)
l (z) l = 2, 4, 6, . . .

V
(j)
l+1(z) = V

(j)
l−1(z) +

1

Sε 1
2l+1

I
(j)
l (z) l = 1, 3, 5, . . .

I
(j)
l+1(z) = I

(j)
l−1(z) +

1

Sµ 1
2l+1

V
(j)
l (z) l = 2, 4, 6, . . .

(4.6)

where j = 1, 2. The dual circuit b) is obtained by interchanging Vl ↔ ηIl, or
equivalently, by simultaneously interchanging Vl ↔ Il and µ↔ ε.

4.1 Exterior of the sphere

Consider now the free space exterior of the sphere where r > a and z = κ =
ka (µ = ε = η = n = 1). In Figure 4 is shown the two dual electric circuits

with termination representing spherical Hankel functions of the first kind h
(1)
l (z),

corresponding to outgoing vector spherical waves. There are four different circuits
representing the TM and TE waves of odd and even order, as depicted in Figure 5.
In Figure 6 is shown the excitation with a Hankel function generator for the two dual
electric circuits representing spherical Hankel functions of the second kind h

(2)
l (z),

corresponding to incoming vector spherical waves.
From the field definition (3.1) and (3.2) and the circuit (and its dual) definition

(4.3) and (4.4), the tangential fields Et,ml and Ht,ml (spherical wave indices m, l for
τ = 1, 2) outside the sphere are given by Et,ml = ∓il+1A1ml

(
a

(1)
1mlV

(1)
l + a

(2)
1mlV

(2)
l

)
± ilA2ml

(
a

(1)
2mlV

(1)
l + a

(2)
2mlV

(2)
l

)
η0Ht,ml = ∓ilA1ml

(
a

(1)
2mlI

(1)
l + a

(2)
2mlI

(2)
l

)
∓ il+1A2ml

(
a

(1)
1mlI

(1)
l + a

(2)
1mlI

(2)
l

)
(4.7)
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Figure 5: Electric circuit analogy for TM and TE waves of odd and even order,
corresponding to spherical Hankel functions of the first kind h

(1)
l (z), i.e. outgoing

waves outside a sphere of radius a.

where the arguments r, r̂ and z = κ have been suppressed for simplicity, and the
upper and lower signs refer to even and odd orders, respectively. The normalized
TE and TM wave impedances Z

(j)
τl (z) are given by

Z
(j)
1l (z) =

V
(j)
l (z)

I
(j)
l (z)

= iη
zh

(j)
l (z)

(zh
(j)
l (z))′

Z
(j)
2l (z) =

V
(j)
l (z)

I
(j)
l (z)

= −iη
(zh

(j)
l (z))′

zh
(j)
l (z)

(4.8)

where j = 1, 2 correspond to the outgoing and incoming waves, respectively.

4.2 Interior of the sphere

Next, consider the interior of the sphere where r 6 a, z = κn = kan and n = (µε)1/2.
In Figure 7 is shown the two dual electric circuits with termination representing
spherical Hankel functions of the second kind h

(2)
l (z), corresponding to incoming

vector spherical waves. The circuit definitions (4.3) and (4.4) and recursions (4.5)
and (4.6) are the same, but the circuit interpretation is different with an opposite

direction for I
(j)
l (z) and a sign change of µ and ε. These changes correspond precisely

to the symmetry of the incoming and outgoing wave impedances

Z
(2)
τl (z) = −Z(1)

τl (−z) (4.9)

defined in (4.8). The four different circuits representing odd and even TM and TE
waves in Figure 5 are changed accordingly. In Figure 8 is shown the excitation with
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Figure 6: Excitation with a Hankel function generator for the two dual electric
circuits representing spherical Hankel functions of the second kind h
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coming waves outside a sphere of radius a.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

+ 
 

- 
+ 
 

- 

+ 
 

- 

+ 
 

- 

+ 
 

- 

+ 
 

- 

+ 
 

- 

+ 
 

- 

a)

η V
(2)
0

I
(2)
0

V
(2)
1

I
(2)
1

V
(2)
2

I
(2)
2

V
(2)
3

I
(2)
3

−µ − 1
2µ − 1

3µ

−ε − 1
2ε − 1

3ε

b)

η V
(2)
0

I
(2)
0

V
(2)
1

I
(2)
1

V
(2)
2

I
(2)
2

V
(2)
3

I
(2)
3

−µ − 1
2µ − 1

3µ

−ε − 1
2ε − 1

3ε

Figure 7: The two dual electric circuits with termination representing spherical
Hankel functions of the second kind h

(2)
l (z), i.e. incoming waves inside a sphere of

radius a.

a Hankel function generator for the two dual electric circuits representing spherical
Hankel functions of the first kind h

(1)
l (z), corresponding to outgoing vector spherical

waves. The circuit elements with impedances Sµ and 1/Sε are regarded as “gener-
alized” inductors and capacitors in case the material is dispersive. However, these
circuit elements behave asymptotically as “true” inductors and capacitors in the
low-frequency limit. Hence, Sµ ∼ Sµ(0) and 1/Sε ∼ 1/Sε(0) when S → 0.

From the field definition (3.6) and (3.7) and the circuit (and its dual) definition
(4.3) and (4.4), the tangential fields Et,ml and Ht,ml (spherical wave indices m, l for
τ = 1, 2) inside the sphere are given by

Et,ml = ∓il+1A1ml
b1ml

2

(
V

(1)
l + V

(2)
l

)
± ilA2ml

b2ml

2

(
V

(1)
l + V

(2)
l

)
η0Ht,ml = ∓ilA1ml

b2ml

2

(
I

(1)
l + I

(2)
l

)
∓ il+1A2ml

b1ml

2

(
I

(1)
l + I

(2)
l

) (4.10)

where the arguments r, r̂ and z = κn have been suppressed for simplicity, and the
upper and lower signs refer to even and odd orders, respectively. The normalized
TE and TM wave impedances Z

(j)
τl are given by (4.8) with z = κn.
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Figure 9: Scattering model with Hankel function generators and matching. The
interior generator is dependent, creating Bessel functions corresponding to standing
waves within the sphere. The circuits are drawn for TMl waves. The TEl waves are
similar.

4.3 Exact circuit analogy for the scattering

The scattering problem in Section 3 can now be interpreted by using an exact
(equivalent) circuit analogy where the exterior and the interior tangential fields (4.7)
and (4.10) are perfectly matched as depicted in Figure 9. An independent exterior
generator is used to generate the incoming waves, and a dependent interior generator
is used to create the outgoing waves and hence the Bessel functions (obtained as
the superposition of the two kinds of Hankel functions) within the sphere, see also
[29]. The dependent interior generator and its internal resistance correspond to a
reflection coefficient

Γ (κn) =
V

(1)
0 (κn)

V
(2)

0 (κn)
= (−1)τ+lei2κn. (4.11)

Note that in the equivalent circuit analogy depicted in Figure 9, the voltage and
current constituents V

(j)
l and I

(j)
l with j = 1, 2, correspond to a wave splitting with

respect to the generator or termination impedance η, cf. also Figures 6 and 8.
The circuit problem, and hence the scattering problem, has a unique solution
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through the scattering (S-matrix) relations{
a

(1)
τmlV

(1)
0 (κ) = ρc

1,τ la
(2)
τmlV

(2)
0 (κ) + %c

2,τ l
1
2
bτmlV

(1)
0 (κn)

1
2
bτmlV

(2)
0 (κn) = %c

1,τ la
(2)
τmlV

(2)
0 (κ) + ρc

2,τ l
1
2
bτmlV

(1)
0 (κn)

(4.12)

where (ρc
1,τ l, %

c
1,τ l, ρ

c
2,τ l, %

c
2,τ l) are the scattering parameters of the equivalent circuit

representing the exterior as well as the interior of the sphere. Here, a
(2)
τml is the

amplitude of the incoming wave and (4.12) can be solved for the amplitudes of the

outgoing wave a
(1)
τml and the Bessel function (standing wave) amplitude bτml. The

overall reflection coefficient ρc
τl for the equivalent circuit is given by

ρc
τl =

V
(1)

0 (κ)a
(1)
τml

V
(2)

0 (κ)a
(2)
τml

= (−1)τ+lei2κρτl (4.13)

where ρτl is the reflection coefficent given by (3.9).
Note that the presence of the negative circuit elements in Figure 9 is consistent

with the fact that the wave impedance Z
(2)
τl for incoming waves at r = a is anticausal,

cf. (4.8) and (4.9). However, note also that the overall equivalent circuit is causal
due to the delay factor in (4.13) above.

The low-frequency asymptotics of the function−i log
{

(−1)τ+lρc
τl

}
corresponding

to (4.13) is given by

−i log
{

(−1)τ+lρc
τl

}
∼ 2κ+ 2κ2l+1cτl (4.14)

where cτl is given by (3.11). The high-frequency asymptotics is

−i log
{

(−1)τ+lρc
τl(κ)

}
= −i log

{
ei2κρτl(κ)

}
= κb1c0/a+ o(κ), as κ→∞,

where b1 > 0. Furthermore, it is expected that b1 = 0 for many material models as
discussed in Section 3.2.

Note that the circuit elements corresponding to the interior in Figure 9 behave
as Sµ ∼ Sµ(0) and 1/Sε ∼ 1/Sε(0) when S = −iκ → 0. Note also that the low-
frequency asymptotics of the TM (TE) reflection coefficient ρτl, i.e. the coefficient
cτl, is independent of µ(0) (ε(0)). Hence, when considering the high-contrast limit
of the low-frequency asymptotics (4.14) in the TM (TE) case, the limit ε(0) →
∞ (µ(0) → ∞) may be carried out using ε(0) = µ(0) → ∞. In this limit, the
circuit elements with impedances Sµ(0) and 1/Sε(0) behave as open and short
circuits, respectively. Further, the low-frequency asymptotics of (4.11) is Γ (κn) ∼
(−1)τ+l as κ → 0. Hence, the high-contrast limit of the low-frequency asymptotics
in (4.14) may be obtained equivalently by using the exterior circuit with open or
short termination as depicted in Figure 10. This means that the low-frequency
asymptotics of ρ1,τ l according to the conjecture (2.17) and (2.18) is identical to
(4.14) with −iκ = s a

c0
, and hence

− log
{

(−1)τ+lρ1,τ l

}
∼ 2

a

c0

s+ 2(−1)l(
a

c0

)2l+1cτls
2l+1 (4.15)
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where

cτl =
22l(l + 1)!(l − 1)!

(2l + 1)!(2l)!
(4.16)

is the high-contrast limit of (3.11) when ντ (0)→∞. Note that the exterior circuit
has a transmission zero of order l+1 at S = 0 and the term 2κ2l+1cτl of the reflection
coefficient ρ1,τ l is therefore invariant to whether the circuit is terminated with a short,
open or match, cf. (2.15). Note also the interesting distinguishing feature that the
integral identity (2.14) contains no causality term t0 as in (2.7), instead this term

t0 = 2a/c0 appears in the low-frequency asymptotics of − log {ρ1,τ l} as A
(0)
1 in (2.17)

and (4.15).
In conclusion, the optimal Fano matching problem for the exterior circuit as

described in Section 2.3 is equivalent to the problem of determining the optimal
limitations for scattering of spherical waves in the high-contrast limit as described
in Section 3.3. An exact expression for the low-frequency asymptotics of − log {ρ1,τ l}
is given by (4.15) and (4.16). The exact expression agree perfectly with the numerical
results given in [30].

5 Relaxation of the Fano equations

As a numerical example, a relaxation of the narrowband Fano equations (3.13) is
considered below. To solve (3.13) for l > 2, one has to resort to global optimization
and computationally expensive numerical experiments. Hence, a straightforward
relaxation yielding an upper bound on the objective function f may be useful.

In order to relax the constraints in (3.13), consider the minimization of the ex-

pression − 1
2l+1

∑
n Im

{
(αn − iβn)2l+1

}
= 1

2l+1

∑
n β

2l+1
n

sin(θn(2l+1))

sin2l+1 θn
when βn is fixed.

This implies the stationarity condition ∂
∂αn

Im
{

(αn − iβn)2l+1
}

= 0 yielding the

solutions, (rn, θn) =
(

βn
sin(m π

2l
)
,m π

2l

)
where m = 1, . . . , 2l − 1. Hence, by choosing

−dl = min
16m62l−1

1

2l + 1

sin(m π
2l

(2l + 1))

sin2l+1(m π
2l

)
(5.1)
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Figure 11: Upper Fano limit f as a function of k0a for l = 1, 2, . . . , 5. Graphs a
and b show log f for ντ (0) = 1 and ντ (0) = 100, respectively. The dashed lines show
the asymptotic upper bounds (dl + cτl)(k0a)2l+1 in the narrowband approximation
where Gl = B.

where dl > 0, and by employing
(∑N

n=1 βn

)2l+1

>
∑N

n=1 β
2l+1
n , a relaxation of (3.13)

valid for all N is given by
max f
β + f 6 k0a
−dl′β2l′+1 + f 6 0, l′ = 1, . . . , l − 1
−dlβ2l+1 + f 6 cτl(k0a)2l+1

f > 0, β > 0

(5.2)

where there are two variables (f, β). The solution to (5.2) yields an upper bound
for the corresponding Fano limit in the variable f . Hence, |ρ0| > ρFano > e−πf/B.
When l = 1, the relaxation becomes tight and the solution to (5.2) is identical to
the Fano limit (l = 1 ⇒ θn = π/2). Furthermore, for l = 1 there is a transition
point where the second constraint becomes inactive and hence f = k0a for k0a >√

1/cτ1. To solve (5.2) for l > 2, it is noted that the first (linear) constraint is
always active. Since the polynomial constraints are monotonic in β for β > 0,
the optimum solution is found as the minimum of f over the l constraint subsets
corresponding to a 2 × 2 non-linear system of equations containing the first linear
constraint β+ f = k0a. Note that each such constraint subset has a unique solution
for β > 0. The asymptotic solution to (5.2) when k0a→ 0 is given by

f = (dl + cτl)(k0a)2l+1 +O
(
(k0a)2l+3

)
. (5.3)

For l > 2, the asymptotic solution to (5.2) when k0a→∞ is governed by the lowest
index l′ = 1 and is hence given by the solution to the first two constraints, i.e. the
real-valued root of f = (k0a− f)3/3. In Figure 11 is shown the upper Fano limit f
as a function of k0a for l = 1, 2, . . . , 5 and ντ (0) = 1, 100, respectively.
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6 Summary

Optimal limitations for the scattering of vector spherical waves are considered where
the geometry of the object is known but the temporal dispersion is unknown. Using
integral relations similar to the derivation of Fano’s broadband matching bounds,
the optimal scattering limitations are determined by the static response as well as
the high-frequency asymptotics of the reflection coefficient. Using an exact circuit
analogy for the scattering of spherical waves, it is shown how the problem of deter-
mining the optimal scattering bounds for a homogeneous sphere in its high-contrast
limit becomes identical to the closely related, and yet very different problem of
finding the broadband tuning limits of the spherical waves. Furthermore, the scat-
tering view of the matching problem yields explicitly the necessary low frequency
asymptotics of the reflection coefficient that is used with Fano’s broadband match-
ing bounds for spherical waves, something that appears to be non-trivial to derive
from the classical network point of view.

As with the Fano approach, the integral relations yield a non-convex global
optimization problem which in general is quite difficult to handle. As a numerical
example, a relaxation of the Fano equations is considered which is easily solved and
which is especially useful in the regime of Rayleigh scattering.
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Appendix A High-frequency asymptotics of

scattering coefficients

To find the dominant behavior of the reflection coefficients ρτl in (3.9) for high
frequencies, the asymptotic behavior of the spherical Bessel and Hankel functions
are needed. For large arguments the spherical Hankel functions behave as [1]

h
(1)
l (z) = (−i)l+1 eiz

z

(
1 + i

al
z
− bl
z2

+O(z−3)

)
h

(2)
l (z) = il+1 e−iz

z

(
1− i

al
z
− bl
z2

+O(z−3)

)
(
zh

(1)
l (z)

)′
= (−i)l+1eiz

(
i− al

z
− i

al + bl
z2

+O(z−3)

)
(
zh

(2)
l (z)

)′
= il+1e−iz

(
−i− al

z
+ i

al + bl
z2

+O(z−3)

)
(A.1)

as z →∞, where z is complex, al = (l+ 1)l/2 and bl = (l+ 2)(l+ 1)l(l− 1)/8, and
the big-O notation O is defined as in [22]. Moreover, as z →∞ the spherical Bessel
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functions behave as [1]
jl(z) =

1

z

{(
1− bl

z2
+O(z−4)

)
sin

(
z − lπ

2

)
+
(al
z

+O(z−3)
)

cos

(
z − lπ

2

)}
(zjl(z))′ =

(
1− al + bl

z2
+O(z−4)

)
cos

(
z − lπ

2

)
−
(al
z

+O(z−3)
)

sin

(
z − lπ

2

)
.

(A.2)
To find the high-frequency behavior of (3.9), special care must be taken to sep-

arate the exponential behavior of ka and the algebraic behavior of ka. To this end,
expand the material parameters as a power series at infinity, i.e. ντ = α0 +

iα1

κ
+
α2

κ2
+O

(
κ−3
)

κn = κ
(
β0 + iβ1

κ
+ β2

κ2
+ iβ3

κ3
+O (κ−4)

)
= β0κ+ iβ1 + β2

κ
+ iβ3

κ2
+O (κ−3)

(A.3)
where κ = ka, κ → ∞, and where α0, α1, α2 ∈ R and β0, β1, β2, β3 ∈ R. The
last power series includes the Debye and the Lorentz dispersion models [19]. In
particular, the Debye dispersion model (with real and positive parameters ε∞, εs
and τ) is given by

ε(κ) = ε∞ +
εs − ε∞
1− iκτ

= ε∞ + i
εs − ε∞
κτ

+
εs − ε∞
κ2τ 2

+O(κ−3) (A.4)

and the Lorentz dispersion model (with real and positive parameters ε∞, κp, κ0 and
ς)

ε(κ) = ε∞ −
κ2

p

κ2 − κ2
0 + iκς

= ε∞ −
κ2

p

κ2
+ i

κ2
pς

κ3
+O(κ−4) (A.5)

as κ→∞, which also motivates the assumption of real coefficients in the expansion.
If α1 or β1 is non-zero, then ντ corresponds effectively to a Debye model or a con-
ductivity model. If both are zero, the model is of Lorentz’ type. These expansions
imply

sin

(
κn− lπ

2

)
= sin

(
β0κ− lπ

2
+ iβ1 + β2

κ
+ iβ3

κ2
+O(κ−3)

)
= A sin

(
β0κ− lπ

2
+ iβ1

)
+B cos

(
β0κ− lπ

2
+ iβ1

)
cos

(
κn− lπ

2

)
= cos

(
β0κ− lπ

2
+ iβ1 + β2

κ
+ iβ3

κ2
+O(κ−3)

)
= A cos

(
β0κ− lπ

2
+ iβ1

)
−B sin

(
β0κ− lπ

2
+ iβ1

)
(A.6)

where {
A = cos

(
β2
κ

+ iβ3
κ2

+O(κ−3)
)

= 1− β2
2

2κ2
+O(κ−3)

B = sin
(
β2
κ

+ iβ3
κ2

+O(κ−3)
)

= β2
κ

+ iβ3
κ2

+O(κ−3).
(A.7)

The quantities ρτl are now studied. Introduce the appropriate numerator Nl and
denominator Dl such that

ρτl = −e−2iκ(−1)l+1ρc
τl = e−2i(κ−lπ/2)ρc

τl = e−2i(κ−lπ/2)Nl

Dl

(A.8)
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where the numerator Nl is

Nl =

(
1− i

al
κ
− bl
κ2

+O(κ−3)

)
(κnjl(κn))′

− ντκ
(
−i− al

κ
+ i

al + bl
κ2

+O(κ−3)

)
jl(κn) (A.9)

and the denominator is

Dl =

(
1 + i

al
κ
− bl
κ2

+O(κ−3)

)
(κnjl(κn))′

− ντκ
(

i− al
κ
− i

al + bl
κ2

+O(κ−3)

)
jl(κn). (A.10)

Moreover, as ka = κ→∞ the power series expansions defined above yield after
some algebra

Nl =
(

1 + i
α0(al+β0β2)−alβ2

0

β2
0κ

+O(κ−2)
)

cos(β0κ− lπ
2

+ iβ1)

+i
(
α0

β0
− i (α0−1)alβ0+α0β1−β0(α1+β0β2)

β2
0κ

+O(κ−2)
)

sin(β0κ− lπ
2

+ iβ1)

Dl =
(

1− i
α0(al+β0β2)−alβ2

0

β2
0κ

+O(κ−2)
)

cos(β0κ− lπ
2

+ iβ1)

−i
(
α0

β0
+ i (α0−1)alβ0−α0β1+β0(α1−β0β2)

β2
0κ

+O(κ−2)
)

sin(β0κ− lπ
2

+ iβ1).

(A.11)
For simplicity, assume that there is no optical response i.e. α0 = β0 = 1. Then

(A.11) implies as κ→∞

Nl = ei(κ− lπ
2

+iβ1) (1 + iβ2κ
−1 +O(κ−2))

+ ((β1 − α1)κ−1 +O(κ−2)) sin(κ− lπ
2

+ iβ1)

Dl = e−i(κ− lπ
2

+iβ1) (1− iβ2κ
−1 +O(κ−2))

− ((β1 − α1)κ−1 +O(κ−2)) sin(κ− lπ
2

+ iβ1).

(A.12)

Along the real axis all the exponential terms contribute, and the quotient is

ρc
τl = ei2(κ− lπ

2
+iβ1)

(
1 + i2β2κ

−1 + (β1 − α1)κ−1 sin(2κ− lπ + i2β1) +O(κ−2)
)
.

(A.13)
In the upper half-plane as κ→̂∞, the term ei2κ is exponentially small and the

main contribution comes from terms of the form e−i2κ. Therefore, the dominant
contribution is given by

ρc
τl = ei2(κ− lπ

2
+iβ1)

[
1 + i2β2κ

−1 + (β1 − α1)κ−1 sin(2κ− lπ + i2β1)

+O(κ−2) sin(κ− lπ

2
+ iβ1)e−i(κ− lπ

2
+iβ1) +O(κ−2)

]
= i

β1 − α1

2ka
+O((ka)−2) (A.14)

where κ = ka has been inserted.
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Abstract

Various physical limitations in electromagnetic theory and antenna theory
have received considerable attention recently. However, there are no previous
limitations on the scattering of higher order electromagnetic vector spherical
waves, despite the widespread use of spherical wave decompositions. In the
present paper, bandwidth limitations on the scattering matrix are derived
for a wide class of heterogeneous objects, in terms of their electrical size,
shape and static material properties. In particular, it is seen that the order
of the dominating term in the Rayleigh limit increases with the order of the
spherical wave. Furthermore, it is shown how the limitations place bounds on
the antenna scattering matrix, thus introducing a new approach to physical
limitations on antennas. Comparisons to other types of antenna limitations
are given, and numerical simulations for two folded spherical helix antennas
and a directive Yagi-Uda antenna are included to illuminate and validate the
theory. The results in this paper are derived using a general approach to
derive limitations for passive systems: First, the low-frequency asymptotic
expansion of the scattering matrix of a general scatterer is derived. This gives
a set of sum rules, from which the limitations follow.

1 Introduction

Scattering of electromagnetic waves is essential to a wide range of applications, from
classical optics to wireless communication and radar. In many cases it is beneficial
to decompose the fields in electromagnetic vector spherical waves [28] (also referred
to as partial waves, TM- and TE-modes or electric and magnetic multipoles). For
instance, spherical waves are used for analysing scattering by spherical particles (Mie
theory) [6], in Waterman’s T -matrix method [27], in antenna measurements [19], and
recently also for modelling wireless communication channels [12].

In the last few years, there has been an interest in physical limitations for elec-
tromagnetic scattering; several interesting attempts have been made to quantify the
intuitively obvious statement that objects which are small compared to the wave-
length can only provide limited interaction with electromagnetic waves [35]. Specific
issues addressed are e.g. radar absorbers [32], high-impedance surfaces [8, 18] and
metamaterials [13]. Various antenna limitations have received considerable atten-
tion recently (a review can be found in the book by Volakis et al. [39]). Despite the
widespread use of spherical wave decompositions, however, there are no previous
limitations on higher order spherical wave scattering.

The main results of the present paper are improved limitations for scattering
of higher order electromagnetic vector spherical waves (quadrupoles, octopoles and
so forth), originally derived for the dipole case in [3]. The limitations imply that
the diagonal elements of the scattering matrix, which relate the coefficients of the
incoming and outgoing waves, cannot be arbitrarily small over a whole wavelength
interval; the bounds depend on the fractional bandwidth as well as the size, shape
and static material properties of the scatterer.
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The results of this paper pave the way for a new approach to physical limitations
on antennas. In form, the sum rules and limitations derived here are similar to those
from optimal broadband matching of the spherical waves. Matching of ideal dipoles,
the lowest order spherical waves, was considered by Hujanen et al. [21], while higher
order waves were treated by Villalobos et al. [38], Nordebo et al. [29], as well as
Kogan (see [24] and references therein). One advantage that follows from the ap-
proach adopted in the present paper is that the shape and static material properties
of the antenna are highlighted. Many previous publications on antenna limitations
were concerned with the quality factors (Q-factors) of the spherical waves, but it
is in general not straightforward to relate the Q-factor to the operating bandwidth
of the antenna [16, 36]. Recently, a different method, based on sum rules for the
extinction cross section, has been proposed by Gustafsson et al. [14, 15, 34]. Unfor-
tunately, these results cannot handle antennas placed in a dielectric background or
spherical wave decompositions. Spherical waves are a useful tool e.g. for analysing
multiple-input multiple-output (MIMO) antenna systems [12, 17, 26].

The derivations in this paper follow a general approach to achieve sum rules and
physical limitations for passive systems presented in [4], cf. also [3, 29]. It relies on
the well-known connection between passive systems and Herglotz (or positive real)
functions [43, 44] in conjunction with a set of integral identities for that class of
functions. To use the approach, an intermediate result needs to be derived in the
paper: the low-frequency asymptotic expansion of the scattering matrix of a general
scatterer.

The outline of the paper is the following: Section 2 introduces the scattering and
transition matrices as well as the electromagnetic vector spherical waves. Their low-
frequency asymptotic expansions and static counterparts are also covered. The sum
rules and limitations for the scattering matrix are derived in Section 3. Implications
for the antenna scattering matrix are given in Section 4, and the results are compared
to other types of antenna limitations. Simulation results for two folded spherical
helix antennas and a directive Yagi-Uda antenna are also presented. Section 5
concludes the paper.

2 The scattering and transition matrices

This section presents the scattering problem considered in this paper. It is described
in terms of vector spherical waves and the scattering and transition matrices, which
are introduced in Section 2.1. Time-harmonic fields and sources are considered
throughout this paper, and the time convention e−iωt, where i is the imaginary unit
and ω is the angular frequency, is used. The low-frequency and static cases, which
are essential to the further analysis in later sections, are treated in Section 2.2.

2.1 Scattering geometry

Consider an uncharged scatterer in free space. Let the scatterer be contained in a
hypothetical sphere of radius a, centered at the origin, as in Figure 1. The electric
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Figure 1: The scatterer is placed in free space and circumscribed by a hypothetical
sphere of radius a, centered at the origin. The electric and magnetic fields are written
as sums of incoming (u

(2)
ν ) and outgoing (u

(1)
ν ) electromagnetic vector spherical

waves, with index ν, outside the sphere. The scattering matrix S, with elements
Sν,ν′ , relates the coefficients of the incoming and outgoing waves.

and magnetic fields can be written as sums of incoming (u(2)) and outgoing (u(1))
vector spherical waves outside the circumscribing sphere [28]. The scattering matrix
S relates the coefficients of the incoming and outgoing waves, and is thus a measure
on the incoming power that is rejected by the scatterer.

The spherical wave decomposition of the electric and magnetic fields outside the
circumscribing sphere is [28]

E(r, k) = k
√

2η0

∑
ν

b(1)
ν u

(1)
ν (kr) + b(2)

ν u
(2)
ν (kr). (2.1)

Here the free space parameters are wavenumber k = ω/c, speed of light c and
impedance η0. The spatial coordinate is denoted r, with r = |r| and r̂ = r/r.
The vector spherical waves are defined as in [7], see Appendix A. The multi-index
ν = 2(l2 + l − 1 + (−1)sm) + τ is introduced in place of the indices {τ, s,m, l} to
simplify the notation. It is defined so that τ = 1 (odd ν) corresponds to a magnetic
2l-pole (TEl-mode), while τ = 2 (even ν) identifies an electric 2l-pole (TMl-mode).
Hence, l = 1 denotes dipoles, l = 2 quadrupoles, and so on. The corresponding
magnetic field is H(r, k) = 1

ikη0
∇ × E(r, k). With this normalization, the time-

average of the power passing out through a sphere of radius r > a is

〈P (t)〉 =

∫
Ωr̂

r̂ · Re

(
1

2
E(r, k)×H∗(r, k)

)
r2 dΩr̂ =

∑
ν

|b(1)
ν |2 − |b(2)

ν |2, (2.2)

where Ωr̂ = {(θ, φ) : 0 6 θ < π, 0 6 φ < 2π} is the unit sphere and dΩr̂ =
sin θ dθ dφ.

Alternatively, the fields can be decomposed into outgoing and regular waves vν :

E(r, k) = k
√

2η0

∑
ν

d(1)
ν u

(1)
ν (kr) + d(2)

ν vν(kr). (2.3)

An incident field is regular at the origin, and so constitutes the sum over the regular
waves, while the scattered field makes up the sum over the outgoing waves in (2.3).
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The infinite dimensional scattering matrix S relates the coefficients in (2.1):

b
(1)
ν =

∑
ν′ Sν,ν′b

(2)
ν′ . The counterpart for (2.3) is the transition matrix T: d

(1)
ν =∑

ν′ Tν,ν′d
(2)
ν′ . The scattering and transition matrices are related as S = 2T + I,

where I is the infinite dimensional identity matrix. Note that it has now been
implicitly assumed that the constitutive relations of the scatterer are in convolution
form in the time domain [3]. The convolution form assumption is closely related to
the assumptions of linearity and time-translational invariance [44], and is commonly
used.

The main results of this paper are limitations for the diagonal elements Sν,ν
of the scattering matrix. A general approach to derive sum rules and physical
limitations for passive systems presented in [4] is used, cf. also [3, 29]. In order to
use it, expressions for the low-frequency asymptotic expansions of the scattering and
transition matrix elements are required, and this is the topic of Section 2.2.

2.2 Low-frequency asymptotics and statics

The low-frequency and static transition matrices have been considered by a number
of authors. Peterson [31] introduced the transition matrices of the static field prob-
lem, and noted that the problem is the low-frequency limit of the dynamic scattering
problem. Waterman showed how the electric and magnetic components decouple
in the static limit [42], and Olsson treated the elastodynamic case similarly [30].
Recently, Waterman has derived expressions for the low-frequency electromagnetic
transition matrix in two dimensions [40] and the acoustic counterpart in three di-
mensions [41]. A review of results on low-frequency approximations until 2006 can
be found in the book by Martin [25]. However, none of these previous publications
provides the necessary expressions for the scattering problem considered here.

To be able to derive the required low-frequency asymptotic expansions of the
scattering and transition matrix elements, consider a static electric field E. The
electric field is given by the electrostatic potential, E = −∇φ, and the potential can
be expanded in scalar spherical harmonics Ysml (defined in (A.3)) [28, 42]:

φ(r) =
∞∑
l=0

l∑
m=0

2∑
s=1

f
(1)
smlr

−l−1Ysml(r̂)− f (2)
smlr

lYsml(r̂). (2.4)

In this case, the electrostatic transition matrix T[2] relates the coefficients: f
(1)
sml =∑

s′m′l′ T
[2]
sml,s′m′l′f

(2)
s′m′l′ , cf. [31, 42]. The magnetostatic transition matrix T[1] is de-

fined analogously; since ∇×H = 0 outside the circumscribing sphere, a magneto-
static scalar potential φMS can be defined there such that H = −∇φMS. Note that
an applied external potential is regular at the origin and constitutes the sum over
the terms f

(2)
smlr

lYsml(r̂), while the scattered potential decays at infinity and thus is

given by the terms f
(1)
smlr

−l−1Ysml(r̂).
To obtain expressions for the low-frequency expansions of the electrodynamic

transition matrix, consider the asymptotic expansions of the spherical waves (which
follow from the asymptotic expansions for the spherical Bessel and Hankel functions
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[2] appearing in their definitions, and some algebra, see Appendix A.1):

v2sml =
2l(l + 1)!

(2l + 1)!

∇(rlYsml(r̂))√
l(l + 1)

kl−1 +O(kl+1)

u
(1)
2sml =

i(2l)!

2l(l − 1)!

∇(r−l−1Ysml(r̂))√
l(l + 1)

k−l−2 +O(k−l),

(2.5)

while v1sml = O(kl) and u
(1)
1sml = O(k−l−1), as k → 0. For the electric case (τ = 2),

combining (2.5) with (2.3) and (2.4) readily yields

Tν,ν′=
i2l+l

′
(l − 1)!(l′ + 1)!

√
l(l + 1)

(2l)!(2l′ + 1)!
√
l′(l′ + 1)

δτ,τ ′T
[τ ]
sml,s′m′l′k

l+l′+1 +O(kl+l
′+3) as k → 0.

(2.6)
Here δτ,τ ′ is the Kronecker delta. The same equation holds also for the magnetic
case (τ = 1), which is seen by also making use of H = 1

ikη0
∇×E and (A.1). Recall

that the multi-index ν represents the indices {τ, s,m, l}.
Equation (2.6), which is needed in the following section in order to derive the lim-

itations for the scattering matrix, cannot be found in any previous publication. The
equation explicitly shows how the electrostatic and magnetostatic transition matri-
ces are the low-frequency limits of the electrodynamic counterpart, cf. [42]. Con-
sequently, the static transition matrices are crucial to the limitations. For dipoles
(l = l′ = 1), the elements of T[2] and T[1] for an uncharged body are (apart from
normalization) equal to the elements of the well-studied static electric and magnetic
polarizability dyadics, defined in [23]. The elements of T[2] and T[1] for higher or-
der spherical waves can be seen as generalizations of the polarizability dyadics in
spherical coordinates, see Appendix B for details.

3 Sum rules and limitations for the scattering

matrix

The limitations on the scattering matrix, which are the main results of the paper,
are derived in this section. First, in Section 3.1, it is shown that the low-frequency
expansion (2.6) implies that a set of sum rules, or integral identities, apply. The
sum rules, in turn, are used to obtain the limitations, or inequalities. Similarly
as in the case of optimal broadband matching [29, 38], the limitations presented
in this paper make up an optimization problem. Its solution is discussed briefly.
After that, physical interpretations are given in Section 3.2. Further discussion on
interpretations for antennas is given later in Section 4.

3.1 Results

As mentioned in the introduction, the derivations in the present paper rely on a
general approach presented in [4] for deriving sum rules and limitations on passive
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systems. The approach relies on the connection between passive systems and Her-
glotz (or positive real) functions [43, 44], and it can be used here since ei2kaSν,ν′(k)
is a passive reflection coefficient corresponding to a real-valued and causal convolu-
tion kernel, under the assumption that the material of the scatterer is passive [3].
The limitations for scattering of dipoles were derived previously in [3], whereas [29]
derives matching limitations by relating the matching problem to scattering of spher-
ical waves by a high-contrast sphere (with infinite static relative permeability and
permittivity). Both these references contain more mathematical background, and
the interested reader is referred there.

The following low-frequency expansion of the diagonal elements of the scattering
matrix is required:

−i log(ei2kaSν,ν) = 2ka+ 2k2l+1clT
[τ ]
sml,sml +O(k2l+3), as k → 0, (3.1)

where cl = [22l(l + 1)!(l − 1)!]/[(2l + 1)!(2l)!] is a constant. The equation (3.1) is a
straightforward consequence of the low-frequency expansion (2.6) for the transition
matrix T, the relation S = 2T + I and the asymptotic expansion log(1 + z) =
z + O(z2) as z → 0. The off-diagonal elements of S tend to zero as k → 0, and
so the logarithms of them are not well-behaved in the low-frequency limit. For this
reason, only the diagonal elements are considered from now on.

Following (3.1), l + 1 sum rules can be derived [3]:
1
π

∫∞
0

1
k2

ln 1
|Sν,ν(k)| dk = a− βν,ν

2
+
∑

n Im 1
kn

1
π

∫∞
0

1
k2p

ln 1
|Sν,ν(k)| dk = 1

2p−1

∑
n Im 1

k2p−1
n

, for p = 2, 3, . . . , l
1
π

∫∞
0

1
k2l+2 ln 1

|Sν,ν(k)| dk = clT
[τ ]
sml,sml + 1

2l+1

∑
n Im 1

k2l+1
n

,

(3.2)

where kn are the zeros of Sν,ν(k) in the open upper half of the complex plane (Im k >
0). The parameter βν,ν > 0 is expected to be zero if the circumscribing sphere
is chosen as small as possible [29]. Note the close likeness to Fano’s matching
equations [11]. In [3], the asymptotic expansion (3.1) was only derived to order k3,
and hence only 2 sum rules were available in (3.2). Ref. [29] used the expansion
(3.1) to order k2l+1, but only for the simple case of an isotropic sphere.

To derive limitations, consider a finite wavenumber interval [k0(1−B/2), k0(1 +
B/2)], where k0 is the center wavenumber and B the relative bandwidth. Denote
S0,ν = max[k0(1−B/2),k0(1+B/2)] |Sν,ν(k)|. The sum rules then give l + 1 limitations:

G1(B) lnS−1
0,ν

π
6 k0a+

∑
n Im k0

kn
Gp(B) lnS−1

0,ν

π
6 1

2p−1

∑
n Im

(
k0
kn

)2p−1

, for p = 2, 3, . . . , l

Gl+1(B) lnS−1
0,ν

π
6 k2l+1

0 clT
[τ ]
sml,sml + 1

2l+1

∑
n Im

(
k0
kn

)2l+1

,

(3.3)

where the bandwidth factor Gp(B) for p = 1, 2, . . . is defined by

Gp(B) =

∫ 1+B/2

1−B/2

1

x2p
dx =

1

2p− 1

(1 +B/2)2p−1 − (1−B/2)2p−1

(1−B2/4)2p−1
.



3 Sum rules and limitations for the scattering matrix 153

Note thatGp(B) ≈ B in the narrowband approximation whereB � 1. Furthermore,
seeing that B 6 Gp(B) for all 0 6 B 6 2, the inequalities in (3.3) are valid with
Gp(B) replaced by B.

Although they place bounds on the scattering matrix rather than the mismatch,
the limitations (3.3) are in form similar to the limitations on optimal wideband
matching presented in [29, 38]. Note, however, that the last right-hand side differs:

It includes an element of a static transition matrix T
[τ ]
sml,sml, which describes the

shape and static material properties of the scatterer. The limitations (3.3) coincide
with the corresponding limitations in [29, 38] in the simple case when the scatterer

is a high-contrast sphere, since then T
[τ ]
sml,sml = a2l+1 [37]. This fact was also noted

in [29].
The system of inequalities suffer from a drawback: they incorporate the unknown

zeros kn of Sν,ν(k). However, limitations not containing the zeros can be derived by
solving the constrained optimization problem given by (3.3), so that

B lnS−1
0,ν

π
6 fν(T

[τ ]
sml,sml; k0a), (3.4)

where fν(T
[τ ]
sml,sml; k0a) is the solution to (3.3). For the dipole case (l = 1), it is suf-

ficient to consider a single complex zero kn, which gives the closed form solution [3]:

fν(T
[τ ]
sm1,sm1; k0a) =

k0a− 3
√
ι+ ξ + 3

√
ι− ξ for k0a 6

√
a3

c1T
[τ ]
sm1,sm1

k0a otherwise,

where ξ = 3(k0a − k3
0c1T

[τ ]
sm1,sm1)/2 and ι =

√
1 + ξ2. For higher order waves, it

has been conjectured that l complex zeros are sufficient to obtain an optimal solu-
tion [38]. The computationally expensive numerical problem is solved by Villalobos
et al. in [38]. Alternatively, Kogan has shown that the solution can be found by
solving a polynomial equation of order 2l + 1, see [24]. However, upper bounds on

fν(T
[τ ]
sml,sml; k0a) can be derived by considering a single complex zero also for higher

order waves, which gives a problem that is straightforward to solve numerically [29].
For this reason, this procedure is chosen in this paper, and the results can be found
in Figure 2. The dominating term for small k0a (Rayleigh scattering) is [29]:

fν(T
[τ ]
sml,sml; k0a) =

(
gl +

clT
[τ ]
sml,sml

a2l+1

)
k2l+1

0 a2l+1 +O(k2l+3
0 a2l+3), (3.5)

as k0a→ 0, where the term gl > 0 is given by

gl = − min
16m62l−1

1

2l + 1

sin
(
mπ 2l+1

2l

)
sin2l+1

(
mπ 1

2l

) .
Equation (3.5) shows that the order of the dominating term in the Rayleigh regime
increases with the order of the spherical wave, something that is also evident from
the tangentials of the curves in Figure 2.
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(a) (b)

Figure 2: Upper bounds, B lnS−1
0,ν/π 6 fν(T

[τ ]
sml,sml; k0a), for l = 1 . . . 5. The bounds

are for (a): T
[τ ]
sml,sml = a2l+1 (high-contrast sphere) and (b): T

[τ ]
sml,sml = 0.

Figure 3: Interpretation of the limitations (3.4). Bounds for a given wave index
ν and center wavenumber k0 are shown for three different values of S0,ν (and thus
three different values of B). The limitations state that |Sν,ν(k)| have to intersect
the boxes. The figure also shows one attainable and one unattainable element Sν,ν .

3.2 Physical interpretations

The limitations (3.4) imply that the moduli of the scattering matrix elements Sν,ν
cannot be arbitrarily small over a whole wavelength interval, see Figure 3. How small
they can be is determined by the relative bandwidth B, as well as the electrical size
of the scatterer (center wavenumber k0 times radius a of the circumscribing sphere)
and its shape and static material properties (described by the static transition matrix
elements T [τ ]). Alternatively, any chosen value of S0,ν ∈ [0, 1] determines how large
the fractional bandwidth B may be.

The absorption efficiency

ην(k) = 1−
∑
ν′

|Sν′,ν(k)|2 6 1− |Sν,ν(k)|2 (3.6)

is the relative power of the incoming spherical wave with index ν that is absorbed
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by the scatterer [3]. Recall that the off-diagonal terms Sν′,ν(k) tend to zero as
k → 0. The limitations (3.3) imply that ην(k) cannot be arbitrarily high over a
whole wavelength interval:

min
[k0(1−B/2),k0(1+B/2)]

ην(k) 6 1− e−2πfν(T
[τ ]
sml,sml;k0a)/B. (3.7)

Many applications concerned with electromagnetic scattering can make use of the
limitations (3.4) and (3.7). An example of the limitations (3.7) for the dipole case
applied to nanoshells can be found in Section 5.1 in [3].

The static transition matrix elements T
[τ ]
sml,sml are well understood for dipoles

(l = 1), see [3] and references therein. The higher order static transition matrix
elements are not as well-studied; there are, however, a few previous publications,
see [25, 31, 40, 42]. A couple of general remarks can also be made: Firstly, note
that the magnetostatic transition matrix T[1] vanishes when the scatterer is non-
magnetic. This gives the upper bounds fν(0; k0a) in Figure 2b. Secondly, variational

principles put forth by Sjöberg in [33] show that T
[τ ]
sm1,sm1 (l = 1) is bounded from

above by its value for the high-contrast sphere, i.e. T
[τ ]
sm1,sm1 6 a3. If the same holds

also for higher order modes, namely that T
[τ ]
sml,sml 6 a2l+1, it means that the upper

bounds fν(a
2l+1; k0a) in Figure 2a are absolute upper bounds. Also recall that for

a high contrast sphere, the scattering matrix limitations (3.3) are identical to the
broadband matching limitations in [29, 38].

4 Interpretations for antennas

Since the limitations (3.4) can be interpreted as bounds on the absorption of power
from each spherical wave, they are well suited to study antennas. More precisely,
the limitations have implications for the antenna scattering matrix, defined in [19].
This is explained in Section 4.1. Furthermore, it was also mentioned above that
the limitations are similar in form to the broadband matching limitations presented
in [29, 38]. The interpretations, however, are different, as discussed in Section 4.2.
Comparisons to Q-factor and gain-bandwidth limitations are given in Section 4.3.
Finally, simulation results for two folded spherical helix antennas (one linearly po-
larized and the other elliptically polarized) and a directive Yagi-Uda antenna are
presented in Section 4.4.

4.1 Limitations on the antenna scattering matrix

Consider an antenna as in Figure 4, connected to a local port through a match-
ing network. The antenna scattering matrix SA completely describes the antenna
properties: (

Γ RA

TA S

)
︸ ︷︷ ︸

SA

(
w(2)

b(2)

)
=

(
w(1)

b(1)

)
, (4.1)
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Figure 4: The antenna scattering matrix SA in (4.1) completely describes the
antenna properties.

Here b(1) = (b
(1)
1 b

(1)
2 . . .)T and w(1) are the coefficients of the outgoing waves and

received signal, respectively, whereas b(2) = (b
(2)
1 b

(2)
2 . . .)T and w(2) are the coeffi-

cients of the incoming waves and transmitted signal. The signals are normalized so
that their power content is |w(2)|2 and |w(1)|2, respectively. Recall that the spherical
waves are normalized similarly, see (2.2). Apart from the scattering matrix S, which
describes the scattering properties of the antenna, the antenna scattering matrix SA

also incorporates the antenna reflection coefficient Γ as well as the transmitting
coefficients TA

ν in TA and the receiving coefficients RA
ν in RA [19]. If the alternative

decomposition in (2.3) is used instead of (2.1), equation (4.1) becomes [19]:(
Γ 1

2
RA

TA 1
2
(S− I)

)(
w(2)

d(2)

)
=

(
w(1)

d(1)

)
. (4.2)

This is beneficial for use in numerical simulations, see Section 4.4. The antenna
scattering matrix can also be generalized for multi-port antennas [17].

The limitations (3.4) place bounds on the antenna scattering matrix. The receiv-
ing coefficients RA

ν are evidently bounded by the absorption efficiency ην , defined in
(3.6):

|RA
ν | 6 ην 6 1− |Sν,ν |2. (4.3)

The first inequality is an equality for lossless antennas. Consequently, from (3.7) it
follows that

min
[k0(1−B/2),k0(1+B/2)]

|RA
ν (k)| 6 1− e−2πfν(T

[τ ]
sml,sml;k0a)/B. (4.4)

For reciprocal antennas, the transmitting and receiving coefficients are related as
RA
ν = (−1)sTA

ν [17] (recall the indices {τ, s,m, l}, see Appendix A), and therefore
(4.4) applies also with RA

ν replaced by TA
ν in this case.

Consequently, there is an upper bound on the maximum achievable bandwidth
of an antenna when it is receiving (or transmitting) a certain spherical wave. As
discussed in Section 3.2, the bound depends on the electrical size of the antenna
as well as its shape and static material properties. Furthermore, due to (3.5) it is
clear that it is increasingly harder to take advantage of the higher order spherical
waves for an electrically small antenna. This is also known previously due to the
high reactive energies associated with higher order spherical waves [10].
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(a) (b)

Figure 5: Comparison of the broadband matching limitations presented in [29, 38]
and the scattering limitations presented in this paper. (a): The matching limitations
place a lower bound on the antenna reflection coefficient Γν when the antenna is
transmitting a certain spherical wave with index ν. (b): The scattering limitations
place lower bounds on the scattering coefficients Sν,ν and upper bounds on the
antenna receiving and transmitting coefficients RA

ν and TA
ν due to (4.3).

4.2 Comparison to broadband matching limitations

The matching limitations in [29, 38] also place upper bounds on the maximum
achievable bandwidth of an antenna receiving or transmitting a certain spherical
wave. However, they are not directly comparable to the limitations presented in
this paper: The matching limitations place a lower bound on the antenna reflection
coefficient Γν when the antenna is transmitting a certain spherical wave with index
ν, see Figure 5a. Recall that the limitations (3.4) in this paper instead place lower
bounds on the scattering coefficients Sν,ν and upper bounds on the antenna receiving
and transmitting coefficients RA

ν and TA
ν due to (4.3), see Figure 5b.

One advantage thanks to the approach chosen in the present paper is that the de-
rived limitations highlight the shape and static material properties of the antenna,
and not just its electrical size as in [29, 38]. This can lead to sharper bounds in
some cases. If, for instance, the antenna is non-magnetic, the bounds for the mag-
netic spherical waves (TE-modes) are sharpened since the magnetostatic transition
matrix T[1] vanishes. Recall, though, that the limitations (3.4) coincide with the
corresponding limitations in [29, 38] for the simple case of a high contrast sphere.
Another advantage of the scattering approach to antenna limitations is that it is
directly applicable to other areas concerned with electromagnetic scattering, as dis-
cussed in Section 3.2 and [3].

4.3 Comparisons to Q-factor and gain-bandwidth
limitations

It is hard to make a direct comparison between the scattering (or matching) limita-
tions for spherical waves with other bounds on antennas, but it is still worthwhile to
make a consistency check. The various approaches reach different conclusions, and
should therefore be considered as complementary rather than in competition; there
is not one approach that reaches the best result for every case.
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Lower bounds on the Q-factor were first presented by Chu in [9], and closed
form expressions for higher order waves were derived by Collin and Rothschild, see
equation (10) in [10]. Even though there is no general relationship between Q-factor
and bandwidth, for many antennas it can be argued that B lnΓ−1

0 /π 6 1/Q, where
Γ0 = max[k0(1−B/2),k0(1+B/2)] |Γ (k)| [16]. Hence the upper bounds on 1/Q in [10]
are on equal footing to the upper bounds on fν in (3.4) and Figure 2. A closer
comparison reveals that the numerical values are comparable for a high-contrast
sphere, and the Q-bounds also show the same asymptotic behaviour for small k0a.
For l = 1, the results are almost identical, whereas the Q-bounds are better for
l > 1; this is probably due to the simplified optimization procedure adopted in this
paper, see Section 3.1. However, the results in [10] do not take shape and material
properties into account, as do (3.4).

Bounds on gain and bandwidth were derived by Gustafsson et al. using sum rules
for the extinction cross section, see equation (3.4) in [14]. Inserting the directivity
of a spherical wave (D = 1.5 for l = 1, D = 2.5 for l = 2, and so fort) yields an
upper bound on B(1− Γ 2

0 ), which can be compared to (3.4). The numerical values
are comparable for electric dipoles (τ = 2, l = 1) and non-magnetic materials; the
bounds in (3.4) are slightly sharper for narrow bandwidths, and the other way around
for wider bandwidths. The results in [14] do take shape and material properties
into account (in terms of the static polarizability dyadics), and provide sharper
bounds for non-spherical circumscribing geometries. However, the results presented
in this paper provide sharper bounds for the case of electric dipoles with magnetic
materials, magnetic dipoles without magnetic materials, as well as for higher order
waves (l > 1).

4.4 Numerical examples

To illustrate the limitations (3.4) and (4.4), two folded spherical helix antenna de-
signs proposed by Best [5] have been considered. These designs were chosen since
their quality factors are close to the Chu-bound [5]. Both antennas fit into a sphere
of radius a = 4.18 cm. The first design is linearly polarized, and it turns out that the
spherical wave with multi-index ν = 4 (i.e. {τ, s,m, l} = {2, 2, 0, 1}) is dominant.
This corresponds to an electric dipole (TM1-mode) in the z−direction. The antenna
geometry, scattering matrix element S4,4, reflection coefficient Γ , and transmitting
and receiving coefficients TA

4 and RA
4 are depicted in Figure 6 along with the limita-

tions. The second design is elliptically polarized, and it radiates two spherical waves:
the electric dipole with multi-index ν = 4, and the magnetic dipole (TE1-mode) in
the z−direction with multi-index ν = 3 (i.e. {τ, s,m, l} = {1, 2, 0, 1}). The results
can be found in Figure 7. Note that the limitations are sharper for the magnetic
dipole, since the magnetostatic transition matrix T [1] vanishes for a non-magnetic
antenna. It can be seen that both spherical helices approach the limitations (3.4)
and (4.4).

An antenna with directivity greater than 3 must have a radiation pattern that
includes spherical waves of orders higher than dipoles, since an antenna radiating
only dipole modes must have directivity D 6 3 [20]. As a consequence of the
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Figure 6: Upper left: The geometry of the linearly polarized folded spherical helix
(the red circle marks the location of the feed). Upper right: The moduli of the
transmitting and receiving coefficients, |TA

ν | = |RA
ν |, at the resonance frequency

f = 299 MHz. Lower left: Reflection coefficient Γ and scattering matrix element
S4,4 with the bound (3.4) for three different values of S0,ν . Lower right: Square root
of the mismatch (1− |Γ |2), and receiving coefficient RA

4 with the bound (4.4).

limitations (3.4), such an antenna must be narrowband and/or electrically large.
A design of a directive Yagi-Uda antenna recently proposed by Arceo and Balanis
in [1] has been simulated here (the specific dimensions labelled “C” in Table I in [1]
was used). It has a maximum directivity of D = 5.7, and the results for the antenna
scattering matrix can be found in Figure 8. It is seen that there are three dominating
modes: ν = 1 (magnetic dipole), ν = 4 (electric dipole), and ν = 14 (electric
quadrupole). This antenna is electrically large, (it has k0a = 1.42), and therefore
the numerical values of the limitations (3.4) do not give much useful information
and are not included in the figure. The design of an electrically small antenna that
approaches the limitations (3.4) for higher order waves is an open problem.

It should be noted that the simulation results in this paper do not perfectly
match those from the references [5] and [1]. One reason is that the exact dimensions
of the antennas were not clear. Another is that the wires were modelled as per-
fectly conducting in this paper (the wire diameter is 2.6 mm for the spherical helices
and 3.0 mm for the Yagi-Uda), whereas the simulations and measurements in the
references are for realistic material parameters. Lastly, the Yagi-Uda antenna was
modelled as a dipole in this paper, rather than as a monopole over a ground plane.
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Figure 7: Upper left: The geometry of the elliptically polarized folded spherical
helix (the red circle marks the location of the feed). Upper right: The moduli of
the transmitting and receiving coefficients, |TA

ν | = |RA
ν |, at the resonance frequency

f = 285 MHz. Lower left: Reflection coefficient Γ and scattering matrix elements
S3,3 and S4,4 with the bound (3.4). Note that the bound on S3,3 is tighter since
ν = 3 corresponds to a magnetic spherical wave (TE-mode), and the antenna is
non-magnetic. Lower right: Square root of the mismatch (1 − |Γ |2), and receiving
coefficients RA

3 and RA
4 with the bound (4.4).

However, the task was not to verify the results of the references, but to pick clever
antenna designs to illustrate the theoretical results of this paper.

All simulations have been done in the commercial software Efield (http://www.
efieldsolutions.com). For all antennas, two separate simulations had to be car-
ried out: In the first the antenna is transmitting, excited by a voltage source. This
allows calculations of the antenna reflection coefficient Γ and the far-field F . With
the far-field, the spherical wave coefficients d

(1)
ν of the outgoing waves and the trans-

mitting coefficients TA
ν in (4.2) can be calculated, see Appendix A.2. The integral

in (A.5) is solved numerically in Matlab. In the second simulation, the antenna is
receiving: The voltage source is replaced by a load, and the antenna is excited with
one regular spherical wave vν at the time. The scattered far-field is calculated, and
this in turn allows the coefficients of the outgoing waves d

(1)
ν and hence the scattering

matrix elements Sν,ν′ in (4.2) to be determined. The receiving coefficients RA
ν are

determined by calculating the power in the load. Recall that RA
ν = (−1)sTA

ν holds
for a reciprocal antenna; this is a good error-check. With the procedure described
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Figure 8: Upper left: The geometry of the directive Yagi-Uda antenna (the red cir-
cle marks the location of the feed). Upper right: The moduli of the transmitting and
receiving coefficients, |TA

ν | = |RA
ν |, at the first resonance frequency f = 304 MHz.

Lower left: Reflection coefficient Γ and scattering matrix elements S1,1, S4,4 and
S14,14. Lower right: Square root of the mismatch (1 − |Γ |2), and receiving coeffi-
cients RA

1 , RA
4 and RA

14.

here, the complete antenna scattering matrix SA in (4.1) can be determined.
To see the influence of the complex zeros kn of Sν,ν in the sum rules (3.2),

the integrals in the left-hand sides as well as the static transition matrix elements
appearing in the right-hand sides have also been determined, see Table 1. The
integrals were determined numerically over the finite frequency intervals in Figure 6
and Figure 7, respectively; this gives estimates from below, since all integrands are
positive. The electrostatic transition matrix elements were calculated with an in-
house Method of Moments code. Although only the results for the folded spherical
helix antennas are included here, the static transition matrix elements of other
antennas and higher order spherical waves can be determined in the same way.
Note that the magnetostatic transition matrices vanish since the antennas are non-
magnetic. The difference between the columns in Table 1 are due to the zeros kn.
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LP 1
π

∫∞
0

1
k2

ln 1
|S4,4(k)| dk > 1.58 mm a = 41.8 mm

1
π

∫∞
0

1
k4

ln 1
|S4,4(k)| dk > 40.2 · 103 mm3 c1T

[2]
201,201 = 42.7 · 103 mm3

EP 1
π

∫∞
0

1
k2

ln 1
|S3,3(k)| dk > 0.658 mm a = 41.8 mm

1
π

∫∞
0

1
k4

ln 1
|S3,3(k)| dk > 18.3 · 103 mm3 c1T

[1]
201,201 = 0

1
π

∫∞
0

1
k2

ln 1
|S4,4(k)| dk > 1.37 mm a = 41.8 mm

1
π

∫∞
0

1
k4

ln 1
|S4,4(k)| dk > 38.4 · 103 mm3 c1T

[2]
201,201 = 41.4 · 103 mm3

Table 1: The middle column presents the left-hand sides of the applicable sum rules
in (3.2) for the linearly and elliptically polarized folded spherical helix antennas in
Figure 6 and Figure 7, respectively. The right column presents the respective right-
hand sides without the complex zeros kn. The differences between the columns are
due to the zeros.

5 Conclusions

The limitations (3.4) on the diagonal elements Sν,ν of the scattering matrix, which
relate the coefficients of the incoming and outgoing vector spherical waves, were
derived in this paper. The heterogeneous scatterer was assumed to be passive,
with constitutive relations in convolution form in the time domain. The limitations
state that the scattering matrix elements cannot be arbitrarily small over a whole
wavenumber interval; the bounds depend on the fractional bandwidth B, as well as
the electrical size of the scatterer (wavenumber k times radius a of the circumscribing
sphere) and its shape and static material properties (given by the electrostatic and

magnetostatic transition matrix elements T
[τ ]
sml,sml). Specifically, it was seen that

the order of the dominating term in the bandwidth bounds for electrically small
scatterers (Rayleigh scattering) increases with the order of the spherical wave, due
to (3.5). A physical interpretation of the limitations (3.4) is that the absorption of
power from each spherical wave is limited, as discussed in Section 3.2.

The derivations relied on a general approach for deriving sum rules and physical
limitations for passive systems presented in [4], cf. also [3, 29]. A crucial intermediate
result was the low-frequency asymptotic expansion (3.1) of the scattering matrix
elements, which implied a set of sum rules, given by (3.2), from which the limitations
(3.3) and (3.4) followed.

The limitations place bounds on the antenna scattering matrix SA, given by (4.1).
The limitations derived in the present paper are in form similar to the limitations
on optimal broadband matching derived in [29, 38], although the interpretations are
different, as discussed in Section 4.2. One advantage of the approach presented in
this paper is that the limitations (3.4) incorporate the shape and static material
properties of the antenna, and not just its electrical size as in [29, 38].

Finally, the antenna scattering matrix SA was calculated numerically for two
folded spherical helix antennas and a directive Yagi-Uda antenna in Section 4.4. It
was seen that the folded spherical helix antennas, which radiate dipole-patterns,
performed close to the limitations. The electrically large Yagi-Uda antenna, with
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directivity D = 5.7, had a quadrupole contribution in the far-field. Due to the
limitations, such an antenna must be narrowband and/or electrically large.
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Appendix A Details on vector spherical waves

The definitions of the incoming (j = 2) and outgoing (j = 1) vector spherical
waves are those of Boström et al. [7], which only differs in normalization from those
employed by Morse and Feshbach [28]:

u
(j)
1sml(kr) = h

(j)
l (kr)A1sml(r̂) =

∇× u(j)
2sml(kr)

k

u
(j)
2sml(kr) =

(krh
(j)
l (kr))′

kr
A2sml(r̂) +

√
l(l + 1)

h
(j)
l (kr)

kr
A3sml(r̂)

=
∇× u(j)

1sml(kr)

k
.

(A.1)

The same definitions are also used in [3], where more details can be found. Here

h
(j)
l denotes the spherical Hankel function [2] of the j:th kind and order l, and a

prime denotes differentiation with respect to the argument kr. The regular vector
spherical waves vν contain spherical Bessel functions jl instead. The vector spherical
harmonics Aτsml are defined by

A1sml(r̂) =
1√

l(l + 1)
∇× (rYsml(r̂))

A2sml(r̂) =
1√

l(l + 1)
r∇Ysml(r̂)

A3sml(r̂) = r̂Ysml(r̂).

(A.2)

Here Ysml are the (scalar) spherical harmonics

Ysml(θ, φ) =

√
2− δm0

2π

√
2l + 1

2

(l −m)!

(l +m)!
Pm
l (cos θ)

{
sinmφ
cosmφ

}
, (A.3)

where δmm′ denotes the Kronecker delta and Pm
l are associated Legendre polynomials

[28]. The polar angle is denoted θ while φ is the azimuth angle. The upper (lower)
expression is for s = 1 (s = 2), and the range of the indices are l = 1, 2, . . .,
m = 0, 1, . . . , l, s = 2 when m = 0 and s = 1, 2 otherwise.
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A.1 Low-frequency asymptotic expansion

To derive the low-frequency asymptotic expansion (2.5), consider the following low-
frequency asymptotic expansion of the spherical Bessel and Hankel functions [2]:

jl(z) =
2ll!zl

(2l + 1)!
+O(zl+2)

h
(1)
l (z) = −i

2l!

2ll!zl+1
+O(z−l+1)

as z → 0.

Inserting these into (A.1) gives
v2sml =

2l(l + 1)!

(2l + 1)!
kl−1rl−1

[
A2sml(r̂) +

√
l

l + 1
A3sml(r̂)

]
+O(kl+1)

u
(1)
2sml =

i(2l)!

2l(l − 1)!
k−l−2r−l−2

[
A2sml(r̂)−

√
l + 1

l
A3sml(r̂)

]
+O(k−l),

as k → 0. Due to (A.2), this is equal to (2.5). In the same manner, it is straightfor-

ward to show that v1sml = O(kl) and u
(1)
1sml = O(k−l−1) as k → 0.

A.2 Farfield to spherical wave coefficients

In the numerical simulations, there is a need to extract the coefficients of the out-
going spherical waves from a calculated far-field. The electric field of a transmitting
antenna or the scattered field of a receiving antenna consists of only the outgoing
spherical waves u(1) in (2.3). In the far-field zone, this becomes

E(r) =
eikr

r

(
1 +O((kr)−1)

)√
2η0

∑
ν

i−l−2+τd(1)
ν Aν(r̂)︸ ︷︷ ︸

F (r̂)

as kr →∞, (A.4)

where F is the far-field. Here the following expression was used [2]:

h
(1)
l (z) =

eiz

il+1z

l∑
n=0

(l + n)!

n!(l − n)!
(−2iz)−n.

The coefficients are given by [3]

d(1)
ν =

il+2−τ
√

2η0

∫
Ωr̂

F (r̂) ·Aν(r̂) dΩr̂. (A.5)

Appendix B More details on the static transition

matrices

It was mentioned in Section 2.2 that the electrostatic and magnetostatic transition
matrices for an uncharged scatterer can be seen as generalizations of the electric
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and magnetic polarizability dyadics, defined in [23]. This statement is clarified
here. The electric polarizability dyadic γe relates the induced Cartesian electric
dipole moment p =

∫
rρ(r) dv in the scatterer to the applied electrostatic field

E as p = ε0γe · E, where ε0 denotes the permittivity of free space. Similarly,
the magnetic polarizability dyadic γm gives the induced Cartesian magnetic dipole
moment m = 1

2

∫
r×J(r) dv in the scatterer caused by an applied static magnetic

field H : m = γm ·H . Here the induced charge and current densities in the scatterer
are denoted ρ and J , respectively.

To see in what way the electrostatic transition matrix is a generalization of
the polarizability dyadic, use the static free space Green’s function to describe the
scattered electrostatic potential [22]:

φ(r) =
1

ε0

∫
ρ(r′)

4π|r − r′|
dv′.

The Green’s function can be expanded into a sum of spherical harmonics; outside
the sphere circumscribing the scatterer (where r > r′) it is [28, 31]

1

4π|r − r′|
=
∞∑
l=0

l∑
m=0

2∑
s=1

1

2l + 1
r′lYsml(r̂

′)r−l−1Ysml(r̂).

Multiply φ(r) with Ysml(r̂) and integrate over the unit sphere. This results in the

following expressions for the coefficients f
(1)
sml in (2.4):

f
(1)
sml =

1

ε0

1

(2l + 1)
psml,

where the electric multipole moment is [28]

psml =

∫
rlYsml(r̂)ρ(r) dv.

Consequently, a scatterer subject to the external potential

φ(r) = −rl′Ys′m′l′(r̂)

gets an induced multipole moment given by [28]

psml = ε0(2l + 1)T
[2]
sml,s′m′l′ .

For the dipole case (l = l′ = 1), this reduces to the relation [3]

T
[2]
sm1,s′m′1 =

1

4π
n̂sm · γe · n̂s′m′ .

where

n̂sm =


x̂, for s=2, m=1

ŷ, for s=1, m=1

ẑ, for s=2, m=0
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and x̂, ŷ, ẑ are the Cartesian unit vectors.
Likewise, an applied magnetostatic potential

φMS(r) = −rl′Ys′m′l′(r̂)

induces a magnetic multipole moment

msml = (2l + 1)T
[1]
sml,s′m′l′ ,

where [28]

msml =
1

l + 1

∫
(r × J(r)) · ∇

(
rlYsml(r)

)
dv.

The dipole case is [3]

T
[1]
sm1,s′m′1 =

1

4π
n̂sm · γm · n̂s′m′ .
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Report 75–12, 1975.

[32] K. N. Rozanov. Ultimate thickness to bandwidth ratio of radar absorbers.
IEEE Trans. Antennas Propagat., 48(8), 1230–1234, August 2000.

[33] D. Sjöberg. Variational principles for the static electric and magnetic polar-
izabilities of anisotropic media with perfect electric conductor inclusions. J.
Phys. A: Math. Theor., 42, 335403, 2009.

[34] C. Sohl and M. Gustafsson. A priori estimates on the partial realized gain of
Ultra-Wideband (UWB) antennas. Quart. J. Mech. Appl. Math., 61(3), 415–
430, 2008.

[35] C. Sohl, M. Gustafsson, and G. Kristensson. Physical limitations on broadband
scattering by heterogeneous obstacles. J. Phys. A: Math. Theor., 40, 11165–
11182, 2007.



References 169

[36] J. Sten and A. Hujanen. Notes on the quality factor and bandwidth of radiating
systems. Electrical Engineering (Archiv fur Elektrotechnik), 84(4), 189–195,
2002.

[37] J. A. Stratton. Electromagnetic Theory. McGraw-Hill, New York, 1941.

[38] M. C. Villalobos, H. D. Foltz, and J. S. McLean. Broadband matching lim-
itations for higher order spherical modes. IEEE Trans. Antennas Propagat.,
57(4), 1018–1026, 2009.

[39] J. Volakis, C. C. Chen, and K. Fujimoto. Small Antennas: Miniaturization
Techniques & Applications. McGraw-Hill, New York, 2010.

[40] P. C. Waterman. The T-matrix revisited. J. Opt. Soc. Am. A, 24(8), 2257–
2267, Aug 2007.

[41] P. C. Waterman. T-matrix methods in acoustic scattering. J. Acoust. Soc.
Am., 125(1), 42–51, 2009.

[42] P. C. Waterman. Matrix methods in potential theory and electromagnetic
scattering. J. Appl. Phys., 50(7), 4550–4566, 1979.

[43] M. Wohlers and E. Beltrami. Distribution theory as the basis of generalized
passive-network analysis. IEEE Transactions on Circuit Theory, 12(2), 164–
170, 1965.

[44] A. H. Zemanian. Realizability theory for continuous linear systems. Academic
Press, New York, 1972.





Paper V

Estimation of Spherical
Wave Coefficients from 3D
Positioner Channel
Measurements

Anders Bernland, Mats Gustafsson, Carl Gustafson, and Fredrik
Tufvesson.

Based on: A. Bernland, M. Gustafsson, C. Gustafson, and F. Tufvesson. Estima-
tion of spherical wave coefficients from 3D positioner channel measurements. Tech-
nical Report LUTEDX/TEAT-7215, Lund University, Sweden, pp. 1–11, March
2012. http://www.eit.lth.se. Submitted to IEEE Antennas and Wireless Propaga-
tion Letters.





1 Introduction 173

Abstract

Electromagnetic vector spherical waves have been used recently to model
antenna-channel interaction and the available degrees of freedom in MIMO
systems. However, there are no previous accounts of a method to estimate
spherical wave coefficients from channel measurements. One approach, using
a 3D positioner, is presented in this letter, both in theory and practice. Mea-
surement results are presented and discussed. One conclusion is that using
randomly positioned measurements within a volume is less sensitive to noise
than using only measurements on the surface.

1 Introduction

Real-world measurements and theoretical modelling of antennas and propagation
channels are crucial to wireless communication, and have been the focus of extensive
research for many years [10]. One way to the increase the capacity in wireless systems
is to use multiple-input multiple-output (MIMO) technology. MIMO requires several
degrees of freedom, and the degrees of freedom depend both on the mutual coupling
between antenna elements and the richness of the channel. It is therefore desirable to
separate the antenna and channel influence. One approach to do this is the double-
directional channel model, which describes the channel in terms of plane waves, or
multi-path components [7, 10].

Electromagnetic vector spherical waves provide a compact description of a single-
or multi-port antenna in terms of the antenna scattering matrix, which describes
the antenna receiving, transmitting and scattering properties [4]. One benefit is
that only a few terms are needed for a small antenna. Furthermore, spherical waves
are used within spherical near-field antenna measurements, where they enable the
necessary probe corrections and near-field to far-field transforms [4, 8].

Spherical vector wave approaches to theoretically model antenna-channel inter-
action and the available degrees of freedom have been given in [2, 3, 9], separating
the antenna from the channel in a compact and intuitive way. It is well known
that a small antenna only can excite a limited number of spherical waves [1], which
restricts the available degrees of freedom for a small multi-port antenna. It is not,
however well-known how many degrees of freedom a given propagation channel can
support. Furthermore, to the authors’ best knowledge there are no previous publi-
cations where spherical waves are estimated from channel measurements, although
some preliminary studies have been done [6].

The main objective of this letter is to present a method to estimate spherical
wave coefficients from channel measurements. For this, a 3D positioner is used to
move the receiving antenna to different positions and orientations within a cube, and
probe correction [4] is used to separate the influence of the receiving antenna. The
whole volume of the cube as well as different subsets are used in separate estimations
to determine how the measurements points should be positioned.
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2 Preliminaries

In a source-free region enclosed by spherical surfaces, the electric field can be written
as a sum of regular (v) and outgoing (u(1)) vector spherical waves (time convention
e−iωt):

E(r, k) = k
√
η0

∑
ν

d(1)
ν u

(1)
ν (kr) + d(2)

ν vν(kr). (2.1)

Here the free space parameters are wavenumber k = ω/c, speed of light c and
impedance η0. The spatial coordinate is denoted r, with r = |r| and r̂ = r/r. The
spherical waves are defined as in the book [4] by Hansen, but with slightly different
notation (see Appendix A). The multi-index ν = 2(l2 + l− 1 +m) + τ is introduced
in place of the indices {τ,m, l}, where τ = 1 (odd ν) corresponds to a magnetic
2l-pole (TEl-mode), while τ = 2 (even ν) identifies an electric 2l-pole (TMl-mode).
The basis function in the azimuth angle φ is eimφ.

The antenna source scattering matrix completely describes the antenna proper-
ties: (

Γ R′

T′ S′

)(
w(2)

d(2)

)
=

(
w(1)

d(1)

)
. (2.2)

Here d(2) = (d
(2)
1 d

(2)
2 . . . )T and w(2) are the coefficients of the incident regular waves

and transmitted signal, whereas d(1) and w(1) are the coefficients of the scattered
or transmitted outgoing waves and received signal. The transmitted and received
signals are vectors in the case of a multi-port antenna. The primes are included here
to indicate that the source scattering matrix formulation in (2.163) in [4] is used.
The transmitting coefficients T ′ν and receiving coefficients R′ν are included in T′ and
R′, respectively [4].

The main purpose of this letter is to determine the spherical wave coefficients
d

(2)
ν from channel measurements. More precisely, consider a transmitting antenna in

a propagation channel, as in Figure 1a. Within any sphere containing no scatterers,
only the regular waves contribute to the sum in (2.1). The coefficients d

(2)
ν will be

estimated from measurements with the receiving antenna placed in a number of
different positions and orientations. It is assumed that the scattered field that is in
turn scattered back from nearby objects is negligible.

3 Method and measurement setup

In order to estimate the spherical wave coefficients, the receiving antenna is placed
in a number of different positions and orientations. When the antenna is placed
at the origin in its original orientation, it receives the signal w(1) given by (2.2).
When it is moved and/or rotated, expressions for w(1) are derived by expressing the
spherical waves in the original coordinate system (x, y, z) as sums over the spherical
waves in the translated and rotated coordinate system (xi, yi, zi):

vν(kr) =
∑
νi

Bν,νi(pi, ŷi, ẑi)vνi(kri). (3.1)
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(a) (b)

Figure 1: (a): A receiving antenna is used to estimate the coefficients of the incident
field d(2). It is assumed that the scattered field (d(1)) that is in turn scattered
back from nearby objects is negligible. (b): The receiving antenna is placed at
a number of different positions and orientations, described by the translated and
rotated coordinate systems (xi, yi, zi). The original coordinate system (x, y, z) is
centered in the sampling region.

Here pi is the position of the translated origin, and ŷi and ẑi are the orientations of
the yi- and zi-axes, see Figure 1b. Explicit expressions for Bν,νi can be found in [4].
From (2.2) and (3.1) it follows that the antenna receives the signal

w
(1)
i = R′ BT(pi, ŷi, ẑi) d

(2) (3.2)

when positioned at pi and oriented according to (ŷi, ẑi), where B is the infinite-
dimensional matrix with elements Bν,νi , and T denotes transpose. If the receiving
antenna had been an ideal dipole (i.e. R′ = [0 0 0 1/2 0 0 . . .]), the expression for
the received signal in (3.2) simplifies to [4]

w
(1)
i =

√
3π

2k
√
η0

ẑi ·E(ri),

which is a good error-check for numerical implementations. The expansion in (2.1)
is truncated at ν = N = 2L(L + 2) by choosing a maximum order L = max l [4].
With M measurements, this leads to:

w
(1)
1

w
(1)
2
...

w
(1)
M


︸ ︷︷ ︸

w(1)

=


R′ B(p1, ŷ1, ẑ1)T

R′ B(p2, ŷ2, ẑ2)T

...
R′ B(pM , ŷM , ẑM)T


︸ ︷︷ ︸

G


d

(2)
1

d
(2)
2
...

d
(2)
N


︸ ︷︷ ︸

d(2)

+e, (3.3)

where e is error due to the truncation. In practice, also noise is present in the
measurement.

The measurements were carried out with the 3D positioner in Figure 2a. An
in-house patch antenna, kept at a fixed position, is used as the transmit antenna at
5.15 GHz. A Satimo 5.15 GHz sleeve dipole (SD5150) was chosen as the receiving
antenna; it is placed on the 3D positioner as depicted in Figure 2b–2c and moved
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(a)

(b)

(c)

(d)

Figure 2: (a): The 3D positioner used in the measurements. (b)–(c): The Satimo
5.15 GHz sleeve dipole used as receiving antenna to estimate coefficients, mounted in
(b): z-polarization and (c): x-polarization. The 3D positioner rotates the antenna
in x−polarization 90◦ to measure y−polarization. (d): The Skycross UWB antenna
used for validation.

in a 10× 10× 10 cubical grid with stepsize 15mm (≈ 0.26λ), measuring x, y, and z
polarization at each point for a total of 3000 measurements. Here the coordinates
given to the 3D positioner must first be corrected for the offset in phase center as
the antenna is rotated. The transmitting and receiving antennas are connected to
port 1 and 2 of an Agilent E8361A vector network analyzer, which was calibrated
and used to measure the transfer function S21 = w

(1)
Rx/w

(2)
Tx . An amplifier was used

at the transmitter side. For later use as validation of the estimated coefficients,
the Skycross UWB antenna (SMT-2TO6MB-A) in Figure 2d (frequency range 2.3-
5.9 GHz) is used as the receiving antenna in place of the sleeve dipole in otherwise
identical measurements; it is moved along a subset of the points in the cubical grid
for a total of 90 measurements.

For verification purposes, data has also been simulated: 100 random plane waves
with independent polarization, complex Gaussian amplitude and angles of arrival
uniformly distributed over the sphere, distorted by zero mean white Gaussian noise.
In this case, closed form expressions of the coefficients in d(2) are known [4], which
makes it possible to check the accuracy of the method as a function of SNR.

The matrix G in (3.3) is determined with in-house Matlab-scripts, using the
positions pi and orientations (ŷi, ẑi) from the 3D positioner and the receiving co-
efficients R′ν of the antennas. For this reason, both the sleeve dipole and UWB
antenna have been characterized in a Satimo Stargate-24 chamber where the an-
tenna transmitting coefficients T ′ν are given as output. The receiving coefficients
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R′ν are given by R′{τ,m,l} = (−1)mT ′{τ,−m,l}/2 [4]. The sleeve dipole is very close to
a Hertzian dipole, and the higher orders contribute little to the results of the 3D
positioner measurements. It is observed that the smallest errors are obtained when
the receiving coefficients R′ν are truncated to contain only the dipole term.

An estimate d̄
(2)

of the unknown coefficients in d(2) can be computed from the
system of equations in (3.3). A first approach is the least-squares solution

d̄
(2)
LSQ = arg min

d(2)
||Gd(2) −w(1)||2,

but the singular values of G suggest that this is an ill-posed problem. Furthermore,
when computing least-squares solutions from simulated data, it is seen that large
errors are introduced for the coefficients of high orders l. Therefore, a more elaborate
method should be used. Here, a regularized solution by means of Tikhonov’s method
is chosen [5]:

d̄
(2)

= arg min
d(2)

(
||Gd(2) −w(1)||2 + ||λregd

(2)||2
)
.

The regularization parameter λreg is determined with the L-curve criterion [5]. The
regularization works well when tested on simulated data, and, based on the experi-
ments carried out, the regularization gives plausible results also for measured data.

It is also seen that the estimated coefficients d̄
(2)

are independent of the truncation
order L, as long as it is chosen large enough. A rule of thumb is L > krcirc ≈ 12.6,
where rcirc is the radius of the smallest sphere circumscribing the cube.

The measurement problem considered here shows some similarities with near-
field antenna measurements, see e.g. [4, 8, 11]. However, none of these methods are
directly applicable here.

4 Results and discussion

The measurement scenario is a small room with many scatterers and obstructed-line-
of-sight (OLOS), see Figure 3. It is chosen to get a rich channel, and a challenging
problem to estimate the spherical wave coefficients. Measurements were also carried
out in a large, empty room under line-of-sight conditions, with similar results.

The spherical wave coefficients d
(2)
ν are estimated from the measured data as

described above. For a first validation, 30 randomly chosen measurements out of the
3000 measurements are excluded from the estimation, and the estimated coefficients
d̄

(2)
ν are used to predict those transfer functions S21,i = w

(1)
Rx,i/w

(2)
Tx,i. The results

can be found in Figure 4a. In the second validation, the same estimates d̄
(2)
ν are

used to estimate the transfer function for the UWB antenna, see Figure 4b. The
errors are slightly larger here; at 5.15 GHz the UWB antenna has a complicated
radiation pattern, and small errors in positioning and influence from nearby objects
give large errors for the received signal. The results in Figure 4 give an indication
of the magnitude of the errors in the estimation of the spherical wave coefficients.

To investigate if, and how, the number of measurements can be reduced, the
spherical wave coefficients are estimated using three different subsets of the 3000
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Figure 3: The measurement scenario, a small room with many scatterers and
obstructed-line-of-sight (OLOS). The transmitting patch antenna is mounted on the
stand to the right, and the receiving sleeve dipole is mounted on the 3D positioner
to the left.

(a) (b)

Figure 4: (a): 30 randomly chosen measurements out of the 3000 measurements

are excluded, and the estimated coefficients d̄
(2)
ν are used to predict those transfer

functions S21,i = w
(1)
Rx,i/w

(2)
Tx,i. The circle marks the measured transfer function, and a

line is drawn to the estimated value. (b): Same as (a), but the estimated coefficients

d̄
(2)
ν are used to estimate the transfer function when the UWB antenna is receiving.

measurements: I) 1464 measurements on the surface of the cube, II) 1536 measure-
ments in the 8 × 8 × 8 inner cube, and III) 1500 measurements chosen at random.

The estimated coefficients d̄
(2)
ν,sub for all three cases are compared to the estimated

coefficients d̄
(2)
ν,cube when all the measurements are used, see Figure 5. It is seen

that I) introduces errors for all the coefficients, II) introduces errors for high order
coefficients (large multi-index ν), and III) works well for all the coefficients.

Some observations: I) In theory, it would suffice to measure only on the sur-
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Figure 5: Top: Estimated coefficients d̄
(2)
ν,cube using all the 3000 measurements in

the cube. The coefficients are normalized so that maxν |d̄(2)
ν,cube| = 1. The other

graphs depict the difference for the estimated coefficients, |d̄(2)
ν,cube − d̄

(2)
ν,sub| when the

subsets I)-III) are used.

face [4], but it fails when noise is introduced. II) As expected, using the inner points
works equally well for the low order waves, but the high order waves are not de-
tectable since they vanish close to the origin in the middle of the cube. A rule of
thumb is that N = 2L(L+1) coefficients can be estimated (cf. [4]), where L = krinsc

and rinsc is the radius of the largest sphere inscribed in the cube. This gives N = 126
for the 10 × 10 × 10 cube and N = 70 for the 8 × 8 × 8 cube. III) The randomly
chosen points cover the same volume as the whole cube, but the errors go up slightly
since fewer measurements are used.

To check the accuracy of the method as a function of SNR, simulated data with
SNR = 15 dB and SNR = 30 dB, respectively, is also used. For the lower SNR,
where also small errors have been introduced in the characterization of the UWB
antenna, similar results as those from the measurements are obtained, see Figure 6–
7. It is therefore expected that this simulation represents the measurements well,
and it is seen that the coefficients up to ν = 126 (which corresponds to L = 7) are
estimated with less than 5% error, and that the coefficients up to ν = 198 (L = 9)
are estimated with less than 10% error. For the high SNR (Figure 8), it is seen that
using either the surface of the cube or randomly chosen measurements works well,
and therefore it is expected that fewer measurement points are sufficient for high
SNR. However, using only the inner 8× 8× 8 cube fails for the high order waves as
expected.
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(a) (b)

Figure 6: Same as Figure 4, but using simulated data with SNR=15 dB and small
errors in the characterization of the UWB antenna.
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Figure 7: Simulated data, SNR = 15 dB. Top: Analytic solution for the coefficients
d

(2)
ν , normalized so that maxν |d(2)

ν | = 1. The other graphs depict the difference

|d(2)
ν − d̄(2)

ν | when the coefficients have been estimated using the subsets I)-III) and
the whole cube.

5 Conclusions

A method to estimate spherical wave coefficients from channel measurements was
presented in this letter. A 3D positioner was used to move the receiving sleeve dipole
antenna within a 10× 10× 10 cubical grid, measuring x−, y− and z−polarization
at each point. The receiving antenna was characterized, and expressions for transla-
tions and rotations of spherical waves were then used to obtain a system of equations
for the unknown coefficients d

(2)
ν , which was solved numerically with Tikhonov regu-

larization. The results were validated by using the estimated coefficients to estimate
the received signal, both in the sleeve dipole and in a UWB antenna. Simulated
data was also used to check the accuracy of the method as a function of SNR.

Furthermore, different subsets of the measurements were used to estimate the
coefficients. It was seen that using only the surface gave large errors, using only inner
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Figure 8: Same as Figure 7, but with SNR = 30 dB.

points failed for high order waves, whereas a randomly chosen subset worked well.
With a comparison to simulated data, it can be expected that fewer measurement
points are sufficient for higher SNR, and in this case they can be placed uniformly,
randomly, or on the surface.

In future measurements, it would be desirable to use something else than the
rather slow 3D positioner. A real array that measures on a surface does not seem to
be feasible for low SNR. However, the good results for estimation using the randomly
chosen points indicate that it is not necessary to use a device that controls the
positions precisely, as long as they are measured correctly. Hopefully, this fact can
be taken advantage of in order to simplify and speed up the measurements.
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Appendix A Definitions of vector spherical waves

The vector spherical waves are defined as in [4], but with different notation. The
regular waves are defined as

v1sml(kr) = jl(kr)
∇× (rYsml(r̂))√

l(l + 1)

v2sml(kr) =
∇× v1sml(kr)

k
.
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Here jl denotes the spherical Bessel function of order l [4]. The Bessel function is
replaced with a spherical Hankel function of the first kind to get outgoing vector
spherical waves u

(1)
τsml. The spherical harmonics Ysml are given by

Ysml(θ, φ) = (−1)m

√
(2l + 1)

4π

(l −m)!

(l +m)!
Pm
l (cos θ)eimφ,

where Pm
l are associated Legendre polynomials [4]. The polar angle is denoted

θ while φ is the azimuth angle. The range of the indices are l = 1, 2, . . . and
m = −l,−l + 1, . . . l.
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