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Abstract

The permanent magnet synchronous machine (PMSM) can be used for a wide range of applications. In this case, the motor that is examined is inspired of Husqvarna’s handheld electrical tools where the motor is part of its electrical chainsaw. The idea is to investigate and simulate different algorithms for online parameter estimation for the PMSM. Consequently, one of the algorithms is selected as the best one for this application. The motor parameters that are examined by the online parameter estimators are mainly the stator resistance and the inductance. The stator resistance is linked to the temperature of the motor and the stator inductance is also of interest for online estimation. Although the inductance is not directly linked to any physical quantities, large deviations of the inductance usually indicate faults in the motor. By estimating these parameters, faulty operating points of the motor and critical damage can be stopped. The algorithms researched are; the recursive least square (RLS) with forgetting factor, extended Kalman filter (EKF) and the model reference adaptive system (MRAS). They are explained and applied to a non-salient PMSM, meaning that the stator inductance is not dependent on the rotor position. The simulations are done in Matlab/simulink with ten different test cases, emulating different operating points of the motors to see the convergence capability of the algorithms. The thesis also treats the subject of convergence time, and very lightly, the computational complexity of the algorithms. Moreover, throughout the simulation process, it is more evident that the EKF is the most suitable algorithm for online estimation in this application. This is because it handles all the different test cases well and converges to reasonable values within the margin of error.
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</tr>
</thead>
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</tr>
<tr>
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</tr>
<tr>
<td>Nm/Kg</td>
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</tr>
<tr>
<td>OPEA</td>
<td>Online Parameter Estimation Algorithm</td>
</tr>
<tr>
<td>PI</td>
<td>Proportional Integral</td>
</tr>
<tr>
<td>PMSM</td>
<td>Permanent Magnet Synchronous Motor</td>
</tr>
<tr>
<td>PWM</td>
<td>Pulse Width Modulation</td>
</tr>
<tr>
<td>RLS</td>
<td>Recursive Least Square</td>
</tr>
<tr>
<td>SVM</td>
<td>Space Vector Modulation</td>
</tr>
<tr>
<td>ZOH</td>
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Nomenclature

$i_{abc}$ - Currents in $a,b,c$ coordinates

$i_{\alpha\beta}$ - Currents in $\alpha,\beta$ coordinates

$i_{dq}$ - Currents in $d,q$ coordinates

$u_{abc}$ - Voltages in $a,b,c$ coordinates

$u_{\alpha\beta}$ - Voltages in $\alpha,\beta$ coordinates

$u_{dq}$ - Voltages in $d,q$ coordinates

$R_s$ - Stator resistance

$L_s$ - Stator inductance

$\psi_M$ - Magnetic flux

$\theta_{el}$ - Electrical position of the rotor

$\theta_r$ - Mechanical position of the rotor

$\omega_{el}$ - Electrical speed of the rotor

$\omega_r$ - Mechanical speed of the rotor

$p$ - pole-pair number

$T_s$ - Sample time
1 Introduction

This chapter introduces the topics of this thesis and gives some brief background information. The scope of the thesis is also be presented and a short section of the methodology.

1.1 Background

The permanent magnet synchronous motor (PMSM) can be used for a wide range of applications. Important areas for the PMSM are large scale power generation as well as applications for various electrical drives [1]. Another big field for the PMSM is servo applications, where there is a need for very accurate feedback of units such as torque, speed and position.

Two major advantages of a PMSM are capabilities of high torque density and a high efficiency. A typical range for the PMSM is within 1-30 Nm/kg, which may be compared to combustion engines featuring 1-3 Nm/kg. The efficiency of PMSM, if well constructed, can reach 98% efficiency, which compared to combustion engines is significantly higher.

The motor that is examined in this work is inspired of Husqvarna’s hand-held electrical tools which is driven by batteries. The idea is to investigate and simulate different algorithms for online parameter estimation for the PMSM. Husqvarna is a global leader in the field of outdoor power equipment and in this case the motor that is examined will be used in an electrical chainsaw. A previous thesis work has been done with this motor in [28], where the goal was to implement a good strategy for sensorless control of the PMSM. This thesis will further work on that and implement algorithms for online parameter estimation.

1.2 Problem definition

The motor parameters that are examined by the online parameter estimators are mainly the stator resistance and the inductance. The stator resistance is linked to the motor’s temperature state, which is why it is helpful to gain information about the parameter online. The inductance is not directly connected to any physical quantity, however great deviations of the inductance indicate faults in the motor.

Parameter variations occur inevitably in electric motors. These parameter variations can be classified in three different categories, namely; static, reversible and irreversible parameter variations.
Static parameter variations occur during the production phase of the motor. In order to handle these variations, a robust control system or a good offline parameter estimation can be used.

Reversible parameter variations occur during operation and do mainly depend on the variations in motor temperature. This in turn affects the motor characteristics and performance. Here a good online parameter estimation can be used to compensate for these variations, meaning that the control system can be used to avoid unwanted operating points.

Irreversible parameter variations occur when the motor is faulty and there are permanent damages. These are important to find as well for diagnostic purposes.

The field of online parameter estimation has been studied extensively and there are numerous reports available on this topic. There are many different approaches that this thesis can take and the questions that need to be examined while studying this field are:

- What online parameter estimation algorithms are available and how easy are they to implement for this PMSM application?
- How well and fast do these algorithms converge to the final result, in terms of accuracy and settling time?
- How feasible is it to implement these algorithms in terms of complexity and computational efficiency?

1.3 Scope

The work is arranged between theoretical preparation and modeling. The first half consists of a literature study, online parameter estimation algorithm (OPEA) description and selection. The second half consists of the model based implementation in Matlab-Simulink and the assessment of the selected OPEA’s. There are some limitations that need to be set in order to achieve relevant results and to keep the research suitable for a master’s research topic. The main area of this thesis is based on reports and studies previously done on this topic. There are many different parameter estimation methods available but this thesis focuses on three selected methods that are to be simulated. If more estimation methods are found to be relevant, they are to be selectively discarded. This is done for the purpose of comparing different methods with regard to the questions stated in section 1.2 and also to keep the project within the projected time frame.

It is also important to keep the methods relevant for PMSM applications, thus it is important that the chosen methods be suitable for such motors. Moreover, it is necessary for the methods to be able to implemented in MATLAB/Simulink since this is the environment in which simulations of the methods are to be done.
This project will only reach the simulation phase of the selected methods and algorithms. Because of the ongoing Covid-19 pandemic, the access to laboratory and physical motors are limited.

Furthermore, the selected methods will also have to be applicable to field-oriented control (FOC) system since this is how the previous implementations have been done.

1.4 Methodology

The majority of this thesis project is based on papers and previous work related to the topic of online parameter estimation in PMSMs. This thesis will also be a continuation of a previous thesis work which treated the subject of sensorless control. Therefore, this thesis will continue with implementing sensorless control system. However, tests on the estimation methods will be done with regular control and sensorless control.

Moreover, the chosen algorithms and methods for online estimation will be simulated in MATLAB/Simulink. In this section, there will also be a continuation of previous Simulink work conducted by the author of the previous thesis work. The simulation method and the work surrounding the simulations will be presented in this section.

The simulation will have to emulate the environment at which the chainsaw operates in. This is done in order to give accurate and proper results of the studied methods.

The results will be presented from the simulink environment with graphs and tables, where the OPEA's will be evaluated in terms of accuracy and settling time. Settling time and accuracy will be the quantified performance indicators of the the OPEA’s and the computational complexity will be a soft performance indicator. The goal is to find the best suited algorithm for this application.

1.5 Outline

The thesis is divided into 7 chapters. Chapter 1, introduction, introduces the problem and some background information of the project. Chapter 2, theory, the reader is presented with the theory behind the PMSM and how it is modelled. The focus is on the modelling part since this thesis uses mathematical models of the motor throughout. There is also be a section in the theory which presents the control system.

Chapter 3 is the literature study. This is where the theory and mathematical background of the online estimation methods is presented. The section also presents how well the methods are suited for this application in terms of implementation capability and complexity.

Chapter 4 presents the simulation environment and how the simulations are built. It explains the different implementations of the motor and the different implementations of the parameter estimation methods.
Chapter 5 presents the different results from the estimation methods. Here both sensorless control and regular control are tested.

Chapter 6 discusses and analyzes the results in terms of how well the introductory questions are answered and how this thesis work can be improved upon in the future.
2 Theory

This chapter goes through the PMSM and explains the theory behind the physical and mathematical model of the PMSM. It shows the different transforms used to describe the dynamics of the model and what will be used in the parameter estimation part. It also gives the reader an understanding of the control system that is used in this system and the difference between sensorless and sensor based control scheme.

2.1 Permanent-magnet synchronous motor

2.1.1 General PMSM & Drive

The basic design of a PMSM usually consists of a rotor which has permanent magnets in it. The magnets create a magnetic flux which is the fundamental principle that contributes to the rotational movement of the motor. The stator usually is an iron core with copper windings that create a rotational magnetic field. It is this rotating magnetic field that is in sync with the rotor’s magnetic flux, hence the name synchronous. The PMSM is usually driven by a three phase system. However, this three phase representation as $a, b, c$-currents and -voltages can be transformed using Clarke and Park transformations. This enables easier control of the motor and simpler mathematical model[9]. The control system used in this work is field-oriented control (FOC), which will be further explained in sections down below. There are two categories of the PMSM, the salient one with interior magnets that results in rotor saliency and reluctance, and the non-salient one with surface mounted magnets that does not result in saliency and reluctance[10]. In this thesis the PMSM that will be studied is a non-salient one, which means that the stator inductance is constant and not dependent on the rotor position because the air gap is uniformly even.

2.1.2 Three phase system

The permanent magnet synchronous motor is a synchronous motor driven by a three phase system, which creates the rotational magnetic field in the stator. This system is characterized by having three identical sinusoidal voltage signals separated each by 120 degrees phase shift. A three phase system is common in electrical applications due to the rotational magnetic field it creates along with the constant torque it produces. This is related to the fact that the active power produced by a three phase system is also constant[2]. Another unique property of a three phase system is that the sum of the instantaneous values are zero, this can be seen visually in the 2.1.

\[ i_a + i_b + i_c = 0 \]  (2.1)
\[ u_a + u_b + u_c = 0 \] (2.2)

Figure 2.1: Visual representation of three phase system

2.1.3 Mathematical model of PMSM model in \( abc \)-frame

The mathematical model of the PMSM is not unlike any other electrical motor. The three phases that drive the motor can be individually represented by the equations below[28].

\[ u_a = R_s i_a + \frac{d}{dt}(L_s i_a + \psi_{Ma}) \] (2.3)
\[ u_b = R_s i_b + \frac{d}{dt}(L_s i_b + \psi_{Mb}) \] (2.4)
\[ u_c = R_s i_c + \frac{d}{dt}(L_s i_c + \psi_{Mc}) \] (2.5)

Here \( u_{abc} \) represents the stator voltages, \( R_s \) is the stator resistance, \( i_x \) represents the different phase currents, \( L_s \) is the stator inductance and \( \psi_{Mabc} \) is the contribution of the rotor magnets to the stator flux linkage. The first term \( R_s i_x \) of the phase equations
are the voltage drop in the stator winding resistance due to the stator currents. The second term represents the derivative of the flux on the stator windings. The $L_s i_x$ represents the flux given by the inductance and the derivative $\psi_{M_{abc}}$-term represents the back-EMF induced by the rotor magnets. This flux is dependent on the position of the rotor and is sinusoidal in its shape. Thereby, the equations can be rewritten in the form given below[28].

\[
\begin{align*}
    u_a &= R_s i_a + \frac{d}{dt}(L_s i_a) + \omega_{el} \frac{d}{d\theta_{el}} \psi_{Ma} \\
    u_b &= R_s i_b + \frac{d}{dt}(L_s i_b) + \omega_{el} \frac{d}{d\theta_{el}} \psi_{Mb} \\
    u_c &= R_s i_c + \frac{d}{dt}(L_s i_c) + \omega_{el} \frac{d}{d\theta_{el}} \psi_{Mc}
\end{align*}
\]

(2.6) (2.7) (2.8)

Here $\omega_{el}$ is the electrical rotational speed of the rotor and $\theta_{el}$ is the electrical position of the rotor. The relationship between electrical and mechanical speed and position is given below where $p$ is the pole-pair number.

\[
\begin{align*}
    \omega_{el} &= p \omega_r \\
    \theta_{el} &= p \theta_r
\end{align*}
\]

(2.9) (2.10)

model in $\alpha\beta$-frame

The three phase representation can be transformed into two equivalent axes using Clarke transform, going from $abc$-axes to $\alpha\beta$-axes. This is done to reduce the complexity of the mathematical model and to simplify the implementation of FOC. The frame of reference is still the stator reference, meaning the mathematical model has a stationary reference frame with a rotating magnetic field. The Clarke transform is defined as stated below[20].

\[
\begin{bmatrix}
    i_\alpha \\
    i_\beta
\end{bmatrix} = \sqrt{\frac{2}{3}} \begin{bmatrix} 1 & -\frac{1}{2} & -\frac{1}{2} \\ 0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} \end{bmatrix} \begin{bmatrix}
    i_a \\
    i_b \\
    i_c
\end{bmatrix}
\]

(2.11)

The Clarke transformation gives the two equations.

\[
\begin{align*}
    u_\alpha &= R_s i_\alpha + L_s \frac{d}{dt} i_a - \psi_{Ma} \sin(\theta_{el}) \omega_{el} \\
    u_\beta &= R_s i_\beta + L_s \frac{d}{dt} i_a - \psi_{M\beta} \cos(\theta_{el}) \omega_{el}
\end{align*}
\]

(2.12) (2.13)
model in $dq$-frame

The $\alpha\beta$-frame is in the stator reference frame. The benefit of the park transformation is that it’s given in $dq$-axes, which are rigidly coupled to the rotor, thus they rotate with the rotor. The $d$-axis is the direct axis which is aligned with the maximum of the rotor flux. The $q$-axis is the quadrature axis. This one is 90 degrees rotated in the positive direction with respect to the electrical position. This transformation is dependent on the angle between the $d$-axis and the $\alpha$-axis of the stator. The transformation is defined as given below [5].

\[
\begin{bmatrix}
i_d \\
i_q
\end{bmatrix} =
\begin{bmatrix}
\cos(\theta_{el}) & \sin(\theta_{el}) \\
-sin(\theta_{el}) & \cos(\theta_{el})
\end{bmatrix}
\begin{bmatrix}
i_\alpha \\
i_\beta
\end{bmatrix}
\]

By rewriting the equations given in 2.12 and 2.13 with the park transformation and then to rewrite them as dynamic differential equations, they can be described by state-space equations. Differential equations are given below.

\[
\frac{d}{dt}i_d = -\frac{R_s}{L_s}i_d + \omega_{el}i_q + \frac{u_d}{L_s}
\]

\[
\frac{d}{dt}i_q = -\frac{R_s}{L_s}i_q - \omega_{el}i_d + \frac{u_q - \omega_{el}\psi_M}{L_s}
\]

The differential equations are rewritten in as state space equations in 2.18 with the form as given in 2.17

\[
\dot{x}(t) = A(x) + B(u) \\
y(t) = C(x)
\]

\[
\begin{bmatrix}
i_d \\
i_q
\end{bmatrix} =
\begin{bmatrix}
-\frac{R_s}{L_s} & \omega_{el} \\
-\omega_{el} & -\frac{R_s}{L_s}
\end{bmatrix}
\begin{bmatrix}
i_d \\
i_q
\end{bmatrix} +
\begin{bmatrix}
1 & 0 \\
0 & \frac{1}{L_s}
\end{bmatrix}
\begin{bmatrix}
u_d \\
u_q - \omega_{el}\psi_M
\end{bmatrix}
\]

\[
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
i_d \\
i_q
\end{bmatrix}
\]

Discretization of PMSM model

In order to use the PMSM model in the simulation or for example in a DSP (digital signal processor) it is necessary to discretize the model. The estimation methods that
will be used later in the thesis are discrete models and in some cases, it is more useful to use the signals from the motor model instead of the actual motor signals.

To begin with, the state space model can be ZOH (zero order hold) sampled with sampling period \( h \)[29]. This gives the discretized state-space model as 2.20.

\[
\dot{x}(kh + h) = A_d(kh) + B_d(kh) \\
y(kh + h) = C_d(kh)
\]  

(2.20)

Here the discretized state space matrices are defined as followed.

\[
A_d = e^{Ah} \\
B_d = \int_0^h e^{As} dsB \\
C_d = C
\]

(2.21, 2.22, 2.23)

The computation of the discretized state-space matrices can be simplified by using the matrix \( \Psi \) as given in 2.24.

\[
\Psi = \int_0^h e^{As} ds
\]

(2.24)

The matrices are then calculated as 2.25 and 2.26

\[
A_d = I + A\Psi \\
B_d = \Psi B
\]

(2.25, 2.26)

By using Euler forward difference with one step time shifted backwards and the discretized state-space matrices. The complete discretized state-space model of the PMSM is given in 2.27 [20].

\[
\begin{bmatrix}
    i_d(k) \\
    i_q(k)
\end{bmatrix}
= 
\begin{bmatrix}
    -\frac{R_s}{L_s} h + 1 & \omega_e h \\
    -\omega_e h & -\frac{R_s}{L_s} h + 1
\end{bmatrix}
\begin{bmatrix}
    i_d(k-1) \\
    i_q(k-1)
\end{bmatrix}
+ 
\begin{bmatrix}
    \frac{1}{L_s} h & 0 \\
    0 & \frac{1}{L_s} h
\end{bmatrix}
\begin{bmatrix}
    u_d(k-1) \\
    u_q - \omega_e \psi_M(k-1)
\end{bmatrix}
\]

(2.27)

\subsection*{2.1.4 Reference motor}

The motor used in this thesis have the specifications and parameter values as given in table 2.1[28].
Table 2.1: Table of specifications of the motor

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr of poles in the rotor</td>
<td>14</td>
</tr>
<tr>
<td>Nr of slots in the stator</td>
<td>12</td>
</tr>
<tr>
<td>Rated power output</td>
<td>1.2 kW</td>
</tr>
<tr>
<td>Rated torque output</td>
<td>1.5 Nm</td>
</tr>
<tr>
<td>Rated speed</td>
<td>8500 rpm</td>
</tr>
<tr>
<td>No load speed</td>
<td>11000 rpm</td>
</tr>
<tr>
<td>Rated DC link voltage</td>
<td>30 V</td>
</tr>
<tr>
<td>Maximum current</td>
<td>60 A</td>
</tr>
</tbody>
</table>

2.2 Field-oriented Control

2.2.1 FOC implemented with sensors

The control system that is applied in this motor is called field-oriented control. The idea behind this control strategy is that it controls the motor current in the $dq$-frame. The benefit of this is that the signals behave like a DC machine. This means that the signals provided by the control system are DC signals. Another great benefit of this control strategy is that the $d$- and $q$-axis current can be controlled individually\[6\]. The $d$-axis current is proportional to the flux and the $q$-axis is proportional to the torque, which consequently means that those two units can be controlled individually. Ideally, if the torque is to be maximized with reference to the total power, the current in the $d$-axis is to be zero for the reference machine\[6\].

![Figure 2.2: Field-oriented control scheme implemented using position sensor](image)

Figure 2.2 shows the field-oriented control scheme visually. From the PMSM, the
position and speed is retrieved by sensors. This is then fed back to two PI-controllers. The speed controller are two cascaded PI-controllers because the speed reference need to produce a reference value for the $i_q$ current. The $dq$ currents are then fed through the PI-controllers to produce the $dq$ voltages. The voltages are then used to produce the required signals to the three phase PMSM. The space vector modulation (SVM) produces PWM signals to the voltage inverter, which in turn sends the right three phase signal to the motor. The three phase currents are then Clarke and Park transformed back into $dq$ currents, and the feedback loop is complete. It is also visible on the block scheme that $dq$ current are controlled separately. Ideally, as stated, the $d$-current is zero. In cases when there is need for more speed, the $d$-current can be controlled to a value different from zero but this will come at the cost of lowering torque. This is called field weakening control [1].

2.2.2 Sensorless control

In this thesis, the control scheme is not using sensor to retrieve the position and speed. Instead, an estimation method is used to achieve those signals. It is visible in 2.3, where both speed and position are retrieved by only using the current and voltage signals. This thesis deploys OPEA’s on both sensorless and position feedback FOC schemes. This is to get a better basis when evaluating the different methods. The control scheme used in this case uses model reference adaptive system (MRAS) when estimating speed and position.

![Figure 2.3: Field-oriented control scheme implemented with speed and position estimator (Sensorless control)](image)
3 Literature study

In this chapter the methods for online parameter estimation are presented. The theoretical background derived from papers that have been published are also presented, as well as the implementation capabilities in the PMSM. There are many algorithms that have been published and studied, these are evaluated before the simulation step. The requirements presented in the introduction are considered when analyzing the methods. Furthermore, only methods that are applicable and feasible to implement based on the theoretical data available will be simulated.

3.1 Extended Kalman Filter - EKF

The extended kalman filter (EKF) is an extension of the kalman filter used in many applications[28]. The regular kalman filter is a minimum variance estimator, given that the model is linear and that noise is additive[23]. The extended part includes non-linear dynamic systems which is possible by linearizing the non-linear system using first order Taylor expansion[23]. The jacobian of the non linear system function is used for linearization in the current time step[22]. The EKF is widely used in PMSM applications for sensorless control, obtaining information from noisy environments and for parameter estimation[3]. This work will focus on the latter.

3.1.1 Mathematical model of the EKF

The extended kalman filter uses non-linear systems in the state space form given below:

\[
\dot{x}(t) = f(x(t), u(t)) + w(t) \\
y(t) = h(x(t)) + v(t)
\] (3.1)

\(x(t)\) is the state vector, \(u(t)\) is the input vector and \(w(t)\) and \(v(t)\) are both zero-mean white Gaussian noise [13]. The input vector and the state vectors will be explained further in a later section.

The EKF algorithm is divided into two main parts. The prediction step and the correction step[14]. The mathematical equations for each step are given below. The equations presented give the algorithm in discrete time. This is also how it is implemented in the real application and the simulations as well, which will be treated in later chapters.
The prediction step:

\[ \hat{x}_{k|k-1} = \hat{x}_{k-1|k-1} + (f(\hat{x}_{k-1|k-1}, u_k))T_s \] (3.2)

\[ P_{k|k-1} = P_{k-1|k-1} + (F_{k-1}P_{k-1|k-1} + P_{k-1|k-1}F_{k-1}^T)T_s + Q \] (3.3)

In this step the algorithm predicts the next state (\( \hat{x}_{k|k-1} \)) based on the previous state (\( \hat{x}_{k-1|k-1} \)) and the current input (\( u_k \)) into the system. \( T_s \) is the discrete time step. Also, the \( P \) matrix, which is the covariance matrix, is calculated. The \( Q \) matrix is the noise covariance, \( R \) is the disturbance covariance and \( F \) is the jacobian of the non-linear state-space function, which is defined in 3.7. The equations denoted with \( k|k-1 \) means the term at time step \( k \) with information retrieved from time step \( k-1 \).

The correction step:

\[ K_k = P_{k|k-1}H^T(HP_{k|k-1}H^T + R)^{-1} \] (3.4)

\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k(y_k - H\hat{x}_{k|k-1}) \] (3.5)

\[ P_{k|k} = P_{k|k-1} - K_kHP_{k|k-1} \] (3.6)

In this step the covariance matrix (\( P_{k|k} \)) along with the state estimation (\( \hat{x}_{k|k} \)) is corrected using feedback from the system. The kalman gain (\( K_k \)) is also calculated in this step. The jacobians used in the prediction and correction step are defined as given below[31].

\[ F(x(t)) = \frac{\partial \hat{x}}{\partial x}
\mid_{x=x(t)} \] (3.7)

\[ H(x(t)) = \frac{\partial h}{\partial x}
\mid_{x=x(t)} \] (3.8)

### 3.1.2 EKF implementation

The EKF state-space equation should be given in form presented in 3.1. This means that the state vector is is defined as \( x(t) = [id, iq, a, b]^T \), where \( id \) and \( iq \) are the currents given from the motor, \( a = R/L_s \) and \( b = 1/L_s \) [3].

This yields the non linear function as:

\[ f(x(t), u(t)) = \begin{bmatrix}
-a_{id} + \omega_{iq} + bu_d \\
-a_{iq} - \omega_{id} + b(u_d - \psi_M \omega) \\
0 \\
0
\end{bmatrix} \] (3.9)

The assumption is made that the parameters \( a \) and \( b \) are changing slowly, hence the function value of 0[3]. The output is given by \( y(t) \) and the output matrix is given below.
Further, to implement the EKF it is important to set the initial conditions of the state variables correct[15]. In this case it will be given known values from the datasheet. The resistance and the inductance is specified for the motor. The currents are set to 0. Moreover, it is important to specify the covariance matrices \( Q \), \( R \) and \( P_0 \). They are set by a trial-and-error method since there is no proven good method for setting them[3].

### 3.1.3 Applicability

The extended kalman filter is a very good method for parameter estimation, especially in noisy environments. Further benefits of the extended kalman filter is that it is very robust and is not heavily influenced by parameter variations[31]. It has been used in PMSM applications in many projects and could be a candidate to investigate further in simulation. One of the drawbacks of implementing the EKF is the high computational cost of the algorithm[21]. The process, which is mathematically presented in the previous section, involves many matrix calculations and especially computationally heavy matrix inversion. This leads to higher demand on the processor which might be a disadvantage. Another factor to take into consideration is the trial-and-error method for defining the covariance matrices. These need to be individually tested for each motor it is implemented in [31]. There is, as stated before, no obvious way of deciding these and the choice of the matrices affect the convergence feature of the entire method. It is a very time consuming task and should be a factor to take into account.

### 3.2 Recursive least square - RLS

The least square is a method where the parameters of a linear model are estimated in such way that the square of the difference between the observed values and the computed values is minimized by a loss function. The idea is to have the model written in linear regression form, see section further down. The loss function is given by 3.11 [25].

\[
V(\hat{\theta}, n) = \frac{1}{2} \sum_{i=1}^{n} (y(i) - \varphi^T (i) \hat{\theta})^2
\]  

(3.11)

where \( \theta \) is the parameter vector, \( n \) is the size of the data array. \( y(i) \) are the observed values and \( \varphi^T (i) \hat{\theta} \) are the computed values.

The recursive least square algorithm is modified for the use of online estimation[19]. The advantages of the RLS are that it is simple in the construction for example
compared to the EKF. The RLS algorithm is not that computationally complex either, which is to prefer in this application[30]. The overall structure in RLS is to update the value of the estimated parameters recursively based on the error between the estimated output and the actual output of the model[11]. The limitation of RLS is that the parameters are considered constant, however in this case the parameters such as stator resistance and inductance could be time-varying. In this case the RLS with forgetting factor is better. The idea is to introduce a forgetting factor that gives more weight to newer data and lower weight to old data[20]. This is to keep newer data more relevant for parameter estimation. The loss function is then updated with the factor \( \lambda^{n-i} \), where \( 0 < \lambda \leq 1 \). The updated loss function is then given in 3.12 [19]

\[
V(\hat{\theta}, n) = \frac{1}{2} \sum_{i=1}^{n} \lambda^{n-i}(y(i) - \varphi^T(i)\hat{\theta})^2
\]  

3.2.1 Mathematical model of the RLS with forgetting factor

The recursive least square method with forgetting factor is given by minimizing the the loss function 3.12 with respect to \( \hat{\theta} \)[19].

The RLS with forgetting factor is given in 3.13[19].

\[
\hat{\theta}(n) = \hat{\theta}(n - 1) + K(n)(y(i) - \varphi^T(i)\hat{\theta}(n - 1))
\]  

\[
K(n) = P(n)\varphi(n) = P(n - 1)\varphi(n)(\lambda I - \varphi^T(n)P(n - 1)\varphi(n))^{-1}
\]  

\[
P(n) = \frac{P(n - 1)(I - K(n)\varphi^T(n))}{\lambda}
\]

\( \hat{\theta}(n) \) is the current parameter vector that is estimated, \( K(n) \) is the update gain and \( P(n) \) is the covariance matrix.

3.2.2 RLS Implementation

in order to implement the RLS with forgetting factor for the PMSM, the discretized state-space model in 2.27 must be rewritten in linear regression form. The linear regression form is given by:

\[
y(n) = \varphi(n)^T\theta(n)
\]

where \( y(n) \) is the measured current output. \( \varphi(n)^T \) is the regressor vector. The regressor vector contains information from previous time step. In this case it represents the currents and voltages from PMSM from time step \( t - 1 \). \( \theta(n) \) is the parameter vector, or in this case the parameter matrix that needs to be determined with the RLS algorithm[20].
By substituting equation 3.16 with the discretized state space model parameters, the following equation is obtained as given in 3.17

\[
\begin{bmatrix}
i_d(n) & i_q(n)
\end{bmatrix} = \begin{bmatrix}
i_d(n-1) & i_q(n-1) & u_d(n-1) & u_q(n-1)
\end{bmatrix} \begin{bmatrix}
a_{11} & a_{21} \\
a_{12} & a_{22} \\
b_{11} & b_{21} \\
b_{12} & b_{22}
\end{bmatrix}
\]  
(3.17)

The RLS will estimates the parameters in the last matrix in 3.17. The motor parameters are obtained as followed, with \(T_s = h\) being the sampling time [20].

\[
R_s = \frac{2 - a_{11} - a_{22}}{b_{11} - b_{22}}
\]  
(3.18)

\[
L_s = \frac{T_s}{b_{11}} = \frac{T_s}{b_{22}}
\]  
(3.19)

### 3.2.3 Applicability

The RLS algorithm with forgetting factor is widely used in applications where parameters are to be estimated. The relative simple calculations with simple matrix algebra (compared to the EKF) and proven exponential convergence rate for constant parameters is also a benefit of the RLS[25]. With the case of the PMSM used in this situation, it can be seen in previous section that the mathematical models work for the RLS algorithm. The rewriting of the PMSM in linear regression form allows for the parameters to be estimated.

Drawbacks of the RLS with forgetting factor is the potential unwanted increase in the covariance matrix. The covariance matrix at each time-step is divided by the forgetting factor. In the normal RLS algorithm, the matrix \(P\) goes towards zero as the parameters are estimated. However in this case, with the PMSM, the rate at which the covariance matrix goes to zero is much slower because the forgetting factor usually is \(< 1\)[25]. Another drawback in the RLS with forgetting factor, is the potential lack of excitation in the signals that are received by the algorithm[7]. The excitation of signals simply mean the availability of new dynamic information from the signal. If there is poor excitation, the "old information" is discarded because of the forgetting factor and lack of new information in the signal could lead to an exponential increase in the covariance matrix. This could result in a very sensitive estimator, which leads to extremely wrong computational and numerical error. This "error" is called estimator wind-up[19].

There are some suggested methods to avoid estimator wind-up. Conditional updating is one suggested method, meaning that the RLS algorithm only updates the values when there is enough excitation in the signal. Although this is a simple method to avoid wind-up problem the condition at which the RLS updates its values is very sensitive. If the condition is too strict the RLS algorithm will give poor estimation and bigger error compared to actual parameter values. On the other hand, if the conditions are too soft, there can be, again, wind-up problems. Another suggested
method is to use boundaries on the $P$ matrix. This means that there should be a constant value on the sum of the diagonal elements of the matrix. The drawback to this method is that there could be errors that are too big in the estimation and also that the covariance matrix never goes towards zero[19]. There is also a method of resetting the covariance matrix when there is low excitation in the signal[25].

The capabilities of the RLS algorithm with forgetting factor is one that should be investigated further in the simulations for this PMSM as it is a simpler method than the one suggested by the EKF. And if the potential for implementation is rather simple as well.

### 3.3 Model reference adaptive system - MRAS

The idea with model reference adaptive system (MRAS) is to have two independent models that contain the same parameters that are to be estimated. These two models output the same vector. The error between these two vectors is then fed back to an adaptive system which adjusts parameters in the adjustable model in order to minimize the error[12]. Ideally the error tends towards zero, which indicates a perfect adjusted model in terms of the reference model, see figure 3.1. There are many ways the adjustable model and the adaption scheme can be constructed. In this case it is simplest to build the models based on the state space models already given in previous sections. The adaption mechanism will be presented in a section further down.

![Figure 3.1: MRAS scheme, where $i_{dq}$ are the currents from the motor and $\hat{i}_{dq}$ are the estimated currents given from the motor model](image)

- $u_{dq}$
- $i_{dq}$
- $\hat{i}_{dq}$
- $u_{dq}$
- error
- Adaptive mechanism
3.3.1 Mathematical model of MRAS & implementation

Reference model and adjustable model

The mathematical design of the MRAS can be done in many different ways. In this case, it is done by having the reference model be the actual motor. From the motor, the $dq$ currents and voltages are available. The adjustable model can then be designed as a similar motor as the one used in the reference model[16]. The model equations are given in both, differential equations (see 2.15 and 2.16), and as state-space equation (see 2.18). The implementation is straightforward and does not require much computational power from the motor model. Thereby the adjustable model for parameter estimation is given by equation 3.20. The parameters denoted with $\hat{\text{(hat)}}$ are parameters estimated by the model.

\[
\begin{bmatrix}
\dot{i}_d \\
\dot{i}_q
\end{bmatrix} = \begin{bmatrix}
\frac{-R_s}{L_s} & \omega_{el} \\
-\omega_{el} & \frac{-R_s}{L_s}
\end{bmatrix} \begin{bmatrix}
\hat{i}_d \\
\hat{i}_q
\end{bmatrix} + \begin{bmatrix}
\frac{1}{L_s} & 0 \\
0 & \frac{1}{L_s}
\end{bmatrix} \begin{bmatrix}
u_d \\
u_q - \omega_{el}\psi_M
\end{bmatrix}
\] (3.20)

Adaptive mechanism

The adaptive scheme can be constructed in many different ways. The important aspects while designing the adaptive mechanism in this case are the convergence capability, the convergence time and the computational complexity of the mechanism.

The error dynamics $\dot{e}$ of the motor can be described by the equations below, see 3.21. This is achieved by taking the equations given in 2.18 and subtracting it with 3.20[18].

\[
\begin{bmatrix}
\dot{e}_d \\
\dot{e}_q
\end{bmatrix} = \begin{bmatrix}
\frac{-R_s}{L_s} & \omega_{el} \\
-\omega_{el} & \frac{-R_s}{L_s}
\end{bmatrix} \begin{bmatrix}
e_d \\
e_q
\end{bmatrix} + \begin{bmatrix}
-\frac{i_d}{L_s} \\
-\frac{i_q}{L_s}
\end{bmatrix} [R - \hat{R}]
\] (3.21)

Here again, the terms denoted with $\hat{\text{(hat)}}$ are estimated parameters from the adjustable motor model. With further maths and algebraic calculations, the adaptive law, based on the Popov’s hyper stability is given below, see 3.22 [16].

\[
\frac{\hat{R}_s}{L_s} = \frac{R_s}{L_s} - K_R \int_0^t (e_d \hat{i}_d + e_q \hat{i}_q) - K_{Rp} (e_d \hat{i}_d + e_q \hat{i}_q)
\] (3.22)

In the same way the adaptive law for the stator inductance can be derived, see equation 3.23[16].

\[
\frac{1}{L_s} = \frac{1}{L_s} + K_L \int_0^t (u_d e_d + u_q e_q) + K_{Lp} (u_d e_d + u_q e_q)
\] (3.23)
3.3.2 Applicability

One of the main benefits of the MRAS estimation method is that it is very simple to implement. Both in terms of implementation of the algorithm and the computational complexity[12]. The algorithm only uses simple differential equations when designing the motor model in the adjustable model and the adaptive law based on Popov’s stability theorem uses a simple PI-controller.

There are other adaptive laws that can be implemented. One common one is to use an adaptive law based on Lyapunov stability. The adaptive law is very similar to the one used in Popov’s case, however the Popov’s case is more flexible in performance, thus it is more desirable. In [16], the Lyapunov method does not perform as well as the Popov method in the experimental verification. The convergence time is much slower, which in the case of the PMSM is not wanted.

The drawbacks of the MRAS estimation method is that it does not work very well with parameter variations [8]. The adaptive laws for the parameters are dependent on the initial condition of the parameters to be estimated [27][28]. If the parameters are time varying, the MRAS method may have difficulty in presenting accurate results.

3.4 Other methods

There exists other methods as well, which are proven to work as online parameter estimation methods in PMSM applications. One of them is signal injection method. The idea of this method is to inject known signals in to the motor, which will produce new sets of steady state equations for estimating parameters[4]. For example, the injected signal could be different $d$-current signals which will produce different sets of $d$-axis equations as given in 2.15.

The injected signal could be in many forms, sinusoidal, square or even triangle waves. The reasoning is to produce more information of the system from the injected signal. When estimating the parameters, most of the methods makes use of the RLS algorithm. The same on as presented in this paper. [17] uses a sinusoidal injection method which proves to be successful in estimating parameters. [4] uses different dc values of $i_d$.

This method builds upon the one presented in the RLS section, and will thus not require much extra work in the simulation process. Therefore it will also be tested while simulating the RLS method. The drawbacks of choosing signal injection method is that the injected signal should not affect the motor and its operating point to such extent that it does not perform as intended[17]. The choice of the injected $d$-axis current should minimize the torque change as much as possible but at the same time give a good enough and fast enough parameter estimation.

In terms of computational complexity and estimation capability, this method has been proven to work in certain PMSM application with good result[32]. However, it needs to be analyzed whether it is suitable for this chainsaw application or not.
Another estimation method that have been tested to work with online parameter estimation is neural network. Like all the other methods, this one also has many different implementation variations. The one used in [26] is a variant of the MRAS estimation method. Here, the adjustable model is a neural network instead of the state space form of the PMSM. The error dynamics is also different, where the model discussed in previous section uses the current error in $dq$ frame, this one uses the magnetic flux. Another type of neural network is the back propagation neural network.

### 3.5 Discussion

The studied methods have all been proven to work in estimating the parameters of a PMSM online. When it comes to the EKF it has very good capabilities when it comes to noisy environments and is very robust. Although that comes with the cost of high computational cost and time consuming tuning of the parameters this has been proven to work in different types of operating points and is a good candidate for the chainsaw application.

With the RLS algorithm, there have been many proven successful implementations. The points that are of advantage for this method is the simpler computational complexity and easy implementation. Things to be considered for this method is that there need to sufficient excitation in the signal for the algorithm to not have ill convergence. Signal injection is a method that could solve the problem with low excitation, thereby this can also be tested simultaneously.

Further, the MRAS method is a much simpler algorithm both in terms of implementation and computational complexity. Thus it is desirable to test this method. Important factors to analyze while testing this is how it estimates parameters while there are parameter variations and unusual operating points that the chainsaw might be in.

To summarize, all previous mentioned methods of online parameter estimation will be tested in MATLAB/simulink environment. That is because they are different in how computationally demanding they are, and the work in different environments. Best case scenario would be to have the algorithm with the least demand on the processing unit to be converging to the correct parameter values. In this case, that would be the MRAS method. Moreover, it is important to try other methods where MRAS might fail. Further, the neural network will not be tested for this purpose as it is more demanding in implementation and it is not desirable in this case for offline learning.
4 Simulation

This chapter specifies and presents the values used in the different simulations. The motor, the control system and the sensorless control system. This gives the reader a better understanding of how each part is connected. Moreover, each estimation method is explained and how they are implemented. Since this thesis builds upon a previous work, it refers much of the simulation work to that thesis. Also, the emphasis is on the estimation methods.

4.1 Simulink overview

Figure 4.1 shows the overview of the simulation work space. The blue one is the FOC system and the green one below is the MRAS speed and position estimator. Further the top grey box is the motor model and the red one has the three different OPEA’s that are given in chapter 3. Moreover, the solver is set to auto and the maximum step size is set to $5e - 05$.

Figure 4.1: overview of the simulink environment

4.2 Permanent magnet synchronous motor

To begin with, the motor is explained in the simulink environment. The PMSM uses the differential equations given in 2.15 and 2.16. In the motor block the differential equations are implemented with blocks with the parameters of the motor defined as given below in table 4.1.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator Resistance $R_s$</td>
<td>0.0087 Ω</td>
</tr>
<tr>
<td>Stator inductance $L_s$</td>
<td>1.9e-5 H</td>
</tr>
<tr>
<td>Magnetic flux linkage $\psi_M$</td>
<td>0.0024 Weber</td>
</tr>
<tr>
<td>Pole pair nr</td>
<td>7</td>
</tr>
</tbody>
</table>

In figure 4.2 the model for the motor can be seen. It has two main inputs, which can be seen on the left side of the biggest block. The input voltage $u_{abc}$, which inside the block will be transformed to $dq$ voltages. There is no space vector modulation and inverter step in the simulation as it is not needed for this purpose. The Other input is the feedback of the speed. The other two blocks are there for test cases which will be treated later.

The outputs from the model are stated on the labels. The information retrieved from this model are the current in both $dq$ coordinates and in $abc$ coordinates. Further, the rotor speed and position are given along with the motor torque produced. However, speed and position will also be estimated by another estimator for the sensorless control.
4.3 Field oriented control

Next section of the simulation model is the control system. The model is based upon the model given in 2.2. The simulink model is presented in figure 4.3. It is visible that the FOC scheme in the simulink model consists of three PI controller blocks. They are constructed and tuned in a previous thesis work. In order to understand the tuning process, it is described in detail in [28]. There is also a decoupling block, which is there to compensate for the back-EMF produced by the rotor. There is also a speed input signal, which can be chosen to come from both the motor directly or the estimation block. The reference $i_d$-current can be set here as well. It is usually fixed to zero but can have any value. To compare it to the $i_q$-current, which is chosen depending on the speed reference. The speed PI controller generates $i_q$-current reference depending on the speed reference. Then voltages are transformed into abc-current before being fed into the motor model.

![Simulink block of the control system](image)

**Figure 4.3:** Simulink block of the control system
### 4.4 MRAS Speed and position estimator

The sensorless control means the control scheme will retrieve the information about position and speed through the estimator. In this section, the estimator is an MRAS estimator. The principle for this estimator is the same as the one explained in the previous section. However, the speed and position estimator is implemented and presented as a thesis work in [28], thus this thesis will not elaborate further on the speed and position estimation process.

![Simulink block of the control system](image)

**Figure 4.4:** Simulink block of the control system

### 4.5 Parameter estimation blocks

The parameter estimation blocks is where the estimation methods are implemented. The first one is the RLS, the second MRAS and the third one is the EKF estimator. All of the blocks use both currents and voltages as inputs, along with the motor speed $\omega$. This means that the simulation will be affected by sensorless control since the accuracy of the position and speed estimation will determine the efficiency and accuracy of the estimator. Here the main parameters to be estimated are the stator resistance $R_s$ and the inductance $L_s$. Both estimated and the actual value of the parameters are plotted in a scope.
4.5.1 EKF in Simulink

The extended kalman filter is implemented using the 'System identification toolbox' which is provided by Mathworks as a ready algorithm. It is configurable to the user’s needs and there are many calculations and models that need to be determined before the simulation can be executed. The block model of the EKF is given in figure 4.6.
transition function. It can be done both algebraically as an m-file or graphically as a simulink function. In this case it was done as a simulink function where the transition function was created in the upper left block and its jacobian is beneath it. The inputs to both functions are the $dq$-voltages and the speed $\omega_{el}$. The state transition function is defined in equation 3.9, however, in this case it written in discrete form, see 4.1.

$$x(k+1) = x(k) + f(x_k, u_k) T_s$$

(4.1)

Here, $f(x_k, u_k)$ is the state transition function and $T_s$ is the sample time. $x_k$ is the current state[24].

The jacobian of the state transition function, which is defined in 3.7 is also implemented in discrete time with the same formula as given in 4.1. The jacobian is given below 4.2.

$$F(x(t)) = \frac{\partial \dot{x}}{\partial x}{|}_{x=x(t)} = \begin{bmatrix}
1 + \frac{R_s}{L_s} T_s & \omega_{el} T_s & -i_d T_s & u_d T_s \\
-\omega_{el} T_s & 1 + \frac{R_s}{L_s} T_s & -i_q T_s & (u_q - \omega_{el} \psi_M) T_s \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}$$

(4.2)

The inputs to the EKF block are the $y(t)$ signals of the system. This is stated in 3.10, where it can be seen that $y_1$ is $i_d$ and $y_2$ is $i_q$. These signals come directly from the motor. Further configurations in the EKF block require to decide matrices $P_0$, $Q$ and $R$. These are the covariance matrices. As stated in the section 3.1.3, there are no methodical ways of deciding them. In this application it was decided by trial-and-error until the convergence became correct and fast enough. The covariance matrices are given below.

$$P_0 = \begin{bmatrix}
10^{-2} & 0 & 0 & 0 \\
0 & 10^2 & 0 & 0 \\
0 & 0 & 10^3 & 0 \\
0 & 0 & 0 & 10^5
\end{bmatrix}$$

(4.3)

$$R = \begin{bmatrix}
10^{-2} & 0 \\
0 & 10
\end{bmatrix}$$

(4.4)

$$Q = \begin{bmatrix}
10^{-2} & 0 & 0 & 0 \\
0 & 10^2 & 0 & 0 \\
0 & 0 & 10^5 & 0 \\
0 & 0 & 0 & 10^6
\end{bmatrix}$$

(4.5)

Another important aspect in the implementation of the EKF is to set the initial state value. In this case, the states are set as given in 4.6.

$$[I_d \quad I_q \quad a \quad b]^T = [0 \quad 0 \quad \frac{R_s}{L_s} \quad \frac{1}{L_s}]^T$$

(4.6)
4.5.2 Recursive least square in simulink

The RLS algorithm is implemented in simulink with the same toolbox as the EKF, the 'System identification toolbox'. Here it is also configurable to include a forgetting factor in the algorithm. The structure of the RLS implementation is the same as given in section 3.2.2 and the regression model as given 3.17. The only difference is that in 3.17, the parameter variables are stored in a matrix, while in the implementation in simulink, it is done with the two estimators, where each estimator generates a vector. The generated vectors are given in 4.7 and 4.8. Figure 4.7 shows the implementation of one RLS block. The regressors, are the currents and voltages with one time step delay. As seen with the $z^{-1}$ blocks.

\[ \theta_1 = \begin{bmatrix} a_{11} & a_{12} & b_{11} & b_{12} \end{bmatrix}^T \]  \hspace{1cm} \theta_2 = \begin{bmatrix} a_{21} & a_{22} & b_{21} & b_{22} \end{bmatrix}^T \]

Furthermore, the implementation of the RLS block requires the user to define the initial state estimates and the initial covariance matrix value. In this case, since the parameters in both $\theta_1$ and $\theta_2$ are derived from the motor’s discrete time state space equation given in 2.27, the initial states are stated in 4.9 and 4.10. The forgetting factor $\lambda$ is decided with trial-and-error and was decided as $\lambda = 1 - h$, with $h$ being the sample time.

\[ \theta_1 = \begin{bmatrix} -\frac{R}{L_s} h + 1 & \omega_{el} h & \frac{1}{L_s} & 0 \end{bmatrix}^T \]  \hspace{1cm} \theta_2 = \begin{bmatrix} \omega_{el} h & -\frac{R}{L_s} h + 1 & 0 & \frac{1}{L_s} \end{bmatrix}^T \]
4.5.3 MRAS

The MRAS implementation is also very much alike the block model presented in figure 3.1. As can be seen in 4.8, the block to left is the motor model. The inputs to this model are the \( dq \) voltages, which are given from the controller. The motor model then generates \( dq \) currents.

The currents, both from the motor itself and the motor model model, will be fed into the adaption scheme. The voltages will also be input to the block. The adaption law’s for both the stator resistance \( R_s \) and the inductance \( L_s \) are given in equations 3.22 and 3.23. It is clear that they are PI-controller, and in this case they are implemented with a PI-block from the matlab library. The resistance and inductance are fed back to the motor model and will continually be updated until the current difference between the motor and the model is zero.

\[
K_{R_p} = 5 \quad (4.11) \quad K_{R_i} = 0.1 \quad (4.12)
\]

\[
K_{L_p} = 5 \quad (4.13) \quad K_{L_i} = 0.01 \quad (4.14)
\]
5 Results

In this chapter the results from the simulations are presented. The results are done with different test cases where some cases are are tried both with sensorless control and with regular control and some only with sensorless control. In addition, the simulation results are only commented in this section. A deeper analysis of the results is presented in the discussion section.

5.1 Regular control scheme - No load

The first step of the simulation is to drive the motor up to a reference speed with no load applied. This will give an indication of how the estimators work on basic performance. This is a minimum requirement on the estimators. The reference speed is set to 8500rpm and in this case it is also done with no limitation on the acceleration. Here, the controller’s step response time will also be tested. Two simulations tests are done, where one applies control with sensors and the other one will use sensorless control. This is to show how estimators work differently with different control schemes. Figure 5.1 shows the $dq$-current, speed and torque for this case. There is a big overshoot in $i_q$ up to 60A in the beginning, which is the transient phase. The rest of the simulation the $i_q$ is at around 1.7A and the $i_d$ current is set to zero. There is also a torque in the beginning measuring 1.5Nm which later goes down.

![Graphs of dq-currents in ampere (Red: d-current, Blue: q-current), speed in rpm and torque in Nm with position feedback and no load applied](image)

**Figure 5.1:** Graphs of $dq$-currents in ampere (Red: d-current, Blue: q-current), speed in rpm and torque in Nm with position feedback and no load applied
MRAS

The graphs show the MRAS estimation method without sensorless control scheme. The results give no error in the identification. This is because the simulation in matlab uses the same motor model equations in both the estimator and the actual plant motor. This is an ideal case and this will almost never be emulated when running the estimation on an actual motor.

![Figure 5.2: MRAS estimation with sensor control. Actual values: $R_s = 8.7 \times 10^{-3} \, \Omega$, $L_s = 1.9 \times 10^{-5} \, H$](image)

RLS

Figure 5.3 shows the RLS estimation with a sensor control scheme. The blue lines are the estimated lines and the red line is the actual value. It is clear that the estimator works for both the resistance and the inductance. The convergence time is 6ms which is very fast and the convergence value is very close to the actual value with a difference of only 1.38%. For the inductance the convergence time is 20ms with an error of 0.2%. The RLS algorithm also does not experience any wind-up problems as the convergence value is constant throughout the entire 30 second simulation on both parameters. It should be noted that the RLS algorithm is activated 2 seconds after the motor starts running in order to reduce the effects of the transient currents from the motor.
EKF

The last estimator to be tested is the EKF estimator. Here, it is also clear that the estimator works very well both in terms of time and value it converges to. The big overshoot in the beginning is due to the transient currents resulting from the motor dynamics. The values also stay constant during the 30 second simulation. In the resistance estimation, the settling time is around 0.1s and the inductance settles with 0.08s. The accuracy of the estimations are only deviating around 0.6% for the resistance and 0.7% for the inductance.

5.2 sensorless control - No load

This section simulates the motor the same way as it is done in the previous test. The motor runs up to a reference speed of 8500rpm and stays there. However, in this case, the position and speed is estimated by an MRAS position estimator. In figure 5.5, it is seen that there is no difference in how the currents, speed and torque behaves.
compared to the position feedback. There are small errors in the position estimation but this will be treated in section 5.3.1.

![Graphs of dq-currents in ampere (Red: d-current, Blue: q-current), speed in rpm and torque in Nm with sensorless control and no load applied.](image1)

**Figure 5.5:** Graphs of dq-currents in ampere (Red: d-current, Blue: q-current), speed in rpm and torque in Nm with sensorless control and no load applied.

### MRAS

The MRAS estimation works very well with sensorless control as well. The results have an overshoot in the beginning and the convergence is a little slower than the previous test but the results are as expected. The convergence error for both parameters are lower than 0.1% and the convergence time is 10s for the resistance and around 15s for the inductance, which is significantly higher than with the actual position feedback from the motor.

![MRAS estimation with sensorless control. Actual values: Rs = 8.7 \times 10^{-3} \, \Omega, Ls = 1.9 \times 10^{-5} \, H.](image2)

**Figure 5.6:** MRAS estimation with sensorless control. Actual values: $R_s = 8.7 \times 10^{-3} \, \Omega$, $L_s = 1.9 \times 10^{-5} \, H$. 
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The results from the RLS estimator can be seen in figure 5.7. From the graphs it is obvious that in the sensorless case the signals do not converge to the expected value. In the resistance case it is off by a factor bigger than 100. The same thing goes for the inductance, where it too converges after to the wrong value after approximately 10s. This is a case of wind-up problem, where the covariance matrix increases to such extent that the slightest error becomes magnified. It is also caused by the small error in the position and speed estimation, as seen in figure 5.8. There it can be seen that the position error slowly decreases and reaches a value close to zero at around 20s.

![Figure 5.7: RLS estimation with sensorless control. (Red: Actual value, Blue: Estimated) Actual values: \( R_s = 8.7 \times 10^{-3} \, \Omega \), \( L_s = 1.9 \times 10^{-5} \, H \)](image)

![Figure 5.8: Estimation error of speed and position from the MRAS estimator given in mechanical speed \( \omega_r \) (rad/s) and mechanical position \( \theta_r \) (rad)](image)

There can be adjustments made as mentioned in [19]. One of the methods presented to avoid wind-up is to reset the RLS covariance matrix when it increases to large
numbers. By injecting pulses with 1 second intervals to the RLS estimator, and reset each time the pulse goes down to zero, better results can be achieved. This is shown in figure 5.9, where the estimation of the parameters are the value when the pulse is "high". By looking at the graphs, the parameters converge faster when the error in the position estimation goes towards zero. It is also seen that the values of the pulsating RLS estimator gives a result similar to the one in the previous test both in terms of convergence error and convergence time.

![RLS estimation with sensorless control and pulse injection](image)

**Figure 5.9:** RLS estimation with sensorless control and pulse injection. (Red: Actual value, Blue: Estimated) Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H

**EKF**

The Results from the EKF estimator in the sensorless case are in terms of the convergence time around 9s for the resistance and for the inductance it is around 0.07s. The estimation error for the parameters are the same as they are in the previous case. Compared to the convergence time in the position feedback case, this one is slower, which is the case with the rest of the estimators in the sensorless case as well.

![EKF estimation with sensorless control](image)

**Figure 5.10:** EKF estimation with sensorless control. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H
5.3 Test cases

In this section, different test cases are introduced to try and test the estimators at different operating points. This is to ensure the stability and robustness of the estimators when the motor is not running on constant speed with no load applied to it. In real application, this operating point is rarely achieved. The test cases are taken from the previous thesis work, where they were created to emulate the different operating points of the motor. Description of the test cases can also be found in [28]. Further, most of the test cases will use sensorless control scheme since this is how the real application is implemented. However, in test case 8, the MRAS position estimator is not able to handle inductance variation during drive. Therefore, in this case actual position feedback from the motor is used.

5.3.1 Test case 1 - step load

In this simulation, once the motor reaches steady state on the reference speed, a load of 1 Nm is added for 1s and then removed. This repeats every 1.5s. The idea for this test case is to see how the estimators work with load applied periodically on the motor. This is a normal operating point for the motor. In figure 5.11, it is shown how the test case changes the currents and torque. The $i_q$ current switches between 1.78A and 42A when the load is applied, which is also seen in the torque graph. The speed stays at the reference speed of 8500.

![Graphs of dq-currents in ampere (Red: d-current, Blue: q-current), speed in rpm and torque in Nm with test case 1](image)

**Figure 5.11:** Graphs of $dq$-currents in **ampere** (Red: $d$-current, Blue: $q$-current), speed in **rpm** and torque in **Nm** with test case 1
MRAS

As figure 5.12 shows, the MRAS estimation converges to the right value in both resistance and inductance. The convergence time in this case is the same as it is in the previous cases, which gives a steady value at around the 10 second mark. Furthermore, the oscillation of the values are due to the periodic load applied. When a load is applied the $i_q$ current switches the value of 42A from its original value of around 1.78A. Since the estimators uses the current signals to estimate the parameters, this oscillation of could be due to the high changes in currents. Both parameters settles to a value after approximately 11s with an error of less than 0.1%.

![Figure 5.12: MRAS estimation with test case 1. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H](image)

RLS

A pulse is given to the RLS estimator every second the same way as it is done in the previous case. This is done throughout all the test cases as well unless something else is stated. With the RLS algorithm it is obvious that it cannot handle online parameter estimation while it has a load added periodically. Especially when it comes to estimating the resistance. The resistance estimation oscillates first around the value at which it is expected, around resistance value of 0.0087, then when the load is added, the estimated value drops around 30%. This is because the $i_q$ current is changed to a much higher value of 42A. The same result is given in the inductance estimation, although it is not as bad as the resistance. However, it never reaches a convergence state and therefore the results are not sufficiently good.
EKF

The EKF estimator clearly does not work well with the step load estimation. For the first 7 seconds of the simulation, the estimation of the parameters are rather stagnant, however they start to diverge afterwards, which is seen in figure 5.14. This happens in both cases. One way to prevent this is to excite the $i_d$ current, which is one of the inputs to the EKF estimator. This is done due to the fact that the signal provides more information about the system dynamics. The excitation signal could vary in many different ways, in this case the $i_d$ current is chosen to have staircase shape with a frequency of 200Hz and four levels with an amplitude of 0.15A. The $i_d$ current chosen is given below in figure 5.15.

Figure 5.13: RLS estimation with test case 1. (Red: Actual value, Blue: Estimated)
Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H

Figure 5.14: EKF estimation with test case 1. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H
With the implementation of the excitation signal, the results from the EKF can be seen in 5.16. The results are much better even though there are oscillations in the estimation, they are centered around the expected value of both parameters. The resistance settles around 4s and has an error of approximately 2.5% and the inductance settles after 5s with and error of 6%. The resistance estimation overshoots when the currents load is added or removed, but this can be neglected by low-pass filtering the estimation signal. The same thing could be done with the inductance estimation.

5.3.2 Test case 2 - Periodic load

Test case 2 is similar to test case 1. The difference is that the load is added in the shape of a sinusoidal signal with an amplitude of 0.2 Nm. The idea is to show how the estimators work when the load is not constant. Figure 5.17 shows how there is a periodic change in the $i_q$ current as well as in speed and torque.
MRAS

The results from the MRAS estimation show a slight sinusoidal disturbance in the estimation. It is specially visible in the resistance estimation. The current is affected when applying the load, this is the same as in the previous case. Therefore there is a slight disturbance, however it is very small and the estimation converges towards the actual value in both parameters. The settling time for the resistance is 5s and for the inductance it is 10s. The estimation error is 0.5% and 0.1% for the parameters.

Figure 5.17: Graphs of $dq$-currents in ampere (Red: $d$-current, Blue: $q$-current), speed in rpm and torque in Nm with test case 2

Figure 5.18: MRAS estimation with test case 2. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H
RLS

In the case of the RLS with a periodic load, the estimation method does not work. This test case is also simulated with the pulsating RLS method. It is seen that the estimation oscillates when the load is applied, and there is no clear way of determining the estimation value for either resistance and inductance since neither converges properly. The resistance estimation is more noisy due to the excited $i_d$ signal as given in previous section and shown in figure 5.15.

![Figure 5.19: RLS estimation with test case 2. (Red: Actual value, Blue: Estimated)](image)

**Actual values:** $R_s = 8.7 \times 10^{-3} \ \Omega$, $L_s = 1.9 \times 10^{-5} \ H$

EKF

The EKF has no major issue when it comes to estimating the motor parameters with periodic load. Like the other cases, there are small oscillations, which are more prevalent in the resistance case, however, it is deemed negligible for the convergence. The biggest drawback from the EKF is the offset in the convergence value for both parameters. They are slightly higher than the expected values of the parameters. The resistance settles after 0.5s, however the initial estimation after around 2s is not deviating much from the final convergence value. The final convergence value has an error of 3.45%. The inductance settles after 3s with an error of 4.95%.
5.3.3 Test case 3 - Step load in transient state

This test will have a load added to the motor when it is in the transient state. The load is 1Nm and is added when the motor has reached a speed of 4000 rpm. The reference speed is set to 8500 rpm. This shows how the estimators work when there is a disturbance before a steady state has been reached. The load that is added is seen in figure 5.21, where the $i_q$ current has a steady value of 42A after the transient state as well as a constant torque of 1Nm. There is also no overshoot in the speed estimation for this case.

Figure 5.20: EKF estimation with test case 2. Actual values: $R_s = 8.7 \times 10^{-3} \, \Omega$, $L_s = 1.9 \times 10^{-5} \, H$

Figure 5.21: Graphs of dq-currents in ampere (Red: $d$-current, Blue: $q$-current), speed in rpm and torque in Nm with test case 3
MRAS

When it comes to having a load applied in the transient state, there is no major issue on the estimation for the MRAS estimator. Both parameter values converge in the expected time towards the expected value. The transient state of the motor is not long and the controllers that are implemented work very well, thus the load from the start does not affect the estimation convergence. However, because there is a load in the beginning there is a higher current from the motor, thus leading to a higher overshoot in the beginning. The settling time for both parameters in this test is around 17s with an error of less than 0.3%.

![Figure 5.22: MRAS estimation with test case 3. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H](image)

RLS

Because the RLS algorithm only works well when it is in steady state, the test on how it estimates during the transient phase is not applicable for this test. Consequently, this is seen a major drawback of this estimation model.

EKF

In figure 5.23, the EKF performs very well when a load is applied in transient phase. The convergence time is faster than the MRAS estimator and is is more stable. However, the setback is that the value the estimator converges to is slightly higher than the actual value. For the inductance estimation, the error in convergence value is more significant than it is for the resistance. The resistance reaches the final convergence value within 2s with 8% error and the inductance converges after 5s with 9.4% error.
5.3.4 Test case 4 - Start load

This test case will put a load on the motor from the start. It will be the highest possible load applicable for this motor and motor controller. It is determined by the highest possible current. In this test case, there is no difference in the current and torque graphs compared to the previous case. The small difference is that the $i_q$ current is slightly higher to a value of around 50A and the torque settles at around 1.25Nm. There is also a small overshoot in the speed estimation as seen in 5.24.

**Figure 5.24:** Graphs of $dq$-currents in ampere (Red: $d$-current, Blue: $q$-current), speed in rpm and torque in Nm with test case 4
MRAS

In the MRAS case, there is a high overshoot in the transient state of the $R_s$ estimation but it quickly goes down as well. The overshoot in the inductance estimation converges slower but the overall estimation is as expected where both parameters converge around the 15s mark and the estimation error is below 0.3% for both estimations.

![Figure 5.25: MRAS estimation with test case 4. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H](image)

RLS

For the RLS case, there is a big overshoot and big oscillation of the resistance estimation in the transient phase. However, after the transient phase, the convergence of the pulses stabilize and gives appropriate estimations of the resistance. The pulses settle after 0.8s and has an error of 6%. The inductance does not experience the same oscillations and has a constant estimation. The inductance value is also as expected with an error of 3.2%. Settling time is around 1s.

![Figure 5.26: RLS estimation with test case 4. (Red: Actual value, Blue: Estimated) Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H](image)
EKF

The EKF is very fast at converging to the right value on this case. The transient phase does not last long, and they are hardly visible in graphs in figure 5.27. However, the drawback is still that there is an offset in the estimated values by a margin of around 8% for the resistance and 11% for the inductance. Both parameters settle around the 3s mark.

![Graphs](image)

**(a) Resistance $R_s$ ($\Omega$)**

**(b) Inductance $L_s$ ($H$)**

Figure 5.27: EKF estimation with test case 4. Actual values: $R_s = 8.7 \times 10^{-3} \ \Omega$, $L_s = 1.9 \times 10^{-5} \ \Omega$

5.3.5 Test case 5 - Acceleration limit

In this test case there is an acceleration limit put on the system when it is accelerating towards the reference speed. This is done to have a more controlled start-up of the motor. The acceleration speed limit is set to 30000 rpm/s. The acceleration limit gives a small oscillation in the transient phase as seen in both $i_q$ current and the motor torque graphs in figure 5.24, however both settle after around 0.5s. The step up to the speed reference is seen to be slower than previous cases and there is also no overshoot in the step, indicating a more controlled start up.
MRAS

When it comes to acceleration limit, there is no major setback for the MRAS estimator. The resistance and inductance converge towards the actual value within $10^{-15}$ s and the estimation error is lower than 0.1% for both parameters.

![Graphs of dq-currents in ampere (Red: d-current, Blue: q-current), speed in rpm and torque in Nm with test case 5](image)

Figure 5.28: Graphs of $dq$-currents in $\text{ampere}$ (Red: $d$-current, Blue: $q$-current), speed in $\text{rpm}$ and torque in $\text{Nm}$ with test case 5

![Resistance $R_s$ (Ω) and Inductance $L_s$ (H)](image)

(a) Resistance $R_s$ (Ω) (b) Inductance $L_s$ (H)

Figure 5.29: MRAS estimation with test case 5. Actual values: $R_s = 8.7 \times 10^{-5} \Omega$, $L_s = 1.9 \times 10^{-5} \text{H}$

RLS

With an acceleration limit, the RLS estimation has a bigger oscillation in the pulses of the resistance estimation. This can be seen in figure 5.30, on the first four pulses. After that the value stabilizes. The inductance however has a constant estimation
value throughout and is not much affected by the acceleration limit. Both parameters converge to its final value within 1s and the error is around 3% for both cases.

![Graph](image)

Figure 5.30: RLS estimation with test case 5. (Red: Actual value, Blue: Estimated) 
Actual values: \( R_s = 8.7 \times 10^{-3} \, \Omega, \; L_s = 1.9 \times 10^{-5} \, H \)

**EKF**

There is a big overshoot in the transient states of both parameters in the EKF estimation but they go down quickly as well. Under 1s for the resistance and 3s for the inductance. There are no major issues with the parameter estimation in this test case either, but there is still some small offsets in both \( R_s \) and \( L_s \) compared to the actual value. For the resistance case the error is around 1.7% and the inductance is 4.2%.

![Graph](image)

Figure 5.31: EKF estimation with test case 5. Actual values: \( R_s = 8.7 \times 10^{-3} \, \Omega, \; L_s = 1.9 \times 10^{-5} \, H \)

### 5.3.6 Test case 6 - Resistance Variation

In this test case there is change in the value of the resistance after 1.5s in the motor model. The idea is to test the estimators capability to estimate completely different values online. The resistance value is increased by 100%. This is one the most impor-
tant tests for the OPEA’s since it tests the estimation capability. Current, speed and torque are the same as they are section 5.2, see figure 5.32.

**Figure 5.32:** Graphs of $dq$-currents in ampere (Red: $d$-current, Blue: $q$-current), speed in rpm and torque in Nm with test case 6

**MRAS**

It is clear that the MRAS estimator cannot work when there is a step in the resistance value. As seen in 5.33, the convergence value of $R_s$ is still the original value of 0.0087 when it should be the double 0.0174. As for the inductance estimation, it is not affected by the change in the resistance variation and it settles after 18s.

**Figure 5.33:** MRAS estimation with test case 6. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω before 1.5s and $1.74 \times 10^{-2}$ Ω after 1.5s, $L_s = 1.9 \times 10^{-5}$ H

Figure 5.34 shows the MRAS estimation for with position feedback from the motor. There have also been slight changes to the PI parameters of the adaptive law in 3.22.
It is seen that this test case works with position feedback. The convergence time is 0.2s for the resistance and and the error is less than 0.5%. The figure also shows an overshoot of the inductance value after 1.5s. This is when the resistance change occurs. However, the overshoot is smaller than 0.01%, meaning it is negligible.

![Figure 5.34: MRAS estimation with test case 6 and actual position feedback from the motor. Actual values: \( R_s = 8.7 \times 10^{-3} \ \Omega \) before 1.5s and \( 1.74 \times 10^{-2} \ \Omega \) after 1.5s, \( L_s = 1.9 \times 10^{-5} \ \text{H} \)](a) Resistance \( R_s \) (\( \Omega \)) (b) Inductance \( L_s \) (\( \text{H} \))

**RLS**

The RLS estimator, as the other cases, measures the parameters values in pulses. In the first pulse it can be seen that both resistance and inductance values are estimated somewhat correct to the actual value. After 50% the first pulse, the resistance and inductance shoots up. The second pulse and the pulses afterwards are stable and all converge. However, it is noteworthy that although the RLS estimator does react to the change in the resistance value, the convergence value has an offset of 23.5%. The inductance value stabilizes and converges to the right value with a smaller offset of 3%.

![Figure 5.35: RLS estimation with test case 6. (Red: Actual value, Blue: Estimated) Actual values: \( R_s = 8.7 \times 10^{-3} \ \Omega \) before 1.5s and \( 1.74 \times 10^{-2} \ \Omega \) after 1.5s, \( L_s = 1.9 \times 10^{-5} \ \text{H} \)](a) Resistance \( R_s \) (\( \Omega \)) (b) Inductance \( L_s \) (\( \text{H} \))
The EKF is the only estimator that can handle online estimation when the resistance change during drive and with the sensorless control scheme. The convergence times is around 8s for the resistance and 5s for the inductance. Further, the convergence value is almost identical to the actual value with an offset of 1.7% in the resistance and 3.2% in the inductance. There is a small disturbance in the inductance estimation during the resistance change, at 1.5s time mark, but it is negligible for the overall estimation.

![Figure 5.36: EKF estimation with test case 6. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω before 1.5s and $1.74 \times 10^{-2}$ Ω after 1.5s, $L_s = 1.9 \times 10^{-5}$ H](image)

**5.3.7 Test case 7 - Low speed response**

Test case 7 switches the reference speed periodically between 8500rpm and 150rpm. This is to test the low speed response of the estimators and to see if the estimators can handle lower speeds of the motor and variations in speed. In figure 5.37, in the speed graph it is seen that the speed reference is changed every second. When the speed steps up from lower speed to higher, there is a small increase in both $i_q$ current and motor torque. The current increases with 10A for a small moment and the torque increases with 0.25Nm. However, during the step down in speed, there is a big momentous dip in both torque and current to negative values.
MRAS

The MRAS estimator fluctuates and overshoots when the speed switches on both parameter estimations. Although the fluctuations jump quite a bit, they do not vary significantly enough for the result to be deemed faulty. There is an overshoot of around 5\% for the resistance when the speed switching occurs and the values are still relevant. When it comes to the estimation of $L_s$, the jumps are very small and the overshoot has an error of less than 0.1\%. The estimation error overall for the resistance is around 1.9\% and less than 0.1\% for the inductance.

Figure 5.38: MRAS estimation with test case 7. Actual values: $R_s = 8.7 \times 10^{-3} \, \Omega$, $L_s = 1.9 \times 10^{-5} \, H$
**RLS**

The RLS estimator is very bad at handling low speed responses and the constant switching as well. Both in terms of resistance and inductance estimation, the result oscillate and overshoot at a very high amplitude of more than 100% for the resistance and around 17% for the inductance. This makes it quite hard to have a proper reading on the estimation. The resistance values also oscillates around the wrong value which makes it hard to low pass filter the signal as well. The inductance value shows no significant way either on proper readings.

![Figure 5.39: RLS estimation with test case 7. (Red: Actual value, Blue: Estimated)](image)

Actual values: $R_s = 8.7 \times 10^{-3} \ \Omega$, $L_s = 1.9 \times 10^{-5} \ H$

**EKF**

The EKF is relatively bad at estimating parameters on this case. There are big overshoots that occur when the switching takes place, and the there are small oscillations in the $R_s$ estimation as well. Although there is a certain offset as well in both parameters, by low pass filtering the estimations, relevant parameter value can be read. For the resistance estimation the convergence value is reached around 2s with an error of 20%. The inductance settles after 0.5s with an error of 21%.

![Figure 5.40: EKF estimation with test case 7.](image)

Actual values: $R_s = 8.7 \times 10^{-3} \ \Omega$, $L_s = 1.9 \times 10^{-5} \ H$
5.3.8 Test case 8 - Inductance variation

In this test case, the inductance is increased by 100% after 1.5s. This test case shows how the well the estimators can give an updated value of the inductance. An increase of 100% is very high, and practically never occurs. A more realistic case would be an inductance change of around ±20%. However, 100% change is done in order to test the robustness of the estimators. A load is also applied from the start of the simulation to excite the system.

Further, it is seen in figure 5.41, that the MRAS position estimator cannot handle the inductance change. After 1.5s the speed error oscillates between a value of around 0.1 and the position estimator oscillates with an amplitude of around 0.5, with a constant offset of −2. This has not been the situation in previous test cases, therefore for this test case, actual position feedback is used in order to show how well the estimators perform.

Moreover, current, speed and torque behaves the same way as it does in test case 4 with the difference being that there is a small disturbance when in the inductance value is changed. However, this disturbance is only momentarily.

![Figure 5.41](image)

**Figure 5.41:** Estimation error of speed and position from the MRAS estimator with a change in the inductance. Speed error in mechanical speed $\omega_r$ (rad/s) and position error in mechanical position $\theta_r$ (rad)
In test case 6, it is seen that with sensorless control, the resistance value does not update online. The same situation occurs for the inductance estimation. Thereby, for this test case, the MRAS estimators is using the actual position feedback. The resistance value has an overshoot of 210% relative to the actual value when the inductance change occurs. However, the resistance value settles again after 0.7s and only has an error of less than 0.1%. The same accuracy is the case with the inductance estimation and the settling time is around 1.5ms.

Figure 5.43: MRAS estimation with test case 8. Actual values: $R_s = 8.7 \times 10^{-3}$ Ω, $L_s = 1.9 \times 10^{-5}$ H before 1.5s and $3.8 \times 10^{-4}$ after 1.5s
RLS

For the RLS estimation with inductance change, the resistance estimation is off by 1300% after 10s simulation. This indicates that the RLS estimator cannot handle online estimation with inductance change. Even during the initial convergence at time mark 1.5s, the estimation error is around 800%. Because the resistance estimation is off by this margin, it would not help to give a pulsating signal to the estimator as it is done in previous cases. It is also due to the fact that the initial convergence value after the inductance change is a negative value.

The inductance estimation however converges to the right value, with an offset of around 3%, however the settling time is around 10s.

![RLS estimation](image)

**Figure 5.44:** RLS estimation with test case 8. (Red: Actual value, Blue: Estimated)

Actual values: \( R_s = 8.7 \times 10^{-3} \) \( \Omega \), \( L_s = 1.9 \times 10^{-5} \) \( H \) before 1.5s and \( 3.8 \times 10^{-4} \) after 1.5s

EKF

The EKF algorithm works well with the inductance change during operation. The estimated inductance value settles after around 3s with an error of less than 0.01% with the sensorless case. This is seen in figure 5.45. However, the resistance value also changes and gets an error of around 150%. Comparing this result with figure 5.46, the inductance value gets updated in the same way as in the sensorless case but the resistance value stays the same and only has an estimation error of 1.76%.
Figure 5.45: EKF estimation with test case 8 and sensorless control. Actual values: $R_s = 8.7 \times 10^{-3} \, \Omega$, $L_s = 1.9 \times 10^{-5} \, H$ before 1.5s and $3.8 \times 10^{-4}$ after 1.5s

Figure 5.46: EKF estimation with test case 8 and position feedback from the motor. Actual values: $R_s = 8.7 \times 10^{-3} \, \Omega$, $L_s = 1.9 \times 10^{-5} \, H$ before 1.5s and $3.8 \times 10^{-4}$ after 1.5s

5.4 Summary tables

Below are the results of the estimators and the test cases presented in table form. For each OPEA there are two tables, one for the estimation error of the test cases and a second one for the convergence time. The results will further be discussed and analyzed in chapter 6.

MRAS

Table 5.1: Table of results from the test cases of the MRAS estimation with error percentages. *position feedback
Table 5.2: Table of results from the test cases of the MRAS estimation with the convergence time. *position feedback

<table>
<thead>
<tr>
<th>Test Cases</th>
<th>MRAS</th>
<th>Working</th>
<th>$R_s$ conv. time</th>
<th>$L_s$ conv. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - Step Load</td>
<td>Yes</td>
<td>11s</td>
<td>11s</td>
<td></td>
</tr>
<tr>
<td>2 - Periodic Load</td>
<td>Yes</td>
<td>5s</td>
<td>10s</td>
<td></td>
</tr>
<tr>
<td>3 - Transient Load</td>
<td>Yes</td>
<td>17s</td>
<td>&lt; 17s</td>
<td></td>
</tr>
<tr>
<td>4 - Start Load</td>
<td>Yes</td>
<td>15s</td>
<td>&lt; 15s</td>
<td></td>
</tr>
<tr>
<td>5 - Acceleration Limit</td>
<td>Yes</td>
<td>&lt; 15s</td>
<td>&lt; 17s</td>
<td></td>
</tr>
<tr>
<td>6 - Resistance Variation</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>7 - Low Speed</td>
<td>Yes</td>
<td>1.9s</td>
<td>&lt; 0.1</td>
<td></td>
</tr>
<tr>
<td>8 - Inductance Variation*</td>
<td>Yes</td>
<td>0.1s</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: Table of results from the test cases of the RLS estimation with error percentages. *position feedback

<table>
<thead>
<tr>
<th>Test Cases</th>
<th>RLS</th>
<th>Working</th>
<th>$R_s$ Error %</th>
<th>$L_s$ Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - Step Load</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>2 - Periodic Load</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>3 - Transient Load</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>4 - Start Load</td>
<td>Yes</td>
<td>6.0</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>5 - Acceleration Limit</td>
<td>Yes</td>
<td>3</td>
<td>3.16</td>
<td></td>
</tr>
<tr>
<td>6 - Resistance Variation</td>
<td>Yes</td>
<td>23.56</td>
<td>3.16</td>
<td></td>
</tr>
<tr>
<td>7 - Low Speed</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>8 - Inductance Variation*</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 5.4: Table of results from the test cases of the RLS estimation with the convergence time. *position feedback
<table>
<thead>
<tr>
<th>Test Cases</th>
<th>RLS</th>
<th>Working</th>
<th>Rs conv. time</th>
<th>Ls conv. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - Step Load</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>2 - Periodic Load</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>3 - Transient Load</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>4 - Start Load</td>
<td>Yes</td>
<td>0.8s</td>
<td>1s</td>
<td></td>
</tr>
<tr>
<td>5 - Acceleration Limit</td>
<td>Yes</td>
<td>0.7s</td>
<td>1s</td>
<td></td>
</tr>
<tr>
<td>6 - Resistance Variation</td>
<td>Yes</td>
<td>&lt; 0.1s</td>
<td>0.8s</td>
<td></td>
</tr>
<tr>
<td>7 - Low Speed</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>8 - Inductance Variation*</td>
<td>No</td>
<td>n/a</td>
<td>n/a</td>
<td></td>
</tr>
</tbody>
</table>

**EKF**

**Table 5.5:** Table of results from the test cases of the EKF estimation with error percentages. *position feedback

<table>
<thead>
<tr>
<th>Test Cases</th>
<th>EKF</th>
<th>Working</th>
<th>Rs Error %</th>
<th>Ls Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - Step Load</td>
<td>Yes</td>
<td>2.5</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>2 - Periodic Load</td>
<td>Yes</td>
<td>3.45</td>
<td>4.95</td>
<td></td>
</tr>
<tr>
<td>3 - Transient Load</td>
<td>Yes</td>
<td>8.0</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>4 - Start Load</td>
<td>Yes</td>
<td>8.0</td>
<td>11.0</td>
<td></td>
</tr>
<tr>
<td>5 - Acceleration Limit</td>
<td>Yes</td>
<td>1.72</td>
<td>4.2</td>
<td></td>
</tr>
<tr>
<td>6 - Resistance Variation</td>
<td>Yes</td>
<td>1.7</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>7 - Low Speed</td>
<td>Yes</td>
<td>20.7</td>
<td>21.05</td>
<td></td>
</tr>
<tr>
<td>8 - Inductance Variation*</td>
<td>Yes</td>
<td>1.67</td>
<td>&lt; 0.01</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.6:** Table of results from the test cases of the EKF estimation with the convergence time. *position feedback

<table>
<thead>
<tr>
<th>Test Cases</th>
<th>EKF</th>
<th>Working</th>
<th>Rs conv. time</th>
<th>Ls conv. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 - Step Load</td>
<td>Yes</td>
<td>4s</td>
<td>5s</td>
<td></td>
</tr>
<tr>
<td>2 - Periodic Load</td>
<td>Yes</td>
<td>0.5s</td>
<td>3s</td>
<td></td>
</tr>
<tr>
<td>3 - Transient Load</td>
<td>Yes</td>
<td>2s</td>
<td>5s</td>
<td></td>
</tr>
<tr>
<td>4 - Start Load</td>
<td>Yes</td>
<td>3.5s</td>
<td>3s</td>
<td></td>
</tr>
<tr>
<td>5 - Acceleration Limit</td>
<td>Yes</td>
<td>11s</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>6 - Resistance Variation</td>
<td>Yes</td>
<td>8.5s</td>
<td>5s</td>
<td></td>
</tr>
<tr>
<td>7 - Low Speed</td>
<td>Yes</td>
<td>2s</td>
<td>0.5s</td>
<td></td>
</tr>
<tr>
<td>8 - Inductance Variation*</td>
<td>Yes</td>
<td>1.5s</td>
<td>3.5s</td>
<td></td>
</tr>
</tbody>
</table>
6 Discussion

This chapter comments on the results and gives an analysis of how to interpret the results. It also touches on the matter of how well the initial questions have been answered as well as how to improve results in future work

General discussion

The simulations of the different estimators showed how well the resistance and the inductance could be estimated. It is made very clear that the actual position feedback control scheme had the definite better overall convergence capability, both in terms of convergence value and the convergence time. It is also interesting to note that for this case, the MRAS estimator did not show any difference between the estimated value and actual value. This is because the simulation is dependent on a model of the motor which will act as an ideal model. Both the plant model and the adaptive model in the MRAS ”box” in the simulation are the same. It is therefore hard to emulate real life application of the MRAS estimation for the position feedback case. The RLS estimation works very well with the position feedback control. The convergence time is almost negligible, and the value is reached instantly. This is the case for both $R_s$ and $L_s$. The error in resistance estimation is only 1.3% and for the inductance it is only 0.2%. It is the same thing with the EKF as with the RLS. A very fast convergence time and a value very close to the actual value with almost no error.

Comparing the position feedback case to the sensorless case, both MRAS and the EKF converge to very good values on both parameters, though at a much slower time. The speed and position error caused by the MRAS position estimator in the sensorless case, as seen in 5.8, could be a factor in why the values converge slower. The same thing happens for the RLS case, the pulses converge to a more stable and accurate value after some seconds. When the position error of the MRAS estimator goes to zero, the estimation values of all parameter estimator reach a steady state and a value closer to the actual value.

Test cases - convergence time and estimation error

Table 5.1 to table 5.6 summarise how well each OPEA’s worked with each test case in terms of estimation error and convergence time. The table’s are the results from the sensorless control scheme on test cases 1 – 7 and actual position feedback on test case 8.

The results from the test cases of the MRAS estimation scheme shows that it handles all the test cases expect the one where the resistance value is changed during operation. This is a crucial test to pass in order to be deemed a reliable parameter estimator. The
adaptive law for the resistance given in 3.22 shows that the adaptive law determines the resistance estimation based on the initial value of the resistance and the error in the current estimations.

Comparing this to test case 6 with position feedback from the motor, it is seen that the resistance estimation works very well. This means that the MRAS OPEA is not working for the case with MRAS position estimator. One of the factors for this error could be due to the slow diminishing of the position error from the estimator, as given in 5.8. However, actual position feedback from the motor is not always feasible, which means that a better position estimator could improve the results of the MRAS parameter estimator.

Further, it is also noteworthy that the estimation errors are very small for the test cases where the MRAS model work. This shows that it is performing good in conditions where there are disturbances and load applied during operation of the motor. One of the major benefits of the MRAS model is that it operates well during low speed, and the estimation error of the resistance is only around 1.9%. This can be compared to the EKF which has an error in that test case of around 20%. The RLS cannot handle this case at all.

Moreover, when it comes to the RLS case it is not very good at estimating the parameters in this sensorless application. There are many important test cases that it cannot handle and the results are not sufficiently good for the result to be handled. One interesting case that it handles is test case 6 where it does switch to a higher resistance value, but it has an estimation error of around 23%, which is far too high for the estimation to be deemed sufficiently good. One of the different approaches that can be taken in the RLS scheme is to try different solutions to the wind-up problem. In this thesis, the idea was to estimate the parameters in pulses, and only when the motor is at some sort of steady state. The pulses also reset the covariance matrix each time, which consequently leads to new estimations being done every pulse. The choice of forgetting factor can be varied in many different ways as well. In this case the forgetting factor was chosen with trial and error, which is not always the best case. There could be a better forgetting factor choice for the test cases to succeed and for the errors to be lower. In addition, there are other excitation signals that can be chosen for the RLS estimator. In this case, the signal injected into the $i_d$ current is in a stair case shape, which was deemed to be the best one for this case. However, there are other types of signals as well that could be tested.

Furthermore, the EKF estimator is the only one that handles all the test cases and achieves satisfactory result. Although this comes at a price of larger errors in both resistance and inductance estimation. It is also very high for test case 7, which means that the EKF is not suitable for conditions in lower speed. Although, a major factor why this is not working is because the $i_d$ current switches to negative values when the speed is lowered. The current at the peak of the switch reaches value of negative 60A. One way to reduce this error could be to filter the current signals, however it is not clear exactly how this should be done as the filtration could impact the other test cases as well. Moreover, a major factor that speaks for the EKF is that it handles test case 6 very well with sensorless control with minor errors in both resistance and inductance. Here as well, the choice of excitation signal gives different results for each
test case. Although, by simulation results, the chosen excitation signal gives the best overall results it is not proven to be the best one.

Summary

To summarise, In terms of how feasible the estimation algorithms are for this PMSM application, both the EKF and MRAS show promising results. They work in various different test cases and they converge rather well to the given parameters. However, for the MRAS estimator, it is not working well with the sensorless case on the test cases with parameter variations. This is a major drawback of the estimator. Although with position feedback, the results for the MRAS estimations were very accurate. As stated above, a better position estimator could improve the MRAS parameter estimator, but it is nonetheless not working in this case.

Moreover, to contrast the EKF and MRAS to the RLS, it has a hard time at reaching reasonable results for all the test cases. It also has wind-up problems that are hard to solve for the operating points that this motor experiences. It is also seen that the RLS has a much better estimation result when it comes to the regular control scheme and not the sensorless one. This shows that it is not applicable for this case.

Furthermore, the convergence time for the EKF and the MRAS are good, although they perform much better at the regular scheme than the sensorless case. However, in general the simulations show that the EKF has a much better convergence time than the MRAS, but this as seen in table 5.5, comes at the price of larger error percentage compared to the MRAS.

The third question that needed to be investigated is how hard they are to implement and what are the different estimators computation complexity. Since this thesis has not made a deep research in the computation of the estimators, they are classified on a very basic level. They are categorized in a simple three level categorization; low, medium and high. Since the RLS does not handle the test cases well, it should not be considered, however it has a medium computational complexity. The MRAS thrives on its simplicity and the simple design it is implemented with, therefore it has the least computational burden on the processing unit, thereby giving it the categorization of low. To contrast that to the EKF, it is the most computationally heavy estimation method of them all, meaning category high, but it is also the most robust one in terms of how well it handles the test cases. Thereby it should be taken into consideration when choosing estimation method.

For the purpose of the motor in this thesis, the EKF seems like the most suitable OPEA to be implemented, given the robustness of it and the capability of handling different test cases. However, it should be noted that there are many more factors that can affect the estimation process in practical implementation. This thesis only simulates the OPEA’s and factors such as sampling frequency are not investigated, which affects the dynamics and bandwidth.
7  Conclusion & future work

In this chapter the work done in this thesis is concluded and wrapped. Some points for future work is also included that can improve this work.

Conclusion

The aim of this thesis is to investigate different parameter estimation algorithms and to simulate selected few of them. The investigation is based on three main points; What different type of OPEA’s are available, how well and fast do the converge to the estimated values and how computationally complex are they. These questions are further explored in chapter 5 and 6.

Chapter 2 introduces the general theory behind the PMSM and the FOC control system. The difference between the sensorless control and the position feedback control is also explained. Moreover the mathematical model of the PMSM is explained as well as the different transforms used to get to $dq$ coordinates.

Further, chapter 3 introduces different OPEA’s and gives a general theory of how they work and how they are implemented along with the mathematical model of them. A brief introduction of other OPEA’s than the simulated ones is also presented. An evaluation of which OPEA’s to simulate is also given.

Chapter 4 explains the simulation process and how all the components are built in the Simulink environment. The parameters for every model and the modelling structure is also presented.

Results from the simulation and all the different test cases are presented in chapter 5 and they are further commented on and analyzed in chapter 6.

Based on the analysis presented in chapter 6, the OPEA that is deemed most suitable for this motor is the extended kalman filter. This is because it handles different operating points of the motor and is the only that is robust enough to work for all the test cases.

Future work

Future work, that builds upon this thesis, is to investigate the different OPEA’s in a simulation environment where noise and disturbance is added. It is also interesting to investigate the OPEA’s in an experimental setup and to test it on the actual motor. This thesis focuses on models and model based simulation. Real applications are prone to deviate from models and both noise and disturbance can be major factors that limit
the OPEA’s.

Further, it should be investigated more thoroughly how to implement the OPEA’s in a DSP and how computationally heavy the calculations are for each OPEA. It is beneficial to quantify the computation time in order to better understand the algorithms and if they can be tweaked for certain operational points on the motor.
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