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Abstract

This thesis work was aimed to investigate dynamical processes in atoms and
molecules on ultrafast time scales initiated by absorption of light in the extreme
ultraviolet (XUV) regime. In particular, photoionization and photodissociation
have been studied using pump­probe techniques involving ultrafast laser pulses.
Such pulses are generated using either high­order harmonic generation (HHG) or
free­electron lasers (FELs).

The work of this thesis consists to a large extent in the development and appli­
cation of a light source, enabling intense XUV attosecond pulses using HHG. In
a long focusing geometry, a high­power infrared laser is frequency up­converted
so as to generate a comb of high­order harmonics. An important aspect was the
study of the spatial and temporal properties of the generated light pulses in order
to gain control of their influence on the experiment. Combining theoretical and
experimental results, the effect of the dipole phase on properties of high­order har­
monics was explored, along with a metrological series of studies on the harmonic
wavefront and the properties of the focusing optics used.

Further, the HHG light source was employed to investigate photoionization. In­
dividual angular momentum channels involved in the ionization were character­
ized using two­photon interferometry in combination with angle­resolved pho­
toelectron detection. A method is applied allowing the full determination of
channel­resolved amplitudes and phases of the matrix elements describing the
single­photon ionization of neon.

Finally, the process of photodissociation was investigated using light pulses gen­
erated via both HHG and FELs. The dissociation dynamics induced by multiple
ionization of organic molecules were studied. Correlation techniques were used
to unravel the underlying fragmentation dynamics, and additionally, pump­probe
experiments provided insights into the time scales of the (pre­)dissociation dynam­
ics.
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Popular Science Summary

The aim of the following work is to get a glimpse into time scales, which rarely
allow insights. An electron is released from an atom. A molecule breaks into its
components. A chemical reaction impacts our environment. Investigated down
to the smallest detail and yet, it is often difficult for us to control such processes or
to imitate them. In order to gain control, motions of the smallest of particles must
be observed and understood. The challenge is to resolve the speeds such processes
bring with them. In the next paragraphs, I will try to explain this in a few simple
sentences.

Atomos. In Greek philosophy, considerations arose as to whether matter consists
of a continuum that can be divided endlessly, or whether there is an elementary
particle that cannot be split. In the 5th century BC, the word átomos (Greek for
indivisible) appeared for the first time, formulated by Leucippus and his student
Democritus. The existence of such particles and their structure, made up of a
core and a shell, was experimentally proven at the beginning of the 20th century
and described by Ernest Rutherford in his well­known atomic model. At the same
time, however, the indivisibility was refuted by the discovery of ionizing radiation.

The electron in motion. The release of an electron from an atom exposed to light
is called photoionization, which was first quantitatively explained by the photo­
electric effect described by Albert Einstein. Energy in the form of a photon is
transferred to the atom, which allows the electron to overcome the binding energy
of the atomic compound. Any excess energy is converted into velocity given to
the electron making it possible for it to move away from the atom. Shortly after
Einstein’s elucidation of the photoelectric effect, quantum theory explained that
such a process only takes place in certain portions of energy, which means that
the electron is released only into specific states. To date, research has largely un­
derstood which particles and fields play a role before and after photoionization.
The atomic structure can to a great extent be studied using photoionization. What
remains an unsolved mystery are the time scales of the process. How long does it
take for an electron to leave an atom? What does the speed of the process depend
on? Do all the electrons leave the atom with the same velocity?

The atom in motion. Similar questions can be asked when exploring the interac­
tions between atoms. When several atoms are bound together, they form a com­
pound, which is referred to as a molecule. In chemistry, many reactions involve
breaking and re­creating such bonds between the atoms of a molecule. Often, it
is understood which components are present at the beginning and at the end of a
reaction. The exciting question is how exactly and on what time scales the reaction
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takes place. Why does a molecule break apart in one place, but not another? How
quickly does a molecule break apart and which fractions receive how much energy?
Once again, the distribution of the electrons in the molecular compound, as well
as the motion of these during (or shortly before) a reaction, play an important role.

Magnifying time. In theoretical considerations, it has been shown that such elec­
tron motions take place on time scales that are significantly faster than the human
eye can see or slow­motion cameras can resolve. Electrons often move within at­
toseconds, which correspond to 0.000000000000000001 seconds. In order to
resolve motions on these time scales, tools that operate in comparably short time
scales are required. Similar to a video camera, which uses a mechanical shutter
to illuminate a film at regular intervals, it is possible to generate light pulses that
are no longer than a few hundred attoseconds. The generation of such pulses is
achieved by overlapping light waves of different colors. This superposition leads
to a cancellation of the waves at almost all points in time, and for only an ultra­
short moment (a few 100 attoseconds) they all add up to one large wave forming a
light pulse. The different colors are generated as overtones of a fundamental wave,
which is why the process is referred to as high­order harmonic generation. In order
to make use of these attosecond pulses for the ’filming’ of electrons, the atoms or
molecules are illuminated with the light pulses triggering an ionization or reaction.
Shortly after, a second light pulse is used to see where the electron is located and
how fast it moves. This process is repeated frequently with a varying delay between
the two pulses, which gives the method its temporal resolution.

On the one hand, the focus of my work has been the technique described above,
which we applied in various experiments throughout the project, both in atoms
such as neon and helium, as well as in molecules such as the diamondoid adaman­
tane or polycyclic aromatic hydrocarbons. On the other hand, the method of
high­order harmonic generation itself has been part of my research. Its investi­
gation and further developments have led to many of my publications and thus
advancements in the field.
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Populärvetenskaplig Sammanfattning

Målet med detta arbete är att få en inblick i tidsskalor som oftast inte låter sig
observeras. En elektron frigörs från en atom. En molekyl splittras upp i sina be­
ståndsdelar. En kemisk reaktion påverkar vår miljö. Trots att de är undersökta in i
minsta detalj är det ofta svårt för oss att kontrollera sådana processer eller imitera
dem. För att kunna göra det måste de minsta partiklarnas rörelser observeras och
förstås. Utmaningen är att följa med i de hastigheter som sådana processer medför.
Här nedan kommer jag att försöka förklara mitt arbete med hjälp av några korta
stycken.

Atomos. I grekisk filosofi diskuterades huruvida materia består av ett kontinuum
som kan delas i oändligt små delar eller om det finns en elementär partikel som
inte kan delas. På 500­talet f.Kr. formulerade Leucippus och hans student De­
mocritus för första gången ordet átomos (grekiska för odelbar). Förekomsten av
sådana partiklar och deras struktur, bestående av en kärna och ett skal, bevisades
på experimentell väg i början av 1900­talet och beskrevs av Ernest Rutherford i
hans välkända atommodell. Under samma tid motbevisades emellertid odelbarhe­
ten genom upptäckten av joniserande strålning.

Elektronen i rörelse. När en elektron frigörs från en atom med hjälp av ljus, kal­
las detta fotojonisation, vilket först förklarades kvantitativt med den fotoelektris­
ka effekten som beskrevs av Albert Einstein. Energi i form av en foton överförs
till atomen, vilket tillåter elektronen att övervinna dess bindningsenergi. All över­
skotts energi omvandlas till hastighet hos elektronen vilket gör att den rör sig bort
från atomen. Strax efter Einsteins förklaring av den fotoelektriska effekten visade
kvantteorin att en sådan process endast sker för vissa mängder energi, vilket inne­
bär att elektronen släpps ut i specifika tillstånd. Hittills har forskningen till stor
del förstått vilka partiklar och fält som har betydelse före och efter fotojonisation.
Atomstrukturen kan i stor utsträckning studeras med hjälp av fotojonisation. Det
som förblir ett olöst mysterium är processens tidsskalor. Hur lång tid tar det för
en elektron att lämna en atom? Vad beror processens hastighet på? Lämnar alla
elektroner atomen med samma hastighet?

Atomen i rörelse. Liknande frågor kan ställas när man tittar på interaktionen mel­
lan atomer. När flera atomer är sammanbundna bildar de en förening som kallas
för en molekyl. I kemi innebär många reaktioner att sådana bindningar mellan
atomer i en molekyl bryts och återskapas. Oftast förstår man vilka komponen­
ter som finns i början och i slutet av en reaktion. Den spännande frågan är exakt
hur och på vilken tidsskala reaktionen sker. Varför bryts en molekyl på ett ställe,
men inte på ett annat? Hur snabbt bryts en molekyl isär och hur mycket energi
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får dess olika delar? Återigen spelar fördelningen av elektronerna i den molekylära
föreningen, liksom rörelsen hos dessa under (eller strax före) en reaktion, en viktig
roll.

Förstora tiden. I teoretiska överväganden har det visat sig att sådana elektronrö­
relser sker på tidsskalor som är betydligt snabbare än det mänskliga ögat kan se
eller slowmotion­kameror kan fånga på bild. Elektroner rör sig ofta inom någon
så kallade attosekunder, vilket motsvarar 0.000000000000000001 sekunder. För
att kunna studera rörelser på dessa tidsskalor behövs verktyg som fungerar på lika
korta tidsskalor. Likt en videokamera som använder en mekanisk slutare för att be­
lysa en film med jämna mellanrum, kan ljuspulser genereras som inte är längre än
några hundra attosekunder. Genereringen av sådana pulser uppnås genom att ljus­
vågor i olika färger kombineras. Denna kombination leder till att vågorna släcker
ut varandra vid nästan alla tidpunkter, endast under ett ultrakort ögonblick (några
hundra attosekunder) läggs vågorna samman till en enda stor våg som bildar en
ljuspuls. De olika färgerna genereras som övertoner av en grundfärg, varför proces­
sen kallas generering av höga övertoner. Dessa attosekundpulser används sedan för
att filma”elektroner. Det görs genom att belysa atomerna eller molekylerna med
ljuspulserna, vilket utlöser en jonisation eller en reaktion. Strax därefter används
en andra ljuspuls för att se var elektronen befinner sig och hur snabbt den rör sig.
Denna process upprepas med varierande fördröjning mellan de två pulserna, vilket
ger metoden dess tidupplösning.

Fokus för mitt arbete har dels varit tekniken som beskrivs ovan, vilken vi använde
i åtskilliga experiment, både i atomer som neon och helium, och i molekyler som
diamantoiden adamantan eller polycykliska aromatiska kolväten. Dessutom var
även själva metoden för generering av höga övertoner en del av min forskning.
Undersökningen och vidareutvecklingen av metoden har lett till många av mina
publikationer och därmed framsteg inom området.
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Populärwissenschaftliche Zusammenfassung

Das Ziel der folgenden Arbeit ist es, in Zeitskalen einzutauchen, in die man sel­
ten einen Einblick bekommt. Eine chemische Reaktion verändert unsere Umwelt.
Ein Molekül zerfällt in seine Bestandteile. Ein Elektron löst sich aus einem Atom.
Erforscht bis ins kleinste Detail und trotzdem fällt es uns häufig schwer, solche Pro­
zesse zu kontrollieren oder sogar zu imitieren. Um diese Kontrolle zu gewinnen,
müssen die Bewegungen kleinster Teilchen beobachtet und verstanden werden. In
den nächsten Absätzen werde ich versuchen, dies in ein paar einfachen Sätzen zu
erklären.

Atomos. Schon in der griechischen Philosophie wird die Frage gestellt, ob Ma­
terie aus einen Kontinuum besteht, welches beliebig häufig zerteilbar ist, oder ob
es ein elementares Teilchen gibt, welches sich nicht spalten lässt. Im 5. Jahrhun­
dert v. Chr. wird zum ersten Mal das Wort átomos (griechisch unzerschneidbar)
erwähnt, formuliert von Leukipp und seinem Schüler Demokrit. Dass dieses Teil­
chen existiert und aus einem Kern und einer Hülle aufgebaut ist, wurde Anfang
des 20. Jahrhunderts experimentell erwiesen und von Ernest Rutherford in seinem
bekannten Atommodell beschrieben. Im gleichen Zuge wurde die angenommene
Unteilbarkeit jedoch durch die Entdeckung von ionisierender Strahlung widerlegt.

Das Elektron in Bewegung. Das Auslösen eines Elektrons aus dem Atom durch
Licht wird als Photoionisation bezeichnet, welche erstmalig quantitativ durch den
von Einstein beschriebenen Photoeffekt erklärt wurde. Hierbei wird dem Atom
Energie in Form eines Photons zugeführt, welche auf ein Elektron übertragen wird
und es diesem erlaubt, die Bindungsenergie des Atomverbundes zu überwinden.
Das Elektron wandelt jegliche überschüssige Energie in Geschwindigkeit um und
entfernt sich so von dem Atom. Kurz nach Einsteins Erklärung des Photoeffekts
wurde durch die Quantentheorie ergänzt, dass dieser Prozess nur in bestimmten
Energieportionen stattfindet, was bedeutet, dass das frei gewordenen Elektron sich
in ganz bestimmte Zustände begibt. Bis zum heutigen Tag hat die Forschung zu
einem großen Teil verstanden, welche Teilchen und Felder vor und nach der Pho­
toionisation eine Rolle spielen und wie sich Energien verhalten und umwandeln.
Was ein ungelöstes Rätsel bleibt, ist die zeitliche Komponente dieses Prozesses.
Wie lange dauert es, bis ein Elektron das Atom verlassen hat? Wovon hängt die
Geschwindigkeit des Prozesses ab? Verlassen alle Elektronen das Atom mit der
gleichen Geschwindigkeit?

Das Atom in Bewegung. Ähnliche Fragen können gestellt werden, wenn man die
Wechselwirkung zwischen Atomen untereinander betrachtet. Binden sich mehre­
re Atome zu einem Verbund zusammen, spricht man von einem Molekül. In der
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Chemie gehen viele Reaktionen mit dem Auflösen und Neuerschaffen von Bin­
dungen zwischen den Atomen eines Moleküls einher. Häufig ist hierbei genau
bekannt, welche Bestandteile am Anfang und am Ende einer Reaktion stehen.
Spannend ist die Frage, wie genau und auf welchen Zeitskalen diese Reaktion ab­
läuft. Warum bricht ein Molekül an einer Stelle auseinander, an einer anderen
aber nicht? Wie schnell zerteilt sich ein Molekül und welches Bruchteil bekommt
wieviel Energie? Auch hier spielt die Verteilung der Elektronen im Atomverbund,
sowie die Bewegung dieser während (bzw. kurz vor) einer Reaktion, eine bedeu­
tende Rolle.

Zeitlupe. In theoretischen Überlegungen konnte gezeigt werden, dass die be­
schriebenen Prozesse auf Zeitskalen stattfinden, welche deutlich schneller sind,
als dass sie mit dem menschlichen Auge oder sogar Zeitlupenkameras aufgelöst
werden könnten. Elektronen bewegen sich häufig innerhalb sogenannter Atto­
sekunden, was 0,000000000000000001 Sekunden entspricht. Um Bewegungen
auf diesen Zeitskalen auflösen zu können, benötigt man Messinstrumente, die
ebenfalls in diesen Zeitskalen operieren. Ähnlich einer Videokamera, die mecha­
nische Klappen benutzt, um in regelmäßigen Abständen einen Film zu beleuchten,
können Lichtpulse erzeugt werden, die nicht länger als einige 100 Attosekunden
kurz sind. Die Erzeugung dieser Pulse wird durch die Überlagerung verschiede­
ner Lichtwellen mit unterschiedlichen Farben erreicht. Diese Überlagerung führt
dazu, dass die Wellen sich zu fast allen Zeitpunkten auslöschen, nur in den ge­
nannten wenigen 100 Attosekunden addieren sich alle zu einer großen Welle auf.
Die verschiedenen Farben werden hierbei als Obertöne einer Grundschwingung
erzeugt, weshalb der Prozess als die Erzeugung von Höheren Harmonischen be­
zeichnet wird. Um nun diese Attosekundenpulse zum ’Filmen’ von Elektronen
nutzen zu können, werden die zu untersuchenden Atome oder Moleküle mit den
Lichtpulsen beschossen und somit eine Ionisation oder Reaktion ausgelöst. We­
nige Zeit später wird ein zweiter Lichtpuls benutzt, um zu schauen wo sich das
Elektron befindet und wie schnell es sich bewegt. Dieser Prozess wird häufig wie­
derholt, wobei der zeitliche Abstand zwischen den zwei Pulsen variiert wird, um
den zeitlichen Prozess aufzulösen.

Im Fokus meiner Arbeit steht zum einen die eben beschriebene Technik zur Erfor­
schung von Atomen und Molekülen. Diese wurde während meiner Forschungs­
zeit in verschiedenen Experimenten angewendet, sowohl in Atomen wie Neon
und Helium, als auch in Molekülen wie dem Diamantoid Adamantan oder Po­
lycyclischen aromatischen Kohlenwasserstoffen. Zum anderen war die Methode
der Erzeugung Höherer Harmonischer Teil meiner Forschung. Die Untersuchung
und Weiterentwicklung dieser hat zu vielen meiner Veröffentlichungen geführt.
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Chapter 1

Introduction

The interaction between light and matter is one of the fundamental processes be­
hind chemical and biological transformations. Studying the basic principles be­
hind such interactions allows us to understand and eventually control them. One
of these basic interactions is photoionization, where the energy of a photon is trans­
ferred to an atom or a molecule allowing one or multiple electrons to be released.
A common way to investigate photoionization is the detection of the outgoing
electron. While making use of its charge, we are able to map out the kinetic en­
ergy of such an electron, a technique known as photoelectron spectroscopy. This
allows us to draw conclusions on the internal properties of the atom or molecule,
as well as the ionization process itself. Photoionization leaves the atom/molecule
in an ionic state. For molecules this often leads to further dynamics ultimately
breaking the chemical bonds between the atoms, which is known as photodissoci­
ation. In photodissociation, it is often the ion that is detected, or more precisely
the ionized fragments created through the dissociating process.

An important aspect, creating immense experimental challenges, are the time scales
on which such nuclear and electronic motion occur. Purely electronic motion take
place on time scales in the attosecond regime (1 as = 10−18 s), as indicated by the
≈150 as orbital period of an electron bound in atomic hydrogen approximated
within Bohr’s model. In molecules, photoionization leads to a rearrangement of
the electrons inducing a drastic change of the forces acting on the atoms. The
natural time scales for the resulting motion and the eventual breakup of bonds is
in the femtosecond domain (1 fs = 10−15 s). Generally, time­resolved studies are
facilitated by correspondingly short light pulses, where one so­called pump pulse is
used for the photo­induced initiation of the process of interest and a second probe
pulse is utilized to characterize the state of the system after a well­defined delay.
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The temporal resolution thus depends on the duration of the two pulses and the
precision with which the delay can be defined. Within the last few decades, the
invention of femtosecond laser pulses has led to the emergence of time­resolved
spectroscopy in the femtosecond regime, better known as femtochemistry [1], allow­
ing the temporally resolved observation of e.g. photodissociation. However, the
pre­dissociative migration of electrons in molecules occurs too fast to be detected
by femtosecond lasers its study thus remains a challenge.

Only recently, two types of light sources have provided unprecedented insights
and a promising outlook towards time­resolved experiments down to the attosec­
ond time­scale: high­order harmonic generation (HHG) and free­electron lasers
(FELs). Both techniques generate radiation in the extreme ultraviolet (XUV) up
to the X­ray regime. During HHG, discovered in the late 80’s [2, 3], a train of
attosecond pulses is generated which quickly opened up the field of attosecond
science [4, 5, 6]. Up until now, experiments unraveling electron dynamics on at­
tosecond time scales in atomic [7, 8, 9, 10, 11] and molecular [12, 13, 14] systems
as well as in solid­state physics [15, 16, 17] have been performed. Whereas most
of these experiments rely on a second infrared photon to serve as a probe, the
nonlinear interaction with two XUV photons would provide a direct way to trace
electron motion, while making use of the attosecond resolution. However, the low
conversion efficiency intrinsic to the HHG, typically on the order of 10−5, makes
it difficult to generate pulses with pulse energies high enough to enable nonlinear
interactions. Recent efforts to generate intense attosecond pulses in the μJ regime
[18, 19, 20, 21], have nevertheless paved the way towards XUV­pump­XUV­probe
experiments using HHG.

FELs, on the other hand, overcome this intrinsic limit of HHG and provide pulses
with much higher pulse energies. With the first realization of FEL pulses in the
XUV regime [22], high intensity experiments in this wavelength range were real­
ized. Multiphoton ionization at high intensities and short wavelengths is of signif­
icant interest as emitted electrons experience a much lower ponderomotive shift
compared with multiphoton ionization induced by infrared laser­based sources.
This has led to numerous experiments on multiphoton nonlinear interactions in
the XUV and X­ray regime [23, 24, 25, 26]. The limit to all these studies is however
the temporal resolution, as FELs up until not long ago only provided pulses down
to tens of femtoseconds. Only recently were the first results presented enabling
temporal resolution in the attosecond regime [27, 28].

The aim of the present work was the application of intense XUV pulses in order
to study dynamical processes in atoms and molecules. Ultrafast effects during
photoionization and photodissociation have been investigated using both HHG
based sources and FELs.
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At the Intense XUV Beamline (IXB) at the Lund Laser Centre, high­order har­
monics are generated with pulse energies in the μJ regime. For the duration of
this thesis, the beamline was still under development and was rebuilt several times.
During that process, a number of studies involving interesting physics were nec­
essary for the generation and application of intense high­order harmonics. Espe­
cially, spatial and temporal effects, intrinsic to the process of HHG, led to a series
of metrological studies and ultimately contributed to extending existing models for
HHG and improving our experiments. The resulting publications are introduced
in chapter 2. First, the generation of ultrashort laser pulses is discussed followed
by an introduction to the fundamentals of HHG. Further, the different parts of
the IXB are described, including a summary of paper x presenting the design and
commissioning of the double­sided velocity map imaging spectrometer (DVMIS)
as well as of paper Ix describing the broadband micro­focusing system. The XUV
wavefront and its dependence on the generation conditions is discussed in the
following sections presenting the findings of paper vIII. Connected to these re­
sults, the influence of the dipole phase introduced during HHG and the resulting
chromatic aberration between different harmonics are put forward, summarizing
the studies demonstrated in papers II and III. Finally, the experimental tools for
time­resolved studies at the IXB, i.e., the IR­XUV interferometer and the split­
and­delay unit, are detailed. Different techniques to characterize the temporal
structure of the XUV pulses are expounded along with experimental results. In
addition to the work performed at the IXB, selected results from a study visit to
the FORTH institute in Heraklion, Greece, are described, introducing paper v.

Chapter 3 reports on results on the photoionization of neon, introducing paper I.
The experiments were conducted at the IXB using the two­color interferometric
technique known as the Reconstruction of Attosecond Beating by Interference of Two
color Transitions (RABBIT) [29]. While making use of the angular resolution of
the DVMIS, we are able to disentangle the different angular momentum channels
involved in the ionization process and thus completely characterize single­photon
ionization from the 2p6­ground state of neon.

Finally, chapter 4 focuses on the investigation of photodissociation of organic
molecules. Results of experiments performed both at the IXB as well as with the
FELs FLASH at DESY in Hamburg, Germany, and SACLA at the Spring8 facil­
ity in Sayo, Japan, are accounted for. The dissociation dynamics induced by the
double ionization of adamantane, described in paper Iv, are introduced and com­
plemented by preliminary time­resolved results. In the second part of the chap­
ter, two similar studies, investigating the dissociation of different carbon­based
molecules using FELs, are summarized based on papers vI and vII.
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Chapter 2

High­order Harmonic and
Attosecond Pulse Generation

In the late 1980s the discovery of an interesting phenomenon led to a promis­
ing technique, which was ultimately able to generate pulses on the attosecond
time scale. The strong­field ionization of noble gases using ultrashort infrared
laser pulses induces a frequency up­conversion producing a broad spectrum in the
extreme ultraviolet (XUV) regime [2, 3]. Interestingly, the spectrum consists of
a discrete comb of harmonic order of the fundamental infrared field, hence the
name high­order harmonic generation (HHG). Shortly after, the effect was ex­
plained by the so­called three­stepmodel, partly based on classical mechanics [30]
as well as from a quantum mechanical point of view in the strong­field approxima­
tion (SFA) [31]. It took almost a decade to experimentally show that the process
of HHG indeed generates pulses in the attosecond regime [29].

This chapter gives a brief overview of ultrashort laser pulses, including a description
of the laser system used in Lund, followed by an introduction to the key principles
behind HHG. The experimental setup around the IXB in Lund is shown in detail,
and it should be mentioned that the IXB has been modified several times since
the start of this thesis work. The beam transport system between the laser room
and the HHG chamber was rebuilt twice, the second time to ensure the prop­
agation of the ultrashort, intense pulses in vacuum. A new XUV spectrometer
was constructed and relocated relative to the previous, commercial one. An XUV
split­and­delay unit and an infrared­XUV interferometer have been implemented
and commissioned. This dissertation describes the present setup, nevertheless the
steps leading up to it were an essential part of the thesis work.
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Finally, experimental and theoretical results regarding the metrology of the gen­
erated XUV pulses are presented along with an in­depth study of the chromatic
aberration inherent in HHG, summarizing the results in papers II, III, x and xI.
Finally, the temporal structure of the attosecond pulses is examined.

2.1 Ultrashort Laser Pulses

Light can be described either as an electromagnetic wave with angular frequency
ω, or as a mass­less particle with energy ℏω, called a photon. Whether light ap­
pears as a wave or a photon depends on the way it interacts with matter. If light
is absorbed, the photon picture is intuitive, due to the quantum nature of the ab­
sorbing medium, and will play an important role in later chapters. However, when
light is diffracted after passing through a slit, the wave picture is more straight for­
ward, and will help us to understand the generation of ultrashort light pulses. To
grasp spatial and temporal interactions in the wave picture, light can be described
as a superposition of monochromatic waves, where each wave is described by its
frequency, amplitude and phase.

2.1.1 Superposition of Waves

Where a single wave, oscillating with a single frequency, extends infinitely with a
constant amplitude in space and time, the superposition of two waves with dif­
ferent frequencies leads to a beating effect of the amplitude in time. When the
spectrum is extended to a comb of frequency peaks, the amplitude of the resulting
wave can show recurring pulses in time, whose durations depend on the range of
its frequency components. The condition for the forming of such pulses is a single
instant in time at which the temporal phases of all components are equal.

In order to study this effect in more detail, a simple mathematical expression for
waves with frequencyω, phase ϕ and amplitude E(t) is introduced in the temporal
domain:

E(t) = E(t)ei(ωt−ϕ(t)), (2.1)

which is a solution of a homogeneous wave equation derived from Maxwell’s equa­
tions. This expression can be further written in the spectral domain via its Fourier
transform:
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Ẽ(ω) = F{E(t)} =

∫
dt E(t)e−iωt = Ẽ(ω)e−iΦ(ω), (2.2)

where Ẽ(ω) and Φ(ω) are respectively the spectral amplitude and phase. The
former describes the composition of frequencies of the wave. Due to this Fourier
transform relation, the duration of a light pulse, more specifically the width of its
envelope, has an intrinsic limit given by its bandwidth. The broader the range of
frequencies is, the shorter the pulse can be in time, as the Fourier transform of
the spectral amplitude corresponds to the envelope of the wave in the temporal
domain.

However, for a short duration in time, a broad bandwidth is not sufficient in
itself. The spectral phase has to be considered to obtain spectral interference for
all frequencies at a single instant in time, as mentioned earlier. The spectral phase
can be approximated by its Taylor expansion around a central frequency ω0:

Φ(ω) = Φ0 +Φ′
0(ω − ω0) +

1

2
Φ′′
0(ω − ω0)

2 + ... . (2.3)

Here, the first term describes the relation between the carrier and the envelope
of the wave, the so­called carrier­envelope phase (CEP). The second term is the
first derivative of the spectral phase and describes the temporal delay of the pulse
structure. This derivative is called the group delay and does not have an effect on
the overall structure of the pulse, due to the lack of a defined reference point in
time. In the third term, Φ′′

0 corresponds to the second derivative and is referred
to as the group delay dispersion (GDD). This term, as well as the higher­order
terms, give the pulse its temporal structure. If they are zero, the pulse is as short
as it can be and referred to as transform limited. However, given a second­order
GDD, the spectral phase carries a quadratic component and is then referred to as
linearly chirped.

2.1.2 Ultrashort High­Intensity Lasers

In order to generate short pulses down to femto­ or even attoseconds, a suffi­
ciently broad spectrum needs to be generated. When using light­amplification by
stimulated emission of radiation (LASER) in solid crystals, the broad landscape
of energy bands in the crystal offers radiative transitions with an intrinsic broad
bandwidth. In a Ti3+­doped sapphire crystal (short: Ti:Sa) lasing can be achieved
in the near­infrared range from 650 to 1100 nm. If the emitted waves are stabilized
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in various cavity modes in an oscillator, the spectral phases of different modes can
be locked to each other in order to achieve short pulses [32].

In order to further amplify the pulses, the light can be sent through externally
pumped Ti:Sa crystals. However, with each amplification the intensity increases
and thus to prevent damage, the frequency components are sent through the crys­
tal individually by stretching the pulse in time. Typically, a linear chirp is in­
troduced before the amplification in a stretcher and compensated for later in the
process in a compressor. This technique is called Chirped­Pulse Amplification
(CPA) and its inventors Donna Strickland and Gérard Mourou were awarded the
Nobel prize in 2018 [33].

2.1.3 The Terawatt Laser System

The laser system used at the Intense XUV Beamline in Lund generates near­IR
pulses with energies up to 1 J, a pulse duration of 40 fs and thus peak powers of
~25 TW. It has been the main driver for strong­field physics at the Lund Laser
Centre since 1992 [34, 35] and is, in addition to for our experiments, used for the
acceleration of protons [36] and electrons [37], which is not further discussed in
this thesis.

The system is based on a Kerr­lens mode­locked Ti:Sa oscillator pumped by a
frequency­doubled Neodymium­doped Yttrium­Aluminum Garnet (Nd:YAG)
laser. The output has a bandwidth of 50 nm centered at 800 nm. The initial rep­
etition rate of 80 MHz is reduced to 10 Hz by a pulse picker and the temporal
contrast is increased in a multipass preamplifier. After stretching the pulses to
about 300 ps in an Öffner triplet­type stretcher [38], the beam is subsequently am­
plified to ~400 mJ by a regenerative as well as a multipass amplifier, each pumped
with 1 J pulses from Nd:YAG lasers. Hereby, the bandwidth reduces to ~37 nm. A
spatial filter cleans the beam profile by absorbing higher spatial frequencies in the
Fourier plane of the focused beam.

At this point, the beam is split using a 50/50 beam splitter, where one part is ampli­
fied further and used for the above­mentioned strong­field experiments. The other
part is guided to the Intense XUV Beamline. Due to the high pulse energy, the
beam creates nonlinear interactions in air while propagating, such as self­focusing
[39]. In addition, after being compressed, the intensity is high enough to cause
damage on optical surfaces. Hence, the beam expands in a telescope to ~38 mm at
1/e2 to reduce the intensity. Finally, a grating compressor re­compresses the pulses
to ~40 fs with a pulse energy of 100 mJ.
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Figure 2.1: Design of the new vacuum chamber housing the in-vacuum compressor, DM, iris and the fo-
cusing mirror. The red line represents the infrared beam path, which is compressed during a
round trip between two gratings (colored beams). After compression the beam is reflected
on a deformable mirror and a 8.7 m focusing mirror. The entire setup is set under vacuum,
pumped by a central fore-vacuum system and turbo molecular pumps.

2.1.4 In­vacuum Compressor

In a previous design of the Intense XUV Beamline, the beam had to propagate
in air to reach the setup, which was placed in a neighbouring room. In addition,
the grating compressor was built in air, which added up to a total propagation
distance of about 15 m in atmospheric pressure. Thus, the beam suffered from
distortions in the beam profile due to nonlinear interactions as well as pointing
instabilities and alignment drifts due to air circulations between the rooms. As a
consequence, we designed and installed a new vacuum chamber housing the com­
pressor and other beam­shaping optics. After the telescope, the beam enters a vac­
uum transport system guiding it into the experimental room, where it reaches the
1500x860 mm2 vacuum chamber housing the compressor setup. The compressor
consists of two 120x120 mm2 sinusoidal gratings with 1000 lines/mm. The beam
arrives on the upper part of the grating and the first order is reflected at an angle
of 6.2° towards the second grating. The dispersed beam propagates and is folded
downwards on a retro reflector, introducing the required path difference between
frequency components in order to compress the pulse. Finally, the different fre­
quency components are recollimated between the lower parts of the two gratings,
which are placed on rotation stages in order to adjust the linearity of the GDD
correctly and compensate for pulse­front­tilts. The second grating is additionally
mounted on a linear translation stage in order to vary the GDD and thus adjust
the resulting pulse duration.

After exiting the compressor, the beam is guided onto a deformable mirror (DM),
which, in conjunction with an infrared wavefront sensor (WF), is used to compen­
sate for wavefront aberration and vary the focusing conditions. The beam further
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propagates through a motorized iris and is focused using an 8.7 m spherical mirror.
Due to space restrictions in the lab, the beam is folded ~4 m after the focusing mir­
ror with two dielectric mirrors. A mirror on a rotation stage can be used to guide
the beam through a window outside the vacuum chamber for beam diagnostics,
where the wavefront sensor and an autocorrelator for pulse duration detection are
placed.

In the next step, the focused beam interacts with a noble gas in order to generate
high­order harmonics. The following chapters describe this process in detail and
derive the framework for the experimental results.

2.2 The Single­Atom Response

High­order harmonic generation (HHG) describes a frequency up­conversion typ­
ically from the near­infrared to the XUV [3]. There are two advantages of this
technique: the XUV range makes it possible to ionize many atomic and molec­
ular systems with a single photon and the comb of generated harmonics can be
synchronized such that pulses on the attosecond time scale are produced. HHG
appears in an intensity regime, where the driving field is high enough to tunnel­
ionize electrons from the target gas, but below the threshold for over­the­barrier
ionization [40].

2.2.1 TheThree­Step Model

The process of HHG was first described by Corkum [41] and Schafer et al. [42] in
three steps using a semi­classical formulation providing qualitative insights into the
relevant physics involved and even showing quantitative agreement with certain
experimental aspects.

The first step details the birth of an electron from a bound to a continuum state.
The near infrared laser pulse is focused, such that its electric field becomes of com­
parable strength to the Coulomb field binding the valence electrons to the nuclei.
The superposition of the two fields creates a distorted electron potential V (x), as
indicated in figure 2.2. At a certain time ti, there is a probability that the electron
tunnels through the created barrier into the continuum with initially zero velocity.
In the second step, the electron is accelerated by the electric field of the infrared
pulse E(t) = Ecos(ω0t). When the effect of the Coulomb potential is neglected
and the electron is considered to be a point charge the following equation of mo­
tion can be written using Newton’s second law:
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ℰ(𝑡𝑖)
ℰ(𝑡𝑟)

V(x)

Figure 2.2: Schematic of the three step model describing the process of HHG. In the first step (left) the
infrared driving field distorts the electron potential such that tunnel ionization takes place. In
the second step (middle) the released electron is accelerated by the electric field of the driving
pulse. The final step (right) describes the recombination, which, together with the gained
energy during propagation, leads to the emission of an XUV photon.

ẍ(t) = − e

me
Ecos(ω0t), (2.4)

where the initial conditions is chosen to be ẋ(ti) = x(ti) = 0. Note, that the
one­ dimensional equation is shown to simplify the problem, which however is
applicable to the three­dimensional space in the same way. The propagation of the
electron and its trajectories in the continuum can be calculated by integrating the
equation of motion twice:

ẋ(t) = − eE
meω0

[
sin(ω0t)− sin(ω0ti)

]
(2.5)

x(t) =
eE

meω2
0

[
cos(ω0t)− cos(ω0ti) + ω0 sin(ω0ti)(t− ti)

]
. (2.6)

Equation 2.6 describes the one­dimensional trajectories of the electron, shown for
different tunneling times in figure 2.3. For certain tunneling times ti, the electron
trajectory leads away from the parent ion (dotted lines). However, for π

2ω0
≤

ti ≤ π
ω0

, the trajectories reach x = 0 again, which means that the electron re­
collides with its parent ion. Here, the re­collision time tr depends on the tunneling
time. The color­coding in figure 2.3 represents the return energy of the propagating
electrons, which peaks for a tunneling time ti ≈ 2π

3ω0
. The trajectories can be

grouped into two different families: all re­colliding pathways with tunneling times
before the peak return energy are driven further away from the core and are thus
referred to as long trajectories, whereas the ones after the peak return energy are
called short trajectories. It is important to mention that for this consideration,
linear polarized light is essential, since an additional perpendicular component
introduced by an elliptically polarized field, would drive the electrons further away
and render a re­collision unlikely.
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Figure 2.3: Classically calculated electron trajectories for different tunnelling times. The trajectories re-
turning to the parent ion are color-coded according to their return energy, where green cor-
responds to the lowest and yellow to the highest energy. The grey dotted lines are electrons
propagating further in the continuum without returning to the parent ion. The driving laser
field (red curve) with a wavelength of 800 nm and an intensity of 1014 W/cm2 is plotted as a
reference.

Finally, the third step describes the recombination of the electron with the parent
ion to its ground state. The excess energy is released in form of a photon which,
due to the acceleration of the electron, has a higher photon energy than that of the
driving infrared field. At this point it is useful to examine the energy balance of
the process: the energy of the emitted photon is composed of the kinetic energy,
acquired by the electron during propagation in the continuum, and the ionization
potential of the atom: Eph = Ekin(ti) + Ip. For every pair (ti, tr), the kinetic
energy is calculated according to:

Ekin(ti) =
me

2
ẋ
[
tr(ti)

]2
=

e2E2

4meω2
0

[
sin(ω0t)− sin(ω0ti)

]2 (2.7)

The recollision energy peaks at ti = 2π
3ω0

, resulting in a maximum photon energy
of:

Ec = Ip + 3.17
e2E2

4meω2
0

= Ip + 3.17Up (2.8)

This so­called ’cutoff law’, defined using the ponderomotive potential
Up = e2E2/4meω

2
0 , was numerically found by Krause et al. [43]. In conclu­

sion, when using a near infrared driving laser, the photon energy ranges through
the visible into the extreme ultraviolet regime. Interestingly, the cutoff increases
when the frequency of the driving field decreases, as seen in equation 2.8. As a
result, the generation of harmonics up to the X­ray regime requires driving the
laser with frequencies down to the mid­infrared range [44, 45].
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Since this three­step process is a result of the interaction with the field of the in­
frared pulse, it is repeated every half­cycle. The field however alternates its sign
with the same periodicity T0/2, which leads to a phase shift of π for every other
field that is generated. Through interference, the resulting superposition of emit­
ted waves suppresses all spectral components except those corresponding to odd
harmonics of the fundamental frequency ω0.

2.2.2 The Dipole Phase

An important consequence of the three­step model is that the varying return time
of different trajectories (see figure 2.3) means that different spectral components
are generated at different times. This time­dependent frequency leads to a phase
difference between harmonic orders, often referred to as the attochirp, affecting the
temporal shape of the emitted burst of light and setting a limit for the achievable
pulse duration [46]. This order­dependent intrinsic phase acquired during HHG
is called the dipole phase. The intensity­dependent influence of the dipole phase
on the spatial properties of the emitted light is further discussed in papers II and
III and in section 2.5. In the following, a simple model to describe the dipole phase
based on the three­step­model is derived. This model was developed during the
scope of this work and is presented in paper III.

Figure 2.4 shows the return frequency Ω plotted as a function of the re­collision
time for two different intensities. The peak of the curve corresponds to the return
time of the cutoff harmonics emitted at time tc. The up­ and down­slopes of the
curves can be approximated by straight lines which define four characteristic times:
the threshold time ts,lp for short and long trajectories, and the cutoff time ts,lc for
short and long trajectories, both indicated in figure 2.4. The respective frequencies
at the threshold and cutoff are defined as Ωp and Ωc. The frequency­dependent
return time ts,lr (Ω) for short and long trajectories can hence be approximated as:

ts,lr (Ω) = ts,lp +
ts,lc − ts,lp

Ωc − Ωp
(Ω− Ωp) (2.9)

This time can be interpreted as the group delay of the emitted field, which means
its integral is the spectral phase:

Φs,l(Ω) = Φs,l(Ωp) + ts,lp (Ω− Ωp) +
ts,lc − ts,lp

Ωc − Ωp

(Ω− Ωp)
2

2
(2.10)
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Figure 2.4: The return frequency plotted as a function of the return time for the short (blue) and long
(orange) trajectories. The dotted and solid lines corresponds to two different intensities. The
black lines represent the linear approximation of the model.

The tunneling frequencyΩp, corresponding to the lowest return frequency, is equal
to the ionization potential Ip/ℏ and thus Ωc − Ωp = 3.17Up/ℏ. The spectral
phase can be rewritten as:

Φs,l(Ω) = Φs,l(Ωp) + ts,lp (Ω− Ωp) +
γs,l

I

(Ω− Ωp)
2

2
, (2.11)

where

γs,l =
(ts,lc − ts,lp )πc2me

3.17αFSλ2
(2.12)

The ponderomotive potential is defined in an alternative definition
Up = αFSℏIλ2/2πc2me, where αFS is the fine structure constant and λ the
fundamental wavelength. The first term Φs,l(Ωp) can be derived using a fully
quantum mechanical approach to HHG, and this is presented in the following
chapter.

2.2.3 The Strong­Field Approximation

Shortly after the semi­classical description of HHG using the three­step model, a
quantum mechanical approach was presented by Lewenstein et al. [31], known as
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the strong­field approximation (SFA). In order to find an analytical solution, the
following assumptions, reducing the number of possible interactions, are made:

1. Only the ground state interacts with the electric field, which is valid with a
sufficiently low driving frequency.

2. The depletion of the ground state can be neglected, due to a laser intensity
low enough to not fully ionize the parent atom.

3. The effect of the Coulomb potential on the continuum states is neglected
and the electron is treated as a free particle, i.e., the driving field is suffi­
ciently strong compared to the Coulomb potential.

These assumptions lead to an ansatz for the wavefunction |Ψ⟩ as a superposition
of a bound state, described by a hydrogen­like wavefunction in the single­active
electron approximation, and a set of continuum states described as complex plane
waves. The analytical expressions of such wavefunctions can be derived by in­
serting the ansatz into the Schrödinger equation and solving the resulting differ­
ential equation. In order to access the emitted field, the time­dependent elec­
tric dipole moment d(t) = ⟨Ψ(r, t)| x |Ψ(r, t)⟩ is calculated, while neglecting all
continuum­continuum transitions, resulting in:

d(t) = i
∫ t

−∞
dti
∫

d3p d∗p−A(tr) e−iS(p,tr,ti) E(ti) · dp−A(ti) + c.c. (2.13)

Here, the three steps of HHG can easily be identified as the following probabil­
ity amplitudes: E(ti) dp−A(ti) = E(ti) ⟨v| x |0⟩ describes the transition of the
electron from the ground state |0⟩ to the continuum |v⟩ at tunneling time ti. In
the continuum, the electron acquires a phase given by e−iS(p,tr,ti) relative to the
ground state, corresponding to the propagation described in the three­step model.
The canonical momentum is here defined as p = v+A(t), where A(t) is the vector
potential of the electric field. The so­called quasi classical action is given by:

S(p, tr, ti) =
∫ tr

ti

dt

(
(p− A(t))2

2
+ Ip

)
. (2.14)

The electron recombines with the parent ion at time tr with a probability am­
plitude of d∗p−A(t), which concludes the three steps. The solution for the five­
dimensional integral in equation 2.13 is found using a saddle­point approxima­
tion. Each electron quantum path can be associated with a semi­classical action,
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Figure 2.5: Quantum mechanical calculation of the dipole response in the strong-field approximation.
The top plot shows the driving laser field (red curve) with an intensity of 1014 W/cm2 and a
wavelength of 800 nm, as well as the dipole moment (blue curve) for argon with an ionization
potential of Ip = 15.76 eV. The bottom plot shows the corresponding dipole spectrum on a
logarithmic scale.

of which the saddle­point approximation selects a finite number, resulting in tra­
jectories that can be identified as the short and long trajectories. For further details,
the interested reader is referred to [47].

The calculated dipole is plotted in figure 2.5 (blue line) together with the driving in­
frared field (red line). It is clear that the linear dipole response with frequency ω0 is
the dominant contribution in the dipole oscillation. The corresponding spectrum
(bottom panel) shows the predicted comb of odd harmonics with a perturbative
region up to the 5th harmonic and a plateau region between 5th and 23rd harmonic.
The cutoff region for decreasing intensities starts above the 23rd harmonic, which is
in excellent agreement with the classically derived cutoff law (equation 2.8) which
predicts the cutoff to be between harmonic 21 and 23 at Ec =34.5 eV.

If we only consider a set of classical quantum paths j, the intensity­dependent
dipole phase can be derived from the SFA theory and is often approximated as
[46, 48, 49]:

Φs,l(q) ≈ αs,l(q)I, (2.15)

where αs,l(q) depends on the trajectory and harmonic order. Using this expres­
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sion, we can now define the first term in equation 2.11 as Φs,l(Ωp) = αs,l(Ωp)I
for the long trajectories, and αs(Ωp) = 0 for the short trajectories.

2.3 The Macroscopic Response

So far, the response of only one atom has been taken into consideration when
generating high­order harmonics. This, however, does not accurately describe the
macroscopic field and its spatial and temporal characteristics since the field results
from the coherent superposition of various emitters along and across the genera­
tion medium. In order to determine the overall yield, macroscopic effects need to
be accounted for.

2.3.1 Phase Matching

The driving field propagates along the optical axis z interacting with the atoms in
the medium. Each atom becomes an emitter of XUV radiation, with amplitude
and phase depending on the local intensity and phase of the driving field. To
ensure an efficiently high yield, the phases resulting from individual emitters have
to be matched to create constructive interference between them, which is often
referred to as phase­matching. However, due to a variation of the refractive index
along and across the medium, the harmonic fields are very likely to be mismatched
in phase. Consequently, for the harmonic generation to be as efficient as possible,
it is important to minimize this mismatch.

The total wavevector mismatch for the qth harmonic, defined as:

∆k(q) = qk− kq, (2.16)

where k is the fundamental wavevector, can be described using four contributions,
as presented in [50]:

∆k(q) = ∆kg +∆kn +∆kp +∆kd. (2.17)

The contributions correspond to the following effects:

• The beam acquires a geometrical phase due to the focusing of the infrared
beam, which is referred to as the Gouy phase [51]. ∆kg denotes the Gouy
phase difference and can be expressed in terms of the harmonic order q and
the Rayleigh length zR:

∆kg = − q

zR
(2.18)
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and is thus always negative.

• The second term, ∆kn arises from the neutral gas dispersion of the medium
and the third term ∆kp from the plasma dispersion resulting from the in­
trinsic ionization during HHG. Both effects depend on the gas pressure,
while the mismatch caused by the plasma dispersion also depends on the
ionization rate and thus the intensity. The two contributions have oppo­
site signs, meaning that the resulting mismatch ideally can be minimized by
tuning the generation pressure accordingly.

• The final term is a result of the earlier introduced dipole phase, intrinsic to
the process of HHG. Its contribution to the wavevector mismatch can be
calculated as the derivative of the dipole phase:

∆kd =
∂Φs,l(Ω)

∂z
=

∂I

∂z

[
αs,l − γs,l

I2
(Ω− Ωp)

2
]
. (2.19)

This expression leads to a negative mismatch before the focus and a positive
one after the focus. However, since the dipole phase variation as a function
of the intensity is larger for the long trajectories, the mismatch differs for
long and short trajectories. Hence, it is possible to tune the generation con­
ditions, such that either the long or short trajectories are preferably created.

These four contributions are helpful approximations to achieve an efficient har­
monic yield and allow us to adjust the experimental parameters, such as the pulse
energy, gas pressure and focusing geometry, in order to minimize the mismatch be­
tween harmonic emitters. It is however unrealistic to achieve perfect phase match­
ing (∆k(q) = 0) for all harmonics under typical experimental conditions.

2.3.2 Generating Intense High­order Harmonics

Under typical generation conditions the conversion efficiency of HHG
Γ = Eout/Ein seems to be on the order of ≈ 10−5 in argon for photon ener­
gies between 20­50 eV [52]. Also, the output energy Eout does not increase after
a certain input intensity is reached, since an excessive degree of ionization in the
medium ruins the phase matching. However, the output energy can be optimized
by scaling up the experimental setup and the input energyEin accordingly [50, 53].
These scaling relations are introduced in table 2.1 and illustrated for two different
experimental conditions in figure 2.6. The input energy is scaled as Ein → η2Ein
with the general scaling factor η. As can be seen, the pulse energy Eout increases
for a larger focal length f and medium length L, while the density of the medium
ρ is decreased.
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Table 2.1: The experimental parameters and their corresponding scaling laws in relation to the scaling
factor η.

Exp. parameter Scaling law
Pulse energy E ∝ η2

Focal length f ∝ η2

Medium length L ∝ η2

Medium density ρ ∝ 1/η2

As a consequence of these considerations, large scale HHG setups have been de­
veloped, using driving lasers in the hundreds of mJ regime and loose focusing
geometries with focal lengths of several meters. Both the IXB at the Lund Laser
Centre, as well as the beamline presented in paper v follow this approach.

LEin

η2Ein

η2Eout

η2L

ρ/η2

η2f

f
ρ

Eout

Figure 2.6: Illustration of the principle of scaling high-order harmonic generation. Two different gener-
ation conditions are shown, while the conversion efficiency is invariant and the experimental
parameters scale with the general scaling factor η.
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2.4 The Intense XUV Beamline

Following the concept of scaling the process of HHG, the idea of generating in­
tense XUV high­order harmonics was born. At the LLC, this led to the devel­
opment of the IXB. A high infrared pulse energy combined with a long focus­
ing geometry provides intensities in the tunneling regime over a large volume. A
comparably low gas density in a long gas cell enables the generation of high­flux
high­order harmonics. Figure 2.7 provides an overview of the beamline. It can be
divided into four segments:

• the compressor chamber described in chapter 2.1.4.

• the generation chamber, which houses the gas cell to generate the high­order
harmonics.

• the interferometer chamber, which is described in detail in chapter 2.6.3.

• the application chamber, where the atomic and molecular experiments are
performed.

All results presented in papers I­Iv and vIII­x are the outcome of work performed
at the IXB. Paper v uses a similar beamline design at the FORTH institute, in
Heraklion, Greece.

Andor/
XUV spectrometer

DVMISWolter optics

Application chamber

Interferometer chamberGeneration chamber

IR-XUV 
interferometer

Split-and-delay
unit

Gas cell

Metallic 
�lter

Figure 2.7: Schematic illustration of the Intense XUV Beamline. To the left, the focused beam comes from
the compressor chamber and enters the generation chamber. The gas filled cell/jet enables
the HHG. In the interferometer chamber a delay either between infrared (red) and XUV (blue)
or between two replicas of the XUV beam is introduced. Finally, the beam is focused in the
application chamber using the Wolter optics. An Andor CCD camera and a XUV spectrometer
provide beam diagnostics. The ionization products are detected with the double-sided velocity
map imaging spectrometer (DVMIS).
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2.4.1 Harmonic Generation

The infrared pulses from the TW laser system, as described in chapter 2.1.3, are
focused using a spherical mirror with a focal length of 8.7 m. In the generation
chamber, this leads to a focal spot size of∼ 300 µm and a Rayleigh range of∼ 300
mm. The exact focus position can be manipulated using the spherical actuator on
the DM over a range of > 200 cm around the center of the generation chamber.
A pulsed piezoelectric valve mounted on an x­y tilt and translation stage is used
to inject the generating gas medium, allowing a high momentary pressure release
without creating too high ambient pressure in the chamber. Throughout the scope
of this work different type of media were used, including a nozzle to create a gas jet,
as well as gas cells with lengths between 0.5­6 cm. For all experiments mentioned
in this thesis, argon or xenon were used as the generation medium.

The generated harmonic field propagates over a distance of ∼ 6 m expanding the
beam width to ∼ 1mm before a reflection on a fused silica plate at an angle of
incidence of 10°. Such a small angle provides a reflectivity of around 50% in the
generated XUV spectral range. Additionally, the surface is anti­reflection coated
for the remaining IR field. A set of metallic filters is used to shape the XUV spec­
trum and block the remaining infrared beam. Mainly, a 200 nm aluminum filter
was used during the experiments presented in this thesis, suppressing all frequen­
cies below the 11th harmonic.

2.4.2 XUV Beam Diagnostics

Detecting the properties of the generated and shaped XUV field is essential for
the application and interpretation of further experiments. In addition, it offers
the possibility to study the intrinsic parameters of the HHG process itself, which
led to a series of studies throughout this thesis.

The generated spectrum was detected using a newly developed XUV flat­field spec­
trometer. It was located behind the target area in the application chamber. A Hi­
tachi 001­0639 grating was used to disperse the spectral components of the beam
along the vertical axis of a set of multi­channel plates (MCPs). The grating had a
concave curvature imaging the focal spot in the application chamber in the verti­
cal direction, making it possible to record the spatial profile of the beam along the
horizontal axis of the MCP. The resulting image was recorded by a charge­coupled
device (CCD) camera imaging a phosphor screen coupled to the MCP. The top
panel of figure 2.8 shows the resulting image for a spectrum generated in argon.
The bottom panel displays the projection along the spatial axis. The grating is
mounted on a linear translation stage such that the beam is able to pass the setup
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Figure 2.8: (a) XUV spectrum generated in argon and filtered by 200 nm aluminum foil. The top panel
shows the recorded image on the phosphor screen and the bottom its projection along the spa-
tial axis. (b) Typical XUV far-field beam profile together with its x- and y-projections recorded
with the Andor CCD camera.

and continue towards an XUV CCD camera.

The spatial profile of the XUV beam is detected using an Andor iKon XUV CCD
camera with a resolution of 2048x2048 pixel and a pixel size of 13.5 μm. The chip
has an additional coating, which enables the measurement of the pulse energy of
the beam. Figure 2.8 (b) portrays a typical beam profile. Additionally, a home­
built XUV wavefront sensor (WFS) was developed at the IXB as part of a Master
project [54]. The assembly consists of a Hartmann mask mounted 4 cm in front of
the XUV camera. A set of 80 μm holes enables the detection of the local curvature
of the XUV beam, making it possible to reconstruct the entire wavefront of the
beam. The working principle is detailed in chapter 2.5.1.

For the experiments presented in papers vIII and Ix, a commercial WFS, co­
developed by the Laboratoire d’Optique Appliquée (LOA) and Imagine Optics,
was used at the Intense XUV Beamline in the scope of two Laserlab Europe cam­
paigns.

2.4.3 Application

The application chamber is designed to study ionization of atoms and molecules
and detect the resulting charged particles. With the intention of maintaining the
broadband XUV spectrum, the beam is focused using two gold­coated toroidal
mirrors in a Wolter­like configuration, as described in paper Ix. The shallow angle
of the two mirrors ensures a sufficient reflection of the entire spectrum. Addi­
tionally, the geometry is chosen such that the second mirror compensates for the
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Figure 2.9: Schematic illustration of the applications chamber. The left panel shows a top view and the
right panel a front view of the VMIS. The beam (blue) is focused by the Wolter optics in the
center of the chamber. After expanding, the beam is detected by an Andor CCD camera or an
XUV spectrometer. The VMI, consisting of an ion and electron extractor, a repeller, two flight
tubes and twoMCP/phospor screens, detects the ionization products. The target gas is injected
from the top using an Even-Lavie pulsed valve, as indicated in the right panel.

aberrations introduced by the first one [55]. The alignment of the focusing optics
can be realized in a closed­loop algorithm together with the XUV wavefront sen­
sor, optimizing the focal spot down to a size of 3.6 x 4 μm2. A detailed study of
this interplay is described in paper Iv.

The atomic or molecular target is injected using a pulsed Even­Lavie valve [56],
which in combination with two skimmers creates a high­density supersonic gas
jet from the top into the center of the chamber, where it meets the focus of the
beam. The valve can be used for gases, as well as for liquid and solid samples in
combination with a carrier gas. The sample cartridge can be heated to temperatures
up to 250° C. The entire assembly was used for the experiments at the Intense XUV
Beamline presented in papers I, II and x, as well as in paper vI at the Free­Electron­
Laser FLASH at DESY in Hamburg, Germany.

Finally, the charged particles are detected by a double­sided velocity map imaging
spectrometer (VMIS) [57], designed to simultaneously measure the angle­resolved
momentum distributions of released electrons and ions, as presented in detail in
paper x. The design and its operating principle are shown in figure 2.9. Using
a static electric field created by a set of ring electrodes, the charged particles are
forced onto a trajectory towards a set of MCPs. Depending on their initial velocity,
the charged particles are distributed around the center of the MCP. As a result, the
3D momentum distribution of outgoing particles is projected as a 2D map onto
the detector. A phosphor screen together with a CCD camera is used to record
the resulting image. In order to reconstruct the 3D distribution of the momenta,
an inverse Abel transform can be applied [58]. Two different methods were used
for the results in this thesis: an iterative method [59] or a fit to a set of Legendre
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polynomials, called pBaseX [60].

In addition to the momentum distribution, the time­of­flight spectrum of the
detected ions can be extracted from the MCP using a decoupling circuit. Hence,
the mass­over­charge ratio of the resulting ionization products can be determined.

The VMIS is designed with two extracting electrodes and two flight tubes in op­
posite directions to each other, such that ions and electrons are imaged simul­
taneously making use of their opposite charge. The correlation of the respective
momentum distributions is of great interest for the understanding of the studied
processes. Due to the comparably low repetition rate, a conventional coincidence
analysis [61] is not practical. However, the high event rate per shot enables the in­
vestigation of correlations using a covariance scheme, further described in chapter
4 and papers Iv and vI.

2.5 Spatio­Temporal Aspects

This chapter discusses the effects of the dipole phase on spatial and temporal as­
pects of the generated high­order harmonics. The study of the dipole phase became
important for us, when trying to refocus the high­order harmonics to create high
intensities, while taking advantage of the attosecond pulse duration. Combin­
ing theory and experiment, we investigated the influence of the dipole phase on
the spatial and temporal properties of high­order harmonics, which led to papers
II and III. In papers vIII and Ix,we present metrological results of the harmonic
wavefront and the quality of the XUV focusing at the IXB.

2.5.1 Harmonic Wavefront

A good wavefront quality, for both the XUV and infrared beam, is essential for
the experiments conducted throughout the scope of this work. It allows focusing
to small spot sizes, which is important in order to reach high intensities. The
wavefront of an expanding wave is defined as the surface through all points of
equal phase, e.g., the peaks or the valleys, within the sinusoidal oscillation. The
wavefront of a plane wave corresponds to a flat plane, whereas a divergent beam
has a curved wavefront. Aberration describes the deviation of a wavefront from
that of a plane wave, which can be introduced as a result of mirror surfaces that are
not perfectly flat, or by nonlinear interactions with a medium. One common way
to characterize aberrations is to project the wavefront on a set of so­called Zernike
polynomials of different radial and angular dependencies [62].
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Figure 2.10: Working principle of the XUV wavefront sensor. The beam is diffracted through an array of
holes, called Hartmann mask. The detected positions on the screen behind the mask depend
on the wavefront when passing through the holes. The displacement, referenced to the
position for a flat wavefront, is referred to as the Hartmann vector h⃗. Figure adapted from
paper Ix.

A well­established technique for measuring wavefronts is to use a Hartmann wave­
front sensor (WFS). A sketch of the working principle is shown in figure 2.10. The
beam passes through an array of diffracting optics, which guide it towards the
direction orthogonal to the tangent of the local wavefront. In the infrared and vis­
ible range, such arrays usually consist of microlenses, whereas in the XUV regime
a small hole is sufficient to create enough diffraction. A screen placed behind the
mask is utilized to detect the displacement behind each hole/lens referenced to the
position that would be obtained for a plane wave. The difference between the dis­
placed point and the reference point is called the Hartmann vector h⃗, which length
is proportional to the derivative of the local wavefront. In order to reconstruct the
wavefront, two different algorithms are commonly used: following the decompo­
sition in Zernike polynomials themodal reconstruction fits a gradient field of each
polynomial to the vector field created by the measured Hartman vectors and thus
allows the reconstruction of the wavefront [63]. The zonal reconstruction algo­
rithm on the other hand calculates the wavefront by a numerical integration of all

Aberrant 

wavefront Corrected

wavefront

Deformable mirror

Actuated surface

Figure 2.11: The working principle of the deformable mirror, which compensates wavefront aberration.
A set of actuators adjusts the surface of a mirror such that the reflected wavefront is flat.
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Figure 2.12: Generated XUV pulse energy as a function of the beam aperture introduced by the iris in
the generation chamber. The scan was performed with and without aberration correction
(a,b respectively). The insets on the top show the measured beam profile for four different
apertures.

the local slopes [64].

Measuring the infrared laser wavefront allows us to compensate the aberrations
acquired along its path through the beamline. A common way to do so is to use a
deformable mirror (DM), consisting of an array of piezoelectric actuators individ­
ually attached to the surface of a reflective optic. Each actuator changes the local
curvature of the surface, which then compensates the wavefront of the reflected
beam, as illustrated in figure 2.11. In a closed­loop circuit, an optimization algo­
rithm applies a hill­climb procedure to the actuators of the DM while monitoring
the changes to the wavefront. The quality of the wavefront is hereby measured as
the root mean square (RMS) of the deviation to a flat wavefront in units of the
central wavelength, which typically lies around λ/40 after the aberration correc­
tion.

The implementation of the deformable mirror, correcting the aberrations of the
infrared beam, led to a significant improvement of the spatial shape of the XUV
beam, both in the far and the near field. Figure 2.12 shows the variation of the
XUV pulse energy and the far­field beam profile as a function of the aperture of
the iris, which is located before the generation medium, both with and without
the aberration correction introduced by the DM. The aperture introduced by the
iris affects the pulse energy of the driving infrared field and the shape of the fo­
cal spot in the generation medium. A smaller aperture creates a larger focal spot
size and changes the shape of the focal spot towards a super­gaussian, which is
favorable for phase­matching considerations. As can be seen in figure 2.12 (a), the
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Figure 2.13: Measured wavefront error (black) and generated pulse energy (blue) as a function of four
different generation parameters: (a) the fundamental IR pulse energy, (b) the iris diameter,
(c) the backing pressure of the gas cell and (d) the GDD introduced by translating the distance
between the two gratings in the compressor varying the pulse duration of the infrared pulses.
Figure adapted from paper vIII.

generated pulse energy increases for an increasing aperture until reaching a maxi­
mum at around 29 mm. The beam profile, measured in the far field on the Andor
XUV camera, remains round and of similar size until 29 mm. For higher aperture
values the beam profile starts to distort, due to a too high intensity in the genera­
tion medium. The resulting ionization leads to a modified refractive index in the
medium, which compromises the phase matching and introduces guiding effects
to the beam. Without the aberration correction, the beam profile is elongated
already for smaller apertures and breaks apart for apertures larger than around 25
mm, as shown in figure 2.12 (b). Interestingly, the generated pulse energy is in a
similar range as with the aberration correction and increases with the iris aperture,
even though the beam profile is of very poor quality. Nevertheless, it is certain
that the intensity available for further experiments is much higher for the beam
with the aberration correction, due to its superior beam profile.

Paper vIII presents an in­depth study of the effect of different generation parame­
ters on the XUV wavefront. The wavefronts were measured on a single­shot basis
to avoid averaging effects due to pointing instabilities and wavefront variations.
Figure 2.13 shows the retrieved wavefront error in units of the central wavelength
as a function of (a) the IR pulse energy, (b) the iris aperture, (c) the backing pres­
sure of the gas cell and (d) the compressor GDD. The generated pulse energy is
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shown in blue. The optimal XUV wavefront is not necessarily generated under the
same conditions as the highest XUV pulse energy and it is hence important to take
into account the wavefront, when performing experiments that require focusing
the radiation on a small focal spot to reach high intensities.

Paper vIII also shows that the XUV wavefront is affected by the infrared beam in
two ways: the spatial phase is equal to the phase of the infrared field multiplied
by the process order, as in any regular up­conversion process, plus a contribution
proportional to the laser intensity profile, due to the intensity dependence of the
dipole phase. The intensity distribution across the infrared beam profile, which
is approximately a two­dimensional Gaussian distribution, leads to a larger dipole
phase contribution in the center compared with the outer parts of the beam. This
implies the generation of harmonic orders with varying radii of curvature. Also, if
the infrared beam profile is asymmetric, it leads to an astigmatic XUV wavefront.
These effects play an important role when refocusing the generated harmonic beam
for further experiments and led to a series of further studies presented in the fol­
lowing sections.

2.5.2 Focusing Properties

In a connected series of investigations, Paper Ix discusses the quality of the XUV
beam focusing achieved by two toroidal mirrors in a Wolter­like configuration, us­
ing wavefront measurements in the far­field. The two toroidal mirrors are designed
in a geometry such that the aberrations introduced by the first one are compen­
sated by the second one. In addition, the alignment of the entire assembly can
be manipulated in order to counteract the aberration of the incoming beam, as
predicted in [65]. The two mirrors are mounted with a fixed angle to each other,
prealigned by the manufacturing company, on a 6­way translation stage. Two
translation stages are used to align the incoming and outgoing beams, two go­

Figure 2.14: Schematic of the degrees of motion of theWolter focusing optics. Figure adapted from paper
Ix.
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Figure 2.15: (b) Measured Zernike coefficients of 0° astigmatism (green), 45° astigmatism (red) and coma
(black) plotted as a function of the motion of the rotation stage (b), the horizontal (c) and
the vertical goniometer(d). Figure adapted from paper Ix.

niometers to tilt and twist the mirrors and a rotation stage to rotate the entire
assembly, as indicated in figure 2.14.

The wavefront was analyzed in terms of projections on Zernike polynomials, each
corresponding to a certain aberration. Figure 2.15 displays the effect of the move­
ments of the rotation stage and the two goniometers on the coefficients of the
low­order Zernike­polynomials, e.g. the 0° and 45° astigmatism and coma. Each
motion creates a change in the wavefront affecting the coefficient of a particular
Zernike polynomial. The rotation stage, shown in (a), mainly changes the value
of the 45° astigmatism (red), barely the 0° astigmatism (green) and not at all the
coma (black). The horizontal goniometer (b) on the other hand only affects the
0° astigmatism (green). The vertical goniometer (c) shows a much smaller influ­
ence overall, mostly on the 45° astigmatism (red). This systematical behavior of
the wavefront introduced by independent settings is of great advantage in order
to not only compensate the wavefront aberrations introduced by the two toroidal
mirrors, but also to compensate for any initial aberrations the XUV beam carries
before being focused. As described in paper Ix, we could therefore minimize the
focal spot size, retrieved from the wavefront measurements, to 3.6 x 4 μm2.

2.5.3 Chromatic Aberration

So far, only the wavefront of the entire XUV spectrum has been considered, which
corresponds to an average of all harmonic contributions. Papers II and III reveal
that the process of HHG creates an intrinsic variation of the harmonic wavefronts.
This leads to a spread of the harmonic foci (virtual or real) around the generation
medium, thus also creating a spread of the focus position along the propagation
axis when the harmonics are refocused.
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The variation of the wavefront curvature can be understood by studying the effect
of the dipole phase on the spatial phase of the generated harmonic beam, which
can be written for the qth harmonic as:

Φq(r, z) = qϕ(r, z) + Φs,l(r, z). (2.20)

The last termΦs,l(r, z) corresponds to the dipole phase described in equation 2.11,
where the spatial dependence is introduced using I = I(r, z). Further, the phase
of the fundamental can be written as

ϕ(r, z) ∝ kr2

2R(z)
, (2.21)

where k is the wavevector, r is the radial distance from the center of the beam
and R(z) is the radius of curvature. Figure 2.16 (a) illustrates the curvature due
to the fundamental field qϕ(r, z) in black and the contribution introduced by the
dipole phase Φs for shot trajectories in green. As can be seen, the fundamental
curvature varies through the focus from negative to positive, as expected from
a Gaussian beam. The dipole phase contribution to the curvature on the other
hand is constant over the propagation direction z, which means that the combined
harmonic curvature is flat at a position different from the fundamental focus, as
indicated by the blue dashed line. Given the fact that the dipole phase contribution
is intensity and order dependent, the focus position of the harmonics therefore
varies as a function of order. As a consequence, the high­order harmonics are
generated with an intrinsic chromatic aberration.

Assuming a Gaussian fundamental beam profile I(r, z) = I0e−2r2/w2(z), with
the radial width w(z) at 1/e2, the radius of curvature of the harmonic field can
be approximated using a Taylor expansion around the center of the beam for the
long and short trajectories:

1

Rs,l(z)
=

1

R(z)
− 4αs,lI0w

2
0c

w4(z)Ω
+

4γs,l(Ω− Ωp)
2c

I0w2
0Ω

(2.22)

The width of the harmonic beam at the generation position is approximated to
be half of the fundamental width, which is confirmed by TDSE calculations and
detailed in paper III. Figure 2.16 (b) plots the radii of curvature for the fundamental
beam (black), the long trajectories (red) and the short trajectories (blue) for the
23rd harmonic as a function of the generation position. The focus positions (where
the radius of curvature goes to infinity) are quite different for the long and short
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Figure 2.16: (a) Contributions to the harmonic wavefront created by the fundamental (black) and the
dipole phase (green) at different generation positions z. (b) Radius of curvature for the fun-
damental infrared (black), the generated short (blue) and long (orange) trajectories of the
23rd harmonic as a function of the generation position z relative to the fundamental focus.
The position of the infrared focus is indicated by the vertical black dashed line and the point
where two wavefront contributions add up to a flat wavefront is marked by the blue dashed
line. Figure adapted from paper III.

trajectories as well as for the fundamental beam. As a result, also the divergence
of the generated harmonic field varies and is minimal when the total radius of
curvature is infinity, i.e., when the harmonics are generated with a flat wavefront.

For the high­order harmonics generated at the IXB, these properties affect the refo­
cusing in the application chamber. For a high intensity in the focus, all harmonics
need to be located at the same position. However, the predicted chromatic aberra­
tion introduces a variation of the intensities of different spectral components along
the propagation axis and modifies the temporal structure of the attosecond pulses.
In paper II, the model described above was used to estimate the focus positions of
the harmonic beam for the experimental parameters of the IXB. Figure 2.17 shows
a comparison of the harmonic focus positions in the generation chamber (a,c) as
well as after refocusing with the Wolter optics in the application chamber (b,d)
for harmonic order 11 (red) to 25 (blue). The top row corresponds to the simula­
tion run without the dipole phase, whereas in the bottom row the dipole phase
is included. The x­axis is the position of the medium relative to the fundamental
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Figure 2.17: Simulated focus positions of generated harmonics as a function of the generation position
Z, in the generation chamber (a,c) and the application chamber after refocusing (b,d). The
simulations were performed without (left column) and with the dipole phase contribution
(right column). The color code represent the different harmonic orders from 11 (red) to 25
(blue). Figure adapted from paper II.

focus. As shown in the top row, the refocused harmonics are already displaced in
the application chamber when generating within the infrared focus without the
dipole phase involved in the process. This is due to the Rayleigh range of the har­
monics, which is longer than the distance between the generation position and the
Wolter optics. It is however possible to compensate for this effect and refocus all
harmonics to the same position, when generating slightly outside of the infrared
focus (at Z ≈ −0.05 m). With the dipole phase included in the simulations, the
focus positions vary strongly with the harmonic order, in particular for negative
generation positions, corresponding to a generation before the infrared focus.

In order to confirm the simulation presented in figure 2.17, a knife­edge scan
around the focus in the application chamber was performed, as described in detail
in paper II. A knife­edge was placed on a translation stage, making it possible to
insert the knife horizontally into the beam for different displacements along the
propagation direction, as shown in figure 2.18(a). As a first step, a scan close to
the focus was performed for three positions: before, after and in the focus. While
inserting the knife, the spectrum was measured by the XUV spectrometer. Fig­
ure 2.18(b) shows the spectrum without any knife insertion. When the knife is
inserted before the focus, a shadow appears on the opposite side visible in all har­
monic orders, as shown in (c). Inversely, when inserted after the focus (e), the
shadow appears on the same side as the knife. For a knife insertion in the focus
shown in (d), the shadow appears from the right side for the low­order harmonics,
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Figure 2.18: (a) Schematic of the experimental setup used for the knife-edge measurements. The knife is
placed around the focus in the application chamber in a zk-xk translation stage. (b)Measured
XUV spectra for different knife edge positions: no insertion (b), knife inserted before (c), after
(e) and in the focus (d). The insets indicate the position of the knife for (c) and (e). Figure
adapted from paper II.

i.e., the knife is positioned before the focus, while for the high­order harmonics
the shadow is on the left side, which means that the knife is placed behind the
focus. For the mid­order harmonics, the signal on the spectrometer is reduced
without much change in shape, which indicates that the knife is inserted in or
very close to the focus. This experimental result confirms the predictions from the
above­mentioned simulations: under certain generation conditions, the generated
harmonic orders are refocused at different position due to the intrinsic chromatic
aberration caused by the dipole phase.

In order to quantify our findings in more detail, a slightly modified knife­edge
scan was performed. The knife was now inserted at four positions outside the
Rayleigh range. The beam width at each position was extracted by fitting an error
function to the harmonic intensity as a function of the knife insertion. A linear
fit to the four extracted beam widths as a function of the knife position in the
propagation direction zk determines the focus position as the point where the fit
crosses zero. This is done for all detected harmonic orders on the spectrometer,
while the position of the fundamental infrared focus is varied by changing the
curvature on the deformable mirror.

The resulting focus positions of the harmonic beam are shown as functions of the
harmonic order in figure 2.19. Each plot corresponds to a different position∆Z of
the generation medium with respect to the infrared focus, indicated in the insets of
each figure. The solid black line shows the measured values with the corresponding
errors extracted from the fitting procedure and the dashed lines are the simulated
values using the model described above. As can be seen, the focus positions are
much closer together when the harmonic beam is generated after the fundamental
infrared focus (∆Z > 0). In (a) and (b) the XUV foci are separated by almost
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Figure 2.19: Measured (solid line) and simulated (dashed line) focus positions as a function of the harmonic
order for five different generation positions. The position of the generation medium (green)
in relation to the infrared focus (red dotted line) is indicated in the insets. Figure adapted
from paper II.

1.5 mm, which is a large difference given the short Rayleigh range due to the tight
focusing geometry in the application chamber.

Paper II gives a simple estimation of the spatio­temporal properties of the focused
pulses. The peak intensity of the resulting XUV pulses is evaluated as a function of
the generation position. We show that the spread of the focus position of different
harmonics for ∆Z < 0 leads to a drastic drop in intensity compared to the pulse
energy. Additionally, due to the time­frequency coupling, the temporal structure
of the attosecond pulses varies along the focal region. As a consequence, it is crucial
to take the chromatic aberration of the generated harmonic fields into account,
when performing experiments that require high intensity and short pulses.

2.6 Attosecond Pulse Characterization

Traditional pulse characterization methods, such as FROG [66, 67], SPIDER [68]
and d­scans [69], are not suitable for XUV pulses, due to the high absorption and
low reflectivity of optics in this spectral region. That is why, since the birth of
attosecond science, other techniques have been proposed and realized, the most
prominent being attosecond streaking [70] and the reconstruction of attosecond
beating by interference of two­photon transitions (RABBIT) [71]. Both tech­
niques use photoelectrons to measure the spectral phase in order to reconstruct
the temporal characteristics of the beam. The streaking method characterizes an
isolated attosecond pulse with a comparably high infrared intensity, whereas the
RABBIT technique is able to determine the phase and amplitude of an attosecond
pulse in a train (ATP). Both methods are based on an interferometric measure­
ment to extract the phase separately from the spectrum. However, a more direct
way to determine the temporal structure of XUV pulses is an autocorrelation mea­
surement. As presented in paper v, the envelopes of individual pulses of an APT
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can be extracted from a nonlinear ionization signal by varying the delay between
the APT and a replica of itself.

This chapter describes the efforts taken to perform an autocorrelation measure­
ment at the IXB as well as results of a RABBIT experiment. The authors contri­
bution to the paper v was conducted during a study visit to the FORTH institute
in Heraklion, Greece, and is partly summarized.

2.6.1 Split­and­Delay Unit

At the IXB, a split­and­delay unit (SDU) has been developed to create two replicas
of the XUV beam [72]. Two anti­reflection coated silica plates are used to split the
wavefront of the beam in equal parts, reflecting them in a grazing incidence angle
to ensure a sufficient reflectivity. The second plate is hereby piezo­actuated in order
to adjust the overlap as well as to introduce a path length difference between the
two beams. Both the pointing and the delay are stabilized by an external optical
interferometer, co­propagating with the XUV beam, which enables a temporal
precision of 10­20 as over a range of 50 fs. A detailed description of the design
and the commissioning of the SDU can be found in [65]. In the current setup,
the SDU is integrated in the XUV­IR interferometer setup, further described in
chapter 2.6.3.

In the work presented in paper v, a similar design was used, with the difference
that, instead of a silica plate, the focusing mirror consists of two parts and is used
to split and delay the XUV beam at a normal incidence angle. The disadvantage
of this design is that the reflectivity in a normal incidence angle is much lower for
higher harmonic orders.

2.6.2 Multiphoton Ionization and Autocorrelation

Within the scope of the present work, several attempts were made to use the SDU
in order to record an XUV­XUV second­order autocorrelation and thereby deter­
mine the temporal structure of the attosecond pulses. The detection scheme was
based on the two­photon double­ionization of neon, as presented in [20]. With
a spectrum ranging from 20­50 eV, the XUV beam is intense enough to enable
the double ionization of neon (62.5 eV), which requires two photons. Hence, the
double­ionization rate depends quadratically on the intensity, which enables an
autocorrelation measurement.

Figure 2.20 portrays an experimental ion time­of­flight spectrum, from which the
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Figure 2.20: (a) Schematic of the two-photon double-ionization process in Neon. Shown are the one- and
two-photon ionization thresholds and for the direct (left) and sequential (right) ionization.
(b) Retrievedmass-over-charge spectrum showing all detected ions including the Ne2+ signal,
which is shown as a zoom in the inset.

yield of individual ionization products can be extracted. The singly ionized 20Ne+­
signal dominates the spectrum and is accompanied by peaks created by the am­
bient background gases in the chamber, namely N+, O+, OH+, H2O+. At a
mass­over­charge ratio of m/q=10 u/e the peak created by double­ionized Ne can
be seen.

Despite a nonlinear signal of around one count per shot on average, it was not pos­
sible to record an autocorrelation trace during the performed attempts. There are
several potential explanations for this. On the one hand the pointing instabilities
of the laser led to fluctuations in the splitting ratio between the two beams. Con­
sequently, the contrast of an autocorrelation is reduced. Another reason might be
the reduced flux, lost on the slit between the two mirrors. This effect may be small,
but since the signal is nonlinear, the effect on the detection rate of 20Ne+­ions
could be significant. Finally, the wavefront dependence between harmonic orders
might lead to a strong chromatic aberration in the re­focused beam, as presented
in papers II and III, and drastically impact the temporal structure and intensity
of the pulse. Especially for a sequential double ionization, which was predomi­
nantly produced in these experimental settings (see [20]), different harmonics are
required at high intensities. However, if they are not focused at the same position,
the yield of the 20Ne+­ions is strongly affected. Paper v presents a successful auto­
correlation measurement of the XUV pulses, where the nonlinear signal is created
via a direct double ionization of argon. Here, only low­order harmonics (11th­17th

order) were used, which reduces the effect of the chromatic aberration.

Despite the difficulties recording an XUV­XUV autocorrelation at the IXB, the
SDU was tested on an above­threshold ionization (ATI) signal of argon using the
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Figure 2.21: Autocorrelation measurement retrieved from a ATI signal recorded in singly ionized argon
(black dots). A fit reveals an oscillation period of 2.7 fs, corresponding to a single cycle of the
infrared field. Figure reproduced from [73]

fundamental infrared field. The ionization potential of argon is approximately
15.8 eV, which is more than 5 times higher than the photon energy of the infrared
field. As a consequence, the signal is highly nonlinear with the intensity of the
field, making it an ideal candidate for an autocorrelation measurement. Figure
2.21 displays the retrieved total ion yield as a function of the delay between the
two replicas, which shows a strong oscillation. The measured period corresponds
to 2.7 fs, which is in agreement with the period of a single cycle of the infrared
field.

2.6.3 XUV­IR Interferometer

In addition to the SDU, an XUV­IR interferometer was developed and imple­
mented at the IXB during this work. Due to the long beamline design, traditional
interferometers add the risk of pointing instabilities and temporal jitters, while
propagating over long distances. Hence, the interferometer has a compact in­line
design, shown in figure 2.22, where the path difference is kept as short as possible,
thus resulting in excellent temporal and spatial stability.

The XUV beam is separated from the fundamental infrared field by taking advan­
tage of its lower divergence. A set of holey mirrors create two interferometric arms,
where the hole diameter is chosen in a way that the entire XUV beam propagates
through the hole, so that the reflected part only consists of fundamental infrared
radiation. In the XUV arm (marked in blue in figure 2.22) the SDU is placed on
a translation stage. For the operation of the XUV­IR interferometer it is displaced
such that only one of the silica plates is used to reflect the beam. In the infrared
arm (red path in the bottom of figure 2.22) two dielectric mirrors mounted on a
translation stage guide the beam onto the second holey mirror. The translation
stage is used to vary the path difference between both arms and hence to intro­
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Figure 2.22: Schematic illustration of the IR-XUV interferometer. The incoming XUV (blue) and infrared
(red) beams are split by the first holey mirror to the left. The infrared beam is reflected on
twomirrors mounted on a translation stage introducing a delay between the two beams after
being recombined by the second holey mirror to the right. In the XUV arm, the SDU is placed,
which is displaced such that only one of the plates reflects the beam for the operation of the
XUV-IR interferometer. An aluminium filter in XUV arm blocks the remaining infrared field
and shapes the XUV spectrum. Figure reproduced from [73]

duce a time delay between APT and the infrared probe field. A 200 nm thick
aluminum filter in the XUV arm blocks the remaining infrared beam and the in­
tense low­order harmonics. The two beams are recombined on the second holey
mirror, after which the XUV beam and the annular infrared beam co­propagate
co­linearly towards the application chamber.

2.6.4 The RABBIT Technique

When using an XUV APT to ionize an atomic target, the resulting photoelectron
spectrum shows a series of peaks due to absorption of the odd­order harmonics.
Similar to the XUV spectrometer, the photoelectron spectrum only gives access to
the spectral amplitude of the XUV pulses modified by the ionization cross­section.
However, in order to reconstruct the pulse in the temporal domain, the spectral
phase is required. The measurement of this phase can be achieved by adding a
second infrared photon, which is either absorbed or emitted by the outgoing elec­
tron. In the spectrum, this leads to additional peaks, called sidebands, which ap­
pear in between photoelectron peaks from absorption of harmonic contributions.
Each sideband can be reached by two different pathways, as indicated in figure
2.23. Consequently, an interference is created between these two quantum paths,
which affects the yield of photoelectrons in the sidebands. When changing the de­
lay between the APT and the infrared pulse, the sideband signal starts to oscillate.
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Figure 2.23: Measured angle-integrated photoelectron spectrum. The schematic above describes the pho-
ton transitions leading to electrons generated by harmonics (15ω, 17ω and 19ω) as well as
the sidebands (sb16, sb18). Blue arrows represent XUV photons and red arrows the infrared
photons.

This oscillation depends on the different phases acquired during the two­photon
transition and thus carries information about the spectral phase of the harmonics.
It can be used to reconstruct the temporal shape of the XUV pulse, as well as the
two­photon ionization process, which plays an important role in paper I and is
further described in chapter 3. The oscillating sideband signal can be written as
[74]:

ISB(τ) = αq + βq cos(2ωτ −∆Φ2q −∆ϕA), (2.23)

where αq and βq are constants, q is an integer indicating the order of the sideband
and τ is the delay between XUV and infrared pulses. ∆Φ2q = ϕ2q−1 − ϕ2q+1

corresponds to the phase difference between consecutive harmonics and ∆ϕA is
the phase acquired during the electronic transition. The phase of the sideband
oscillation thus depends on two unknown quantities: ∆Φ2q and ∆ϕA. Some
assumptions need to be made in order to extract only ∆Φ2q. As proposed in [29],
the atomic phase often has a minor contribution and can therefore be neglected
for the extraction of the ”photonic” phase ∆Φ2q.

Since ∆Φ2q describes a phase difference, the harmonic phases can be calculated
by arbitrarily setting the phase of the first harmonic to zero and adding the phase
differences consecutively. The time­dependent intensity of the pulse train can then
be reconstructed by a monochromatic approximation of each harmonic order q:

I(t) ≈
∣∣∣∑

q

√
Iqe−i(qωt−Φq)

∣∣∣2 (2.24)
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This technique was introduced by Paul and co­workers in 2001 [29] and named the
Reconstruction of Attosecond Beating by Interference of Two­color Transitions (RAB­
BIT). It provided the first evidence that the process of HHG indeed creates an
attosecond pulse structure in the temporal domain.

2.6.5 Pulse Reconstruction

In order to perform a RABBIT scan at the IXB, the XUV­IR interferometer was
used. The delay was scanned over a total range of 100 fs. The photoelectron spec­
trum was recorded with the electron side of the VMIS. Only the angle­integrated
spectrum is used for the analysis, since it provides enough information to recon­
struct the APT. The yield of each sideband was extracted by energy integrating
the individual peaks in the spectrum. Figure 2.24(a) displays the yield of differ­
ent sidebands plotted as a function of time. The oscillation period corresponds
to twice the driving field frequency ω, as expected. The phase is then retrieved
by a cosine fit to the oscillation signal for all sidebands, as shown in red in fig­
ure 2.24(a). Using equation 2.24 and the XUV spectrum measured at the same
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Figure 2.24: (a) Sidebands 16-21 are integrated across their spectral width and plotted as function of the
delay (blue dots). A cosine fit (red line) extracts the phase of each sideband, plotted in (b). In
(c) the reconstructed APT is shown using the extracted phase (black line). Also shown is the
Fourier transform limited pulse using the same harmonic components (grey dashed line).
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time, the APT is reconstructed and portrayed in figure 2.24(c). A pulse duration
of 313 as FWHM is measured from the temporal reconstruction. As a comparison
is shown the Fourier transform limited pulse train using the same spectral com­
ponents, which has a pulse duration of around 180 as. Hence, the intrinsic chirp,
introduced by the process of HHG, stretches the pulse duration by 133 fs.
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Chapter 3

Photoionization

Photoionization describes an interaction between a photon and an atom leading to
the release of one or several electrons such that the atom becomes an ion. For the
bound electron to overcome the potential barrier created by the binding Coulomb
force, the photon energy needs to be sufficiently high. For noble gases the ioniza­
tion energy Ip lies between 12­25 eV, which requires a photon in the XUV regime.

A common approach for studying the photoionization process is to detect and
characterize the outgoing electron. During photoionization, this electron under­
goes a transition from a bound to a continuum state, where the final energy de­
pends on the photon energy and the ionization energy of the atom. Generally, this
transition occurs via various ionization channels corresponding to different initial
or final angular momenta. For the full characterization of all ionization channels
the amplitude needs to be determined and, when they add coherently, also the
phase of each angular momentum channel.

It may be tempting to assume that in order to study single­photon ionization,
which is the aim of this work, the interaction with one photon is enough to char­
acterize the process. In practice however, it is in general not possible to access all
involved parameters, in particular the phases of the individual angular momen­
tum components [75, 76, 77]. Two­photon techniques, like RABBIT, provide
the means to determine those phases by interferometry. Such studies combine
either attosecond XUV pulses generated via HHG [29, 78] or FEL femtosecond
pulses [79] with infrared pulses from optical lasers. The absorption of a second
photon, which is essential for interferometry, adds complexity, making the analy­
sis difficult. So far, studies of multi­channel ionization using two­photon interfer­
ometry have therefore been limited to the characterization of the final two­photon
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wave packet [78, 79, 80].

Paper I presents a method that enabling the complete characterization of the single­
photon ionization from the 2p6 ground state in neon. Using angle­resolved RAB­
BIT, the amplitude and phase for different ionization channels are measured as
a function of the kinetic energy of the photoelectron. In the following, the key
theoretical tools essential for the method are derived. The transition between two
continuum states involved in our method is shown to be independent of the atom,
i.e. universal, and thus predictable. Finally, the angle­resolved photoelectron spec­
tra for single­ and two­photon transitions are analyzed and our method is applied
to extract single­photon amplitudes and phases.

3.1 Theoretical Tools

Describing the process of photoionization theoretically requires some basic con­
cepts of quantum mechanics. Starting from the time­independent Schrödinger
equation, both bound and continuum states can be expressed in a central field ap­
proximation. For the coupling of the electron to the electromagnetic field, transi­
tion matrix elements are introduced in an asymptotic approximation [81].

3.1.1 Bound and Continuum States

Atomic states are usually defined as eigenstates ϕ(r) of the time­independent
Schrödinger equation:(

− ℏ2

2me
∇2 + V (r)

)
ϕ(r) = Eϕ(r), (3.1)

where E is the energy eigenvalue, ℏ is Planck’s reduced constant, me is the elec­
tron mass and V (r) is the potential felt by the electron. An electron interacting
with the nucleus of charge Z feels a force caused by the Coulomb potential and
the interaction with other electrons, often approximated by a radially symmetric
potential V (r) in the central field approximation. In this case, the wave function
can be written as a product of a radial and an angular part and characterized by
the quantum numbers l and m:

ϕlm(r) = Rl(r)Ylm(θ, φ), (3.2)

where Rl(r) is the radial part and Ylm(θ, ϕ) are the spherical harmonics describ­
ing the angular part. Here, spherical coordinates are used, where r, θ and φ de­
scribe the radial distance, the polar angle and the azimuthal angle, respectively.
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The spherical harmonics are eigenstates of the Laplace operator in spherical co­
ordinates. Thus, inserting equation (3.2) into (3.1) and using the simplification
fl = rRl, leads to the radial Schrödinger equation:(

− ℏ2

2me

d2

dr2
+

l(l + 1)ℏ2

2mer2
+ V (r)

)
fl(r) = Efl(r), (3.3)

which is effectively a one­dimensional version of equation (3.1), when defining the
effective potential:

Veff(r) = V (r) +
l(l + 1)ℏ2

2mer2
, (3.4)

where the second term is referred to as the centrifugal potential. The solutions
of equation (3.3) depend drastically on whether the eigenvalues E are positive or
negative. For negative eigenvalues E < 0, the eigenstates are referred to as bound
states ϕnlm and are characterized by another discrete quantum number n. Each
bound state is associated to a negative energy eigenvalue En ∝ −Z2/n2.

For positive eigenvalues E > 0, the solutions are referred to as scattering states
with the radial part Rkl(r). Here, l remains a discrete quantum number, whereas
k is continuous and connected to the energy as k =

√
2meE/ℏ. The radial

wavefunction can then be written in its asymptotic limit as:

lim
r→∞

Rkl(r) =

√
2

πk

1

r
sin
(
kr +

Zln(2kr)
k

+ ηl(k)−
πl

2

)
. (3.5)

The second term in the sine function is a logarithmic divergence characteristic
for the Coulomb potential created by the ionic core. The scattering phase ηl(k)
consists of two contributions: ηl(k) = ςl(k) + δl(k), where ςl(k) = arg[Γ(l +
1+ iZ/k)] is the Coulomb phase shift and δl(k) is a correction term for the short­
range deviation of the potential compared to a pure Coulomb potential. Finally,
the last term describes the effect of the centrifugal barrier. It is worth emphasizing
that the scattering phase and the centrifugal barrier effect both depend on the
quantum number l, which plays an important role in paper I.

The wave function describing an outgoing electron with momentum k can be
expanded in what is known as partial waves, as they in practice often combine
to a set of eigenfunctions forming a so­called electron wave packet (EWP). Such a
superposition of partial waves can be written as:

ϕk(r, θ, φ) = (8π)3/2
∑
l,m

ileiηl(k)Y ∗
lm(k̂)Rkl(r)Ylm(r̂), (3.6)

where k̂ = k/k and r̂ = r/r. From this equation, scattering states can be identi­
fied as spherical waves with wave number k, modified by the spherical harmonics
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Figure 3.1: Spherical harmonics Ylm(θ, φ) for l = 0, 1, 2, 3 and m = 0.

Ylm(θ, φ). Figure 3.1 shows the first few orders of the spherical harmonics. The
quantum number l, called the angular quantum number or short angular momen­
tum, hereby imposes the number of non­centrosymmetric nodes. This dependence
is a fundamental element of the method presented in paper I.

3.1.2 Two­Photon Interferometry

The transition of an electron from the ground state to a scattering state is charac­
terized by its transition matrix element. In the following, we focus on laser­assisted
two­photon transitions, where an XUV photon with angular frequency Ω is ab­
sorbed, taking an electron from a bound state |i⟩ to an intermediate scattering
state |ν⟩. Subsequently, an infrared photon with angular frequency ω is either ab­
sorbed or emitted, in a continuum­continuum (cc) transition from |ν⟩ to the final
scattering state |k⟩. Note that for simplicity the states are written in Dirac nota­
tion, where the corresponding wave functions are calculated as: ϕi(r) = ⟨r|i⟩ for
the initial state with negative energy Ei and ϕkLm = ⟨r|k⟩ for the final state with
positive energy Ek = k2ℏ2/2me = Ei+ℏΩ±ℏω. Assuming linear polarization
for both the XUV and the infrared field along the axis ẑ and using second­order
perturbation theory, the transition matrix element can be written as [81]:

M
(±)
ki ∝ lim

ϵ→0+

∫
ν

⟨k|z|ν⟩ ⟨ν|z|i⟩
ℏΩ(±) − Eν + Ei + iϵ

. (3.7)
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Figure 3.2: Schematic representation of the RABBIT technique. An XUV photon (blue arrow) initiates the
transition from the ground state with angular momentum ℓ to the intermediate state with
angular momentum λ. An additional infrared photon leads to the final state with angular
momentum L. The sideband is reached via two interfering quantum path, as indicated by the
solid and dashed lines.

The integral runs over an infinite number of continuum states, while the sum of
all discrete states (resonances) are neglected. The (±) refers to two different paths:
the infrared photon is either absorbed (+) with Ω+ = (2q − 1)ω or emitted (−)
with Ω− = (2q + 1)ω. As shown in figure 3.2, for two consecutive harmonics,
the two paths interfere at Ωq = 2qω + Ei/ℏ forming a sideband.

The final energy states can have different angular momenta and magnetic quantum
numbers. In addition, the same final state can be reached via a variety of different
channels following the selection rules of an electric dipole transition. The angular
momentum of the intermediate state λ relates to the ground state angular momen­
tum ℓ as λ = ℓ± 1, and the final state angular momentum L to the intermediate
state as L = λ± 1.

The transition amplitude is a function of the delay τ between infrared and XUV
pulses and can be written as a sum of partial waves:

A(±)
Lm(θ, ϕ, τ) = − ie2

ℏ
EXUV (Ω)EIR(ω)e(±)iωτ

∑
λ

M
(±)
LλℓmYLm(θ, ϕ), (3.8)

where the transition matrix element for each partial wave can be decomposed into
its amplitude and its phase:

M
(±)
Lλℓm = Cm

LλC
m
λℓ σ

(±)
Lλℓ ei(ϕ(±)

Lλ +φ
(±)
λℓ +Φ2q∓1). (3.9)
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Here, m is the magnetic quantum number of the initial state, Cm
Lλ, C

m
λℓ are angu­

lar coefficients equal to ⟨Lm|Y10|λm⟩ and ⟨λm|Y10|ℓm⟩, and σ
(±)
Lλℓ is the radial

amplitude. The phase consists of three terms: φ(±)
λℓ is the phase associated to one­

photon ionization, ϕ(±)
Lλ is the continuum­continuum (cc)­phase, and Φ2q∓1 is

the phase of the (2q ∓ 1)th harmonic field.

In an angle­resolved RABBIT experiment, the final states for a given magnetic
quantum number m add coherently, whereas states with different m add incoher­
ently. The resulting signal of a sideband resolved in angle and delay can be written
as [82]:

ISB(θ, τ) =

∫ 2π

0
dϕ
∑
m

∣∣∣∑
L

(
A(+)

Lm(θ, ϕ, τ) +A(−)
Lm(θ, ϕ, τ)

)∣∣∣2 (3.10)

The angular dependence of the sidebands is therefore given by the contributions
of the individual states with different angular momenta as well as the interference
between them.

The additional interaction with the second photon leads to an increase in the num­
ber of angular channels, as shown in figure 3.5, and modifies the radial amplitude
and phase of the outgoing photoionization wavepacket [81, 83, 84]. Hence, the
angular structure of the sidebands not only depends on the different partial waves
of the angular momentum channels reached via single photon ionization, but is
also strongly influenced by the cc­transition [83, 85]. In order to disentangle the
two contributions, an investigation of the cc­transition is presented in the follow­
ing. It is found that its universal behavior allows a characterization of the cc­phase
independently of the atom and that the cc­amplitudes can be connected via Fano’s
propensity rule.

3.1.3 Continuum­Continuum Transitions

The cc­transition has recently attracted much attention [81, 84, 86] and it can
be shown that for certain aspects it is independent of the atom, while it mostly
depends on the angular momenta involved in the transition. In the following,
both the amplitude σ

(±)
Lλℓ and the phase ϕ

(±)
Lλ are studied and the universality is

demonstrated based on calculations using angular­channel­resolved many­body
perturbation theory, performed in collaboration with Eva Lindroth and Jimmy
Vindbladh [87].
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Figure 3.3: Calculated amplitude ratios for the absorption α+
λℓ and emission α−

λℓ processes. The left panel
sketches how the ratio connects the two cc-transitions exemplified for α+

λℓ. The right panels
show the calculated curves corresponding to different intermediate states (λ=1,2,3 in blue,
red, green, respectively) and different atoms/initial states (square, He, 1s initial state); (cross,
Kr, 3d); (triangle, Ne, 2p); (circle, Ar, 3p).

First, the two­photon radial amplitudes σ(±)
(λ±1)λℓ for a given intermediate state

with angular momentum λ and, in accordance with the selection rules, the two
final states L = (λ ± 1) are compared. Figure 3.3 presents the calculated ratio
between the radial amplitudes for increasing and decreasing angular momenta,
defined as:

α
(±)
λℓ =

σ
(±)
(λ−1)λℓ

σ
(±)
(λ+1)λℓ

. (3.11)

The different curves correspond to the ionization of valence electrons from various
atoms and initial states, as indicated in the figure caption. As can be seen, the ratio
shows a universal behavior, independent of the atom. Only the orbital angular
momentum of the intermediate state, λ, is of importance, as predicted by Fano’s
propensity rule for the cc­transitions [86]. This result is very promising as it allows
us to connect two different ionization channels via the constant α(±)

λℓ and hence
to reduce the number of unknown parameters in the process.

Further, the phases introduced by the cc­transitions are considered. Figure 3.4
shows the result of the calculated cc­phase for increasing ϕ

(±)
(λ+1)λ and decreasing
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Figure 3.4: Calculated continuum-continuum phases ϕ(±)
Lλ for the absorption (a,b) and emission (c,d) pro-

cesses. The different curves correspond to different intermediate states (λ=1,2,3 in blue, red,
green, respectively) and different atoms/initial states (square, He, 1s initial state); (cross, Kr, 3d);
(triangle, Ne, 2p); (circle, Ar, 3p). (a,d) refer to transitions with increasing angular momentum,
L = λ + 1, while in (b,c), L = λ − 1 .

angular momenta ϕ(±)
(λ−1)λ, in case of absorption (+) or emission (­). Several col­

ors and markers, corresponding to different intermediate angular momenta and
atoms respectively, are detailed in the figure caption. For both increasing and de­
creasing angular momenta, all curves are in good agreement with each other. Only
for certain energies do the cc­phases depend slightly on the intermediate angular
momentum and not at all on the atomic system. For the absorption, the cc­phase
decreases as a function of kinetic energy and is positive, while for the emission, it
increases and is negative. Note that the phases are not mirror images of one an­
other, i.e. ϕ+

Lλ ̸= −ϕ−
Lλ. To conclude, these results show that the variation of the

continuum­continuum phase can be seen as universal, independent of the atom.

3.2 MeasuringChannel­Resolved Single­Photon Ionization

As is clear from equation 3.8, the coherent superposition of different partial waves
leads to an interference imprinted in the angular distribution of the emitted elec­
trons. The detection of the angular distribution of the outgoing electron is there­
fore required. In addition, two­photon interferometry [29, 78, 88], enables the
characterization of the phase of the EWP, which has recently gained much atten­
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tion [83, 85, 89, 90]. Figure 3.5 depicts the energies and angular momenta involved
in two­photon transitions starting from a p ground state form = 0. In total, there
are two intermediate states, s and d, and two final states, p and f , involved in the
transition, enabling three ionization channels: p → s → p, p → d → p and
p → d → f . Note that for m = ±1 only the path via the d intermediate state
exists. The angular distribution of the different intermediate and final states is
proportional to the spherical harmonics, which is why they are shown in figure
3.5. Additionally, the superposition of the various angular momentum channels,
leading to the resulting angular distribution of the sidebands, is indicated. As il­
lustrated, the photoelectron angular distributions are probed by two interfering
quantum paths based on the RABBIT technique (solid and dashed lines).

In the following, it is demonstrated that the photoelectron angular distributions,
in combination with the universality of the cc­transitions, provide the needed in­
formation to further disentangle the different angular momentum channels. To
fully describe the EWP nine unknown parameters need to be determined, one of
them being the single­photon phases. However, only the two­photon amplitude
can be extracted from this approach. Hence, a similar method is presented, where
only one XUV photon is used for the ionization and, in combination with the pre­
viously extracted phases, it is possible to also access the one­photon amplitudes.

p
L=1

f
L=3

d
λ=2

s
λ=0

continuum
bound

+h̄ω

p 
  =1�

p+f

s+d

s+d

Ekin

d
λ=2

s
λ=0

Figure 3.5: Angular channels involved in the two-photon transition. The photoionization from the p-
ground state towards s- and d- continuum states (blue arrows) is followed by the interaction
with an additional infrared photon (red arrows) leading to the final p- and f states. The two
interfering quantum path needed for the RABBIT technique, are indicated by the solid and
dashed lines.

53



3.2.1 Single­Photon Phase Characterization

The two­photon transition, as described in equation 3.7, starting from the 2p6

ground state of neon results in sidebands, of which the angle­ and delay­dependent
signal ISB(θ, τ) can be written as:

ISB(θ, τ) ∝
∫

dϕ
∑

m=0,±1

∣∣∣ ∑
L=1,3
λ=0,2

M+
LλℓmYLm(θ, ϕ)eiωτ

+M−
LλℓmYLm(θ, ϕ)e−iωτ

∣∣∣2,
(3.12)

When expressing the matrix elements as introduced in equation 3.9, and using
the knowledge of the cc­transition, shown in figures 3.3 and 3.4, the unknown
quantities in equation 3.12 are the single­photon phases φ(±)

01 and φ
(±)
21 for the

s­ and the d­channel, the radial two­photon amplitudes σ(±)
101 and σ

(±)
321 , while

σ
(±)
121 is given by σ

(±)
121 = α±

21σ
(±)
321 , and the phase difference ∆Φ2q = Φ2q+1 −

Φ2q−1 between consecutive harmonic orders. The number of unknown quantities
required to describe the ionization process is therefore nine.

The following chapter presents the analysis of the experimental two­photon data
and demonstrates that we are able to extract nine observables from the time­
dependent photoelectron angular distribution, which then enables the character­
ization of the nine unknown parameters in equation 3.12. We thus are able to
determine the one­photon phases for both angular momentum channels.

3.2.2 Single­Photon Amplitude Characterization

As is clear from the above consideration, only the radial amplitudes of the entire
two­photon transition σ

(±)
Lλℓ can be extracted from the two­photon photoioniza­

tion experiment. With the aim of measuring only the one­photon radial amplitude
σλℓ, we performed an experiment with a single XUV photon ionizing the atom.
The resulting angle­dependent photoelectron signal is written as:

IH(θ) ∝
∫

dϕ
∑

m=0,±1

∣∣∣ ∑
λ=0,2

MλℓmYλm(θ, ϕ)
∣∣∣2. (3.13)

Here, Mλℓm is the one­photon matrix element from the ground state with angular
momentum ℓ to the final continuum state with angular momentum λ, which can
be written as

Mλℓm = Cm
λℓ σλℓ ei(φλℓ+Φ2q+1). (3.14)
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Since it is possible to extract the one­photon phasesφ01, φ21 from the two­photon
data, this equation has only two unknown quantities: the radial amplitudes σ01
and σ21. As shown in the next chapter, the experimental photoelectron angular
distributions enable the assessment of two observables and hence the characteri­
zation of the radial single­photon amplitudes.

3.3 Angle­Resolved Photoelectron Spectra

In the following chapter, the experimentally achieved angle­resolved photoelectron
spectra are presented for ionization with a single XUV photon, as well as one XUV
and one infrared photon. The XUV pulses are produced via HHG in argon. The
spectrum is shaped using an aluminum filter, which results in a spectral range
from harmonic 11 at around 17 eV up to harmonic 27 at 42 eV. The DVMIS in
the application chamber, as described in chapter 2.4.3, is used to detect the 2D
projection of the 3D photoelectron emission distribution onto the MCP detector.
In order to retrieve the electron momentum distribution, an inverse Abel inversion
is performed. For the two­photon data, the IR­XUV interferometer, presented in
chapter 2.6.3, introduces the delay between the two pulses in a range of 100 fs with
a step size of 100 as. The inverse Abel inversion is highly sensitive to the signal­
to­noise ratio of the recorded images, which is why the entire delay range was
resampled to only one period of the infrared pulse (≈ 2.7 fs) before the inversion
was performed. In doing so, the statistics of each delay step were increased by a
factor of around 38. As a result, the quality of the inverted momentum maps was
sufficient enough to determine the delay dependence of the photoelectron angular
distributions for sidebands up to the 24th order.

3.3.1 Single­Photon Emission Spectra

Figure 3.6(a) shows the momentum distribution taken in neon ionized by a single
XUV photon. The individual rings correspond to electrons released by consec­
utive harmonic orders. The first ring is due to ionization by absorption of the
15th harmonic, which is the first one to overcome the ionization potential of neon
at 21.6 eV. Figure 3.6(b) shows the photoelectron spectrum as a function of the
kinetic energy.

A common way to analyze the angular distribution is by using an expansion in
Legendre polynomials up to the second order. The resulting signal can be written
as

IH(θ) = h0 + h2P2(cos θ), (3.15)
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Figure 3.6: (a) Photoelectron momentum distribution retrieved by an Abel-inversion of the VMI image.
(b) Angle-resolved photon photoelectron spectrum. (c) Extracted asymmetry coefficient h2 as
a function of the energy. The red dots are the extracted values with error bars returned from
the fit and the black line are literature values from Taylor et al. [91].

where P2(x) = (3x2 − 1)/2. Each line in figure 3.6 (b) is therefore energy­
integrated and equation 3.15 is fitted to the resulting angular distribution. Figure
3.6(c) shows the obtained asymmetry coefficientsh2/h0 as a function of the kinetic
energy of the electron. The black line corresponds to calculated values from Taylor
et al. [91], and good agreement with the data was found. As can be seen, the
emission is the strongest at 90° for contribution from the lowest harmonic, which
is represented by the negative value of h2/h0. For photoelectrons released by
higher harmonics, the yield at 0° and 180°, e.g., along the laser polarization, is the
strongest.

3.3.2 Two­Photon Emission Spectra

For the case of a two­photon ionization, sidebands can be found in between con­
tributions from electrons from the direct ionization. The delay between the XUV
and the infrared τ plays an important role for the sideband yield, as already dis­
cussed in chapter 2.6.4. Figure 3.7 presents the angular­resolved delay­integrated
momentum distribution in (a) and the corresponding photoelectron spectrum in
(b) as well as the angular­integrated delay­dependent spectrum in (c). It shows
contributions from the absorption of harmonics 15 to 25 as well as sidebands 16

56



Figure 3.7: (a) Photoelectron momentum distribution retrieved by an Abel-inversion of the VMI image
after integrating over all delays. (b) Angle-resolved photon photoelectron spectrum. (c) Angle-
integrated photoelectrons spectrum as a function of the delay.

to 24. The sidebands in figure 2(c) oscillate at a frequency 2ω, as expected from
equation 2.23. Consequently, the photoelectron peaks corresponding to the ab­
sorption of harmonics oscillate with the same frequency but the opposite phase,
due to a redistribution of the electrons from the main absorption peaks to the side­
bands. The sidebands are maximized at the angles of 0° and 180°, corresponding
to emission along the polarization axis of the XUV and IR fields.

Finally, figure 3.8(a) shows the delay and angle dependence of the 16th sideband
integrated in energy. The angle­resolved oscillation phase is extracted by fitting
a cosine to the temporal evolution for all recorded angles. The red dots in figure
3.8(a) show the measured phase as a function of the emission angle. Despite the
difference in signal strength, an oscillation with frequency 2ω can be seen at all an­
gles. The phase of the oscillation depends strongly on the angle and varies by more
than 2 rad between 0° and 90°. The experimentally retrieved phase is compared
with simulations based on the angular­channel­resolved many­body perturbation
theory (black line). In 3.8(b) the measured phases for sidebands 18­24 are shown
together with the corresponding simulations. The agreement between the mea­
surement and the simulations is overall very convincing. The values only start to
deviate for sideband 24, which might be due to lower statistics as the intensity is
comparably low for higher harmonic orders.

Similarly to the single­photon case, the angular distribution of the sidebands re­
sults from the superposition of partial waves, in this case with angular momenta
p and f as shown in figure 3.5 The angular distribution of the sidebands can
again be described by Legendre polynomials. However, since the transition in­
volves the interaction with two photons, and there is no parity mixing, the ex­
pansion consists of three polynomials: P0(x) = 1, P2(x) = (3x2 − 1)/2, and
P4(x) = (35x4 − 30x2 +3)/8 . The sideband yield can be written as a function
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Figure 3.8: (a) shows the Energy-integrated sideband 16 as a function of angle and delay. The red dots
are the extracted phase with error bars returned from the fit, and the black line shows the
simulated result. In (b) the extracted phases for sideband 18-24 are shown from top to bottom
respectively.

of the delay between XUV and infrared pulses τ [92, 93] according to:

ISB(θ, τ) = h0(τ)P0(x) + h2(τ)P2(cos θ) + h4(τ)P4(cos θ). (3.16)

Equation 3.16 is fitted to the experimentally retrieved angular distributions for
each delay step. Figure 3.9 shows the resulting asymmetry coefficients h0(τ),
h2(τ) and h4(τ) of sideband 18 as a function of the delay with the corresponding
error bars retrieved by the standard deviation returned by the fit. As is clear from
Figure 3.9, each hi(τ) oscillates with the delay τ at the frequency 2ω and is there­
fore fully determined by three observables: its mean value, its amplitude and its
phase. Thus, a total of nine parameters are required to describe the angle and delay
dependence of the sideband signal ISB(θ, τ). This implies that the nine unknown
quantities in equation 3.12 can be determined through these nine observables.
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Figure 3.9: (a) Fit of equation 3.16 (red line) to the photoelectron angular distribution (black dots), which
is repeated for all recorded delay steps. Each fit results in one point in (b), showing the delay
dependence of the obtained coefficients hi(τ), i = 0, 2, 4 for sideband 18. The error bars
correspond to one standard deviation returned from the fit.

3.4 Radial Amplitude and Phase Extraction

The final step consists in connecting the experimental observables for the one­
and two­photon cases to the unknown quantities describing the outgoing elec­
tron. Firstly, the single­photon phases are extracted from the two­photon emission
spectra. In order to do so, Equation 3.12 can be written for all possible states:

ISB(θ, τ) ∝
∫

dϕ
∣∣∣([M+

1010 +M+
1210

]
Y10(θ, ϕ) +M+

3210Y30(θ, ϕ)
)
eiωτ([

M−
1010 +M−

1210

]
Y10(θ, ϕ) +M−

3210Y30(θ, ϕ)
)
e−iωτ

∣∣∣2
+ 2
∣∣∣(M+

1211Y11(θ, ϕ) +M+
3211Y31(θ, ϕ)

)
eiωτ(

M−
1211Y11(θ, ϕ) +M−

3211Y31(θ, ϕ)
)
e−iωτ

∣∣∣2
(3.17)
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This can be further expanded by replacing the products of spherical harmonics by
an expansion in associated Legendre polynomials, using the following relation:

YLm(θ, ϕ) = (−1)m

√
(2L+ 1)(L−m)!

4π(L+m)!
Pm
L (cosθ)eimϕ (3.18)

The absolute square in equation 3.17 results in squared and cross terms between
odd Legendre polynomials, which can be replaced by the following identities:
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Note that the associated Legendre polynomials are equal to the regular ones for
m = 0 and thus P 0

L = PL for L = 0, 2, 4. The angular coefficients Cm
l,l+1

are derived by calculating the angular transition matrix element between an initial
state with angular momentum ℓ and a final state with angular momentum ℓ + 1
as:

Cm
ℓ,ℓ+1 = (−1)ℓ+m−1(ℓ+ 1)1/2

(
ℓ+ 1 1 ℓ
−m 0 m

)
.

Finally, only Legendre polynomials of the 0th, 2nd and 4th order are left, as all sixth­
order terms vanish. Hence, we recover the general form: ISB(θ, τ) = h0(τ) +
h2(τ)P2(cos θ) + h4(τ)P4(cos θ), which is identical to equation 3.16. The three
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parameters hi, i = 0, 2, 4 can thus be identified as:
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As is clear from these equations, each hi(τ) oscillates with the delay τ at frequency
2ω. The values for α(±)

λ and ϕ
(±)
Lλ are taken from figures 3.3 and 3.4. The nine

unknown quantities are now determined through a simultaneous fit of the three
analytical expressions of hi(τ) (equations above), to the experimentally measured
coefficients hi(τ) in figure 3.9. The result of this global fit is shown in figure 3.10
for sideband 18. The extracted phases are however not completely independent,
since they only appear as differences in the analytical expressions above, which
means that they carry a global offset and are not absolute. However, if one of the
phases is locked, e.g. φ−

01, all of the others can be determined. To map out the
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Figure 3.10: Global fit results of sideband 18 for all three asymmetry parameters hi, where i = 0, 2, 4 are
shown in red, green and blue respectively.

energy dependence of the one­photon phases, the global fit is repeated for each
sideband. Using the fact that φ−

λ1(SBn) = φ+
λ1(SBn+2), the evolution of the

one­photon phases as a function of energy is iteratively retrieved. Consequently,
the superscript (±) can be neglected, since in the following the phases are shown
as a function of the kinetic energy.

Figure 3.11 displays the extracted phases for λ = 0 (green) and λ = 2 (blue). The
solid lines correspond to calculated values, based on the angular­channel­resolved
many­body perturbation theory. As explained above, the procedure only enables
us to determine the phases up to a global phase offset. After adjusting this phase
offset, the theoretical and experimental results are in excellent agreement: both
the energy dependence and the difference between the s­ and the d­channel is
well reproduced by the experimental results. The deviation of the highest energy
might be due to low statistics caused by the comparably low intensity of the 25th

harmonic.

The phaseφλℓ results from the radial part of the final scattering state, as introduced
in equation 3.5 and is a sum of the Coulomb phase ςλ, a contribution δλ from the
short­range potential and a contribution from the centrifugal barrier −πλ/2. In
order to investigate the influence of each term, figure 3.11 also shows the Coulomb
phases ςλ (dashed lines), as well as ςλ + δλ − πλ/2 (dotted lines), where δλ are
taken from Kennedy and Manson [94]. The calculated as well as the experimen­
tally retrieved phases are very close to ςλ + δλ − πλ/2 (cf. the solid and dotted
lines). The difference between φ01 and ς0 is due to the short range potential con­
tributing with ∼ 1.2π, while that between φ02 and ς2 is mainly a result of the
effect of the centrifugal barrier, leading to a π phase shift. Both phase shifts are
indicated by black arrows. For λ = 2, short range effects are small because of
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Figure 3.11: Extracted one-photon scattering phases φ01 (green) and φ21 (blue) for experimental (dots)
and simulated data (solid lines). The dashed lines show the contributions from the Coulomb
phase ςλ, where for the dotted lines the effect of the short-range potential and the centrifu-
gal effect is added: ςλ + δλ − πλ/2. For λ = 0 this shift is dominated by the short range
potential (δ0 ≈ 1.2π) and for λ = 2 by the centrifugal effect (π), as indicated by the arrows.

the centrifugal barrier that prevents the d­electron from coming close to the core.
Since the effect of the short­range potential for the s­electron is comparable to that
of the centrifugal barrier for the d­electron, the two contributions almost cancel
each other out. Hence, the difference between φ01 and φ21 is primarily due to the
difference in Coulomb phases. The increase of the phases for low energies and the
asymptotic behavior for higher energies also follows the behavior of the Coulomb
phases.

Finally, in order to fully characterize single photon ionization, the radial ampli­
tudes σλℓ are determined as described above. Again, equation 3.13 is rewritten in
terms of Legendre polynomials (equation 3.15) where the coefficients h0 and h2
result in:

h0 =
1

12π

[
σ2
01 + σ2

21

]
, (3.19)

h2 =
1

3π

[1
2
σ2
21 + σ01σ21 cos(φ01 − φ21)

]
. (3.20)

The coefficients h0 and h2 are extracted from the experimental data. Using the
single­photon phases obtained previously, the relative radial amplitudes of the λ =
0 and λ = 2 channel are determined from equation 3.19 and 3.20. The absolute
values of the amplitudes depend on the experimental parameters, in particular the
harmonic intensity, which is why figure 3.12 displays the ratio between them. The
black solid line corresponds to the calculated values. As can be seen, the ratio is
above one for all energies, which agrees well with Fano’s propensity rule for one­
photon absorption [95].
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Figure 3.12: Ratio between one-photon amplitudes σ21 and σ01 extracted from XUV only data (dots). The
black line shows the result of the calculations.

The above mentioned extraction of amplitude and phase of the s and d ionization
channels fully characterizes the individual matrix elements and thus the photoion­
ization dynamics. In particular, the study of the phases of the different angular mo­
mentum channels, unravels the interplay between short­range, correlation and/or
centrifugal effects. The method is general and can be applied to other atomic shells
(e.g. d).
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Chapter 4

Photodissociation

The following chapter focuses on the dissociation dynamics of carbon­based
molecules upon ionization by XUV pulses. Paper Iv sets out how the Intense
XUV Beamline was used to study the diamondoid adamantane based on corre­
lated ion and electron spectroscopy using the double­sided VMIS. Characterizing
the charged fragments enabled a detailed investigation of the individual dissocia­
tion channels.

Further, as described in papers vI and vII, experiments were carried out at Free­
Electron­Lasers (FELs) using pump­probe schemes to resolve dissociation dynam­
ics on a femtosecond timescale.

4.1 Dissociation Dynamics of Adamantane

The molecule adamantane, C10H16, is the smallest of all diamondoids with a well­
defined structure, shown in figure 4.1, forming a cage of carbon atoms, where each
one is fully terminated by hydrogen atoms. Studying adamantane is of interest due
to its natural appearance on earth and in space [96, 97, 98].

The ionization threshold of adamantane lies between 8­9 eV, which leads to the
production of unstable cations followed by dissociation. Previous studies indicate
that the dissociation takes place via several fragmentation channels accompanied
by hydrogen migration and often a prior opening of the carbon cage [99, 100].
In a series of studies, we examined the dissociation dynamics of the adamantane
dication. The double­ionization threshold of adamantane at 23.9 eV is reached by
using harmonics generated in argon with photon energies spanning from 20 to
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Figure 4.1: Schematic illustration of the structure of adamantane

45 eV. The resulting charged particles were detected using the double­sided VMIS
to simultaneously record the ion and electron momentum distributions and the
time­of­flight spectrum.

The adamantane sample, which is solid at room temperature, was introduced into
the application chamber using the Even­Lavie valve. The powder was inserted into
a cartridge, which was heated to 100° C to ensure a constant vapor pressure and
the gaseous sample was then picked up by a helium carrier gas with a 1 bar backing
pressure injected through the cartridge.

4.1.1 Fragmentation Landscape

Figure 4.2 presents the mass spectrum, retrieved from the time­of­flight spectrum.
A rich fragmentation landscape can be observed. The strongest peak at m/q=2 u/e
originates from the helium carrier gas. The peak at m/q=136 u/e corresponds to the
singly charged parent ion. In between can be seen the production of a wide dis­
tribution of CnH+

x . Individual islands can be identified corresponding to groups
of Cn, n = 2 − 9. The peaks within each group arise from various amounts of
hydrogen atoms attached to the carbon chain, as shown in the inset in figure 4.2.
This is an indication of strong intranuclear rearrangements, in particular hydrogen
migration. If such rearrangements take place prior to the fragmentation, a cage
opening is likely to occur, as indicated by Candian et al. [99]. It is not possible to
see the dication or any other doubly­charged fragments in the mass spectrum at
the time of the detection. However, there are indications in the spectrum hinting
towards dynamics initiated by multiple ionization of the parent ion. For instance,
the peak of the C2H5 fragment appears to be widened compared to its neighbor­
ing peaks, as shown in the inset in figure 4.2, signifying a higher kinetic energy
distribution.
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Figure 4.2: The mass spectrum of ionization induced dissociation of adamantane molecules injected using
a helium carrier gas. The two highest peaks correspond to helium ions at m/q=2 u/e and the
parent ion at m/q=136 u/e. The islands in between represent all fragmentation products. The
inset shows a zoom-in on three of the fragments.

In order to unravel the dynamics initiated by the double ionization process, figure
4.3 shows the key energy levels of the cage opening as well as various two­body and
three­body fragmentation channels obtained using ab initio molecular dynamics
calculations performed as part of our collaboration with the Autonomous Uni­
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states including the double ionization threshold and the lowest energy configuration for an
open cage geometry. (b,c) Lowest energies of final levels for two- and three-body break-up
channels. Figure adapted from paper Iv.
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versity of Madrid. Interestingly, all two­ and three­body break­up channels lie
energetically lower than the double ionization threshold. Hence, the dication of
adamantane is unstable and will dissociate. In between the energy levels of the
dication and the break­up channels, the energies corresponding to the cage open­
ing geometries can be found. The calculations indicate time scales of hundreds of
femtoseconds for the fragmentation process, with a dependence on the excitation
energy. The cage­opening takes place within a few tens of femtoseconds after the
ionization. For both the two­ and three­body break­ups, the lowest lying channels
are the ones leading to the production of C2H5 fragments, where the two­body
breakup is energetically favorable. However, the mass spectrum as shown in figure
4.2 does not provide enough information to distinguish different fragmentation
channels leading to the same fragment. Therefore, the next chapter introduces a
method that allows the measurement of shot­to­shot correlations between differ­
ent fragments and thus an unraveling of the fragmentation pathways.

4.1.2 Covariance Analysis

In this experiment, the high event rate per laser pulse (several tens of counts per
shot) enables the use of covariance techniques [101]. Based on the idea that the
Poisson­distributed probability distribution of the individual dissociation chan­
nels is imprinted in the shot­to­shot varying fragmentation landscape, correlated
fragmentation products within this landscape should carry the same imprints. Ex­
tracting the so­called covariance between those fragmentation products determines
how strong these correlations are and makes it possible to distinguish them from
uncorrelated fragments. This is done by the following calculation: X = {X(i)}
andY = {Y (i)}, i = 1...N are the shot­to­shot yields of two different fragments.
The covariance between Y and Y is given by:

cov(X,Y) = ⟨(X− ⟨X⟩)(Y − ⟨Y⟩)⟩ = ⟨XY⟩ − ⟨X⟩ ⟨Y⟩ , (4.1)

where ⟨X⟩ = 1

N

N∑
i=1

X(i) and ⟨XY⟩ = 1

N

N∑
i=1

X(i)Y (i) (4.2)

Equation 4.1 has a simple interpretation: ⟨XY⟩ measures the common occur­
rences of X and Y, including all correlated and uncorrelated events. ⟨X⟩ ⟨Y⟩
estimates the uncorrelated common events and thus corrects the previous term
such that the result reduces to all correlated events. In practice, false correlations
caused by systematic variation, e.g., fluctuations of the laser, often affect the result
of covariance calculations. If such variations are also detected on a shot­to­shot ba­
sis, it is possible to compensate for them using partial covariance. Consequently,
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the covariance betweenX orY and the variation is calculated and subtracted from
the covariance between the X and Y.

4.1.3 The C2H5­C8H11 Fragmentation Channel

Figure 4.4 displays the application of this technique to the detected ions in the
time­of­flight (TOF) spectra. The covariance between each recorded TOF channel
is calculated with all other TOF channels for each recorded laser shot. A positive
signal designates a high correlation between two channels. As can be seen in the
figure, several correlation islands can be identified, each corresponding to a pair of
ions and the associated fragmentation channel. The strength of the islands is the
branching ratio of the respective fragmentation channel. The inset in figure 4.4
shows the region with the strongest contributions at around 2250 ns on the x­axis,
which corresponds to the C2H+

5 ion. The top island represents the correlation
with C8H+

11, which has the strongest branching ratio overall. The underlying
two­body breakup channel can be formulated as:

C10H2+
16 −→ C2H+

5 + C8H+
11 (4.3)

The shape of the identified island plays an important role in understanding the
dynamics. Generally, the elongation of each island indicates a spread of the mo­
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of adamantane. The inset shows a zoom-in on the correlations with the C2H

+
5 fragment.
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Figure 4.5: Total ion VMI map of adamantane after XUV irradiation averaged over all recorded shots.
Figure reproduced from [103].

menta between the two ions, leading to the shoulders of the widened peaks in
the mass spectrum described previously. This is due to the kinetic energy released
in the charge separation, which is shared between the two fragments and divided
according to momentum conservation. Confirmation of this was obtained by the
slope of ­1 of the correlation island, as expected for a two­body break­up [102]. The
other islands found in the inset of figure 4.4 can be associated to further break­up
channels of the C2H+

5 ion.

In order to access the distribution of momenta between ions, the ion VMI image
is recorded in addition to the TOF. Figure 4.5 shows the recorded total ion ve­
locity map image. The image shows several features along the vertical axis, which
can be associated to different fragments. Due to their initial velocity in the jet,
they are displaced downwards on the detector depending on their mass, with the
heavier fragments further from the center. However, drawing conclusion about
the individual fragments is not possible. While the camera is unable to record the
momentum distributions for individual fragments, correlated information can be
used to disentangle them.

In a similar fashion to what is described above, the covariance between individual
peaks in the mass spectrum, i.e., individual fragments, and each pixel of the ion
velocity map image is calculated. The results are covariance maps indicating which
parts of the velocity map are caused by the corresponding fragment. Figure 4.6
shows the result of such calculations, where the entire mass spectrum is displayed
at the bottom, while the insets exhibit the covariance maps for the individual frag­
ments. Most fragments show a strong central feature, which can be associated to
ions with little or no additional kinetic energy, resulting from dissociative channels

72



10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120 125 130 135 140 145

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

CH+
x C2H+

x C3H+
x C4H+

x C5H+
x C6H+

x C7H+
x C8H+

x C9H+
x C10H+

x

C6H7
+

C6H8
+ C6H9

+

C7H9
+ C7H10

+

C7H11
+

C10H16
+

C9H13
+

In
te

ns
ity

 (a
rb

.u
.)

C2H5
+

C2H2
+ C2H3

+

C2H4
+

C3H4
+

C3H5
+ C3H6

+

C4H5
+ C4H6

+

C4H7
+

C5H6
+ C5H7

+

C5H8
+

C8H9
+ C8H11

+

CH3
+

C3H3
+

m/q  [u/e]
10 20 30 40 50 60 70 80 90 100 110 120 130 140

In
te

ns
ity

 [a
rb

.u
.]

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

Figure 4.6: Mass spectrum of fragments of adamantane and the correlation maps of each fragment ob-
tained from a covariance analysis between the time-of-flight channels and the VMI images.
Figure reproduced from [103].

from the cation. For certain fragments, a disk­like structure is visible around the
central peak. Again, this indicates that the ions carry momentum, arising from a
Coulomb explosion process. Due to the charges that both ions have, they repel
each other in opposing directions. The resulting momentum distribution depends
on the mass ratio of the ion pair.

In particular, the C2H5 and C8H11 fragments discussed above show pronounced
ring structures, which is why they are displayed in figure 4.7 in more detail. The
covariance maps are inversely Abel­inverted, portrayed in the right half of figure
4.7 (a) and (c). In figure 4.7 (b) and (d) we can see the angle integrated momentum
distributions, recalibrated to the respective kinetic energies. For C2H5, a peak is
found at around 2.6 eV. The value for C8H11 can be calculated assuming the
momentum is conserved:

E
[C8H11]+

kin =
m[C2H5]+

m[C8H11]+
E

[C2H5]+

kin =
29

107
2.6 eV = 0.71 eV (4.4)

The resulting value of 0.71 eV is in excellent agreement with the peak in figure 4.7
(d). This supports the interpretation of the predicted two­body break­up channel
followed by the dication into C2H5 and C8H11.

All in all, the results of the TOF­TOF covariance as well as the TOF­VMI covari­
ance present a correlated, conserved distribution of momenta between the C2H5

and the C8H11 fragments. Convincingly, the measured photoion kinetic ener­
gies confirm that the two fragments are created by a dissociative channel of the
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Figure 4.7: Covariance maps of the C2H
+
5 (a,b) and C8H

+
11 (c,d) fragments. (a,c) show 2Dmaps obtained by

a covariance analysis between the retrieved VMI images and the corresponding time-of-flight
channels in the left part. The right part shows an inverse Abel-inversion of the covariance
maps. (b,d) show the angle-integrated and energy calibrated spectra. Figure reproduced from
[103].

dication followed by a Coulomb explosion. This is in good agreement with the
predictions from the calculated energy surfaces shown in figure 4.3. The two­body
C2H5­C8H11 breakup channel has the lowest energy, which makes it energeti­
cally favorable. Given that several other fragments in figure 4.6 show similar ring
structures, it seems obvious to think that more dissociation channels undergo the
same dynamics. However, due to the lower branching ratios, the statistics are not
high enough to achieve equally convincing results in the covariance analysis.

4.1.4 Time­resolved Results in Adamantane

The calculations presented above indicate time­scales in the hundreds of fs. In
order to reveal insights into such time­scales, a time­resolved experiment was per­
formed at the Lund Laser Centre. Two light pulses are used, where the first one
induces the dynamics and the second one probes the state of the system, ideally
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Figure 4.8: Delay-dependent yields of the adamantane parent ion (a), the C2H
+
5 fragment (b) and the

C6H
+
7 fragment (c). The dots represent the measured values, where the purple line is a running

average.

without introducing further dynamics. For the current study, infrared pulses from
a 1 kHz laser were utilized to generate high­order harmonics with photon energies
between 20­45 eV in the nJ regime. An infrared­XUV interferometer synchronized
an auxiliary part of the fundamental infrared beam to the generated harmonics and
introduced a delay between the two pulses over a range of hundreds of femtosec­
onds. For details about the setup the interested reader is referred to [104]. The
mass­spectrum was recorded as a function of the delay, which allowed us to access
the time­resolved fragmentation landscape. The analysis is still ongoing, however
figure 4.8 shows preliminary results and thus provides insights into the time­scales
involved. The yield of different species, namely the parent ion (a) and two carbon
groups, C2H+

5 (b) and C6H+
7 (c), are shown as a function of the delay. Negative

delays correspond to the infrared pulses arriving before the XUV pulses.

As can be seen, the yield of the parent ion decreases as a function of the delay indi­
cating a depletion due to fragmentation induced by the XUV pulses. In contrast,
the yield of the C6H+

7 ­fragment increases, representing one of the many fragmen­
tation channels. The dynamics of the parent ion and the C6H+

7 ­fragment take
place on time scales of around 100 fs. The channel of the C2H+

5 ­fragment shows
an additional increase around the temporal overlap at zero delay. The peak­like
shape has a duration of around 50 fs, which matches the simulated time­scales of
the cage­opening process.
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4.2 Time­resolved Fragmentation Dynamics studied with
FELs

Pump­probe studies have also been performed at the FELs FLASH at DESY in
Hamburg, Germany, and SACLA at the Spring8 facility in Sayo, Japan. Compared
with HHG­based sources, FELs have the advantage of tunable wavelengths and
higher amounts of photons per pulse. In particular, using photons in the x­ray
regime enables probing of inner­shell electrons, rendering it possible to target the
pump or probe only at specific atoms within the molecule.

Papers vI and vII present time­resoled results using an XUV/x­ray photon from an
FEL and an infrared/UV photon from an optical laser. The studies were conducted
on carbon­based molecules, namely three different polycyclic aromatic hydrocar­
bons (PAH) in paper vI and thiophene in paper vII. The authors contribution
to these papers was mainly experimental, which is why this chapter, after a short
introduction to FELs, only presents a summary of selected results.

4.2.1 Free­Electron Lasers

A Free­Electron Laser (FEL) is a source of photons emitted by electrons accel­
erated to relativistic velocities passing through an alternating magnetic field. The
electrons are released into a vacuum and picked up by a linear accelerator, in which
they reach kinetic energies up to several GeV. The relativistic electrons enter a set
of opposing magnets, called undulators, with alternating magnetic fields, as illus­
trated in figure 4.9. The Lorentz force causes an oscillating motion of the electrons
perpendicular to the magnetic field and their direction of motion. The alternating
radial acceleration leads to the emission of synchrotron radiation in a cone directed
towards the propagation direction of the electrons. So far, the emitted radiation

Electron accelerator

Undulator period

Photon beam

Electron beamN N N

N N N

S S S

S S S

Figure 4.9: Schematic illustration of the working principle of a FEL. The accelerated electron beam (black
arrows) enters a set of undulators and is forced onto an oscillating motion. The radial accel-
eration of the electrons produces synchrotron radiation (purple line). Microbunching of the
electrons ensures constructive interference of the emitted field.
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is created with a random phase. However, after a certain propagation distance
through the undulators, the interaction between the generated field and electrons
leads to a modulation of the electron density into microbunches, as shown in fig­
ure 4.9. As a consequence, the emitted radiation by the microbunches is in phase,
increasing the emitted intensity. This process is called self­amplified spontaneous
emission (SASE) [22, 105, 106] and is deployed at most XUV and x­ray FELs. The
principle was first employed for photons in the XUV regime at the FEL FLASH
facility in 2005 [107, 108]. Generally, FELs are available from the microwave [109]
to the x­ray regime [110], where the wavelength is set by the undulator period.
However, for high­energy photons in the x­ray regime the electron kinetic energy
must be high enough, which is why linear accelerators of x­ray FELs are usually
over several kilometers long.

4.2.2 Fragmentation Dynamics

Paper vII presents a study of the dissociation of the carbon­based molecule thio­
phene (C4H4S). Using 180 eV photons from the FEL SACLA, electrons were emit­
ted from the 2p orbital of the sulfur atom leading to a subsequent Auger process
leaving the molecule in a dicationic state. Hence, the starting point was similar
to the experiment described in the previous chapter, however with much higher
excitation energies due to the x­ray induced ionization. An 800 nm optical laser
monitored the evolution of the dynamics in a pump­probe setup. The resulting
ions were detected by a momentum­imaging ion time­of­flight spectrometer with
a Roentdek HEX120 detector [111]. Instead of detecting several ionization events
per shot like in the previous experiment, only one event was identified, allowing
an instant correlation of the fragmentation products. By doing so, it is not only
possible to measure the yield of an isolated fragment, but also to instantaneously
detect correlated ion pairs formed through the same fragmentation channel. This
technique is called coincidence detection and generally requires a high repetition
rate and/or long acquisition times.

Figure 4.10 shows the retrieved yield of selected fragmentation pairs as a function of
the delay, where negative delays correspond to the infrared pulses arriving before
the x­ray pulses. In panel 4.10(a), the yield of the strongest two­body break­up
channel is shown, corresponding to C4SH

2+
4 → CSH++C3H

+
3 . A clear drop at

≈ 110 fs is seen with a slow rise at large delays. In 4.10(b), an example of an ion­
pair (C2H

+
2 ,S+) from the three­body break­up channel C4SH

2+
4 → C2H

+
n +

S+ + C2H4−n is presented. A remarkably different behavior can be seen: the
yield of the ion pair increases drastically when the two pulses overlap and then
quickly decreases. This behavior is more short­lived than the negative variation
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Figure 4.10: Delay-dependent yields of different ion-pairs resulting from the dissociation of thiophene.
(a) shows the yield of (CSH+,C3H

+
3 ) representing a two-body break-up channel. In (b) an

example for an individual ion pair (C2H
+
2 ,S

+) resulting from a multibody break-up channel
is shown, where (c) shows the yield of all ion pairs from multibody break-up channels. The
dashed lines correspond to the yield of the corresponding ion pair upon ionization by only
the x-ray pulse. Figure adapted from paper vII.

in the two­body break­up channel, which indicates that the two processes are not
induced by the same dynamics. A similar enhancement is present in all ion pairs
from multibody break­up channels, for which the combined yield is shown in
4.10(c).

Based on the results of self­consistent charge­density functional tight­binding sim­
ulations performed by our collaborators at the University of Turku, we can explain
the experimental findings by a very fast opening of the ring structure of thiophene
followed by the formation of a transient linear geometry of the parent dication.
The ring­opening is followed by the two­ and three­body break­up dissociation
shown in figure 4.10. The lifetime of the transient linear geometry depends on the
internal energy after the x­ray induced ionization and ranges from tens to hun­
dreds of femtoseconds. When the two pulses overlap in time, the effect of the
infrared beam is primarily ionizing. Hence, the x­ray induced dicationic state is
further transferred to a triply charged state. The primary consequence of this is
the enhancement of the multibody break­up seen in figure 4.10.

Paper vI presents a similar study of the fragmentation dynamics of three PAHs,
namely fluorene, phenanthrene and pyrene. An equally rich fragmentation land­
scape was detected for all molecules. Interestingly, a similar transient enhancement
as in the previous experiment was seen in the time­resolved ion yield of selected
fragments. In this study, the effect was also attributed to an enhanced dissociation
due to the formation of an unstable triply charged state of the parent ion when
the two pulses overlap in time. In addition, the paper determines the lifetime of
the excited states of the single charged parent ions.

In general, the break­up into two or more fragments leads to a dynamical transfer
of energy between the fragmentation products, which is why the momentum of
the resulting ions is an interesting observable. In the next section an example of
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such a measurement is presented.

4.2.3 Time­resolved Ion Momentum Spectroscopy

The transient enhancement in the multibody fragmentation of thiophene, pre­
sented in the previous section, suggests an impact on the kinematics of the result­
ing ions. The additional charged fragments lead to an increased momentum of
individual ions after dissociation. In paper vII, we present results of the ion mo­
mentum distribution of the S+ ion, which are reproduced in figure 4.11. Shown are
the momentum distributions within and outside the delay range of the transient
enhancement as well as the difference between them. The first peak is attributed
to O+

2 ions from a residual contamination in the chamber. Oxygen has the same
mass as sulfur wherefore they cannot be distinguished from S+ ions.

The main peak lies at 2.8 eV kinetic energy, while the difference curve shows a peak
at 4.5 eV kinetic energy. Similarly to the results presented in section 4.1.3, such
values can be explained by a Coulomb explosion following the dissociation. Paper
vII puts forward results of a simple calculation, indicating that the formation of a
triply charged transient linear geometry followed by a multibody break­up leads to
S+ ions of higher kinetic energies (∼ 4.2 eV) than the same process starting from
a doubly charged state (∼ 2.2 eV). This supports the interpretation that in the
transient delay region, which shows a shift towards higher kinetic energies, the en­
hancement of the multibody break­up is due to the more energetic fragmentation
of the triply­charged system.
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Chapter 5

Summary and Outlook

The objective of the research presented herein has been to investigate ultrafast
dynamics in atomic and molecular systems using intense XUV attosecond pulses.
Chapters 2­4 summarize the work conducted during my last four years in Lund,
including theoretical tools, technical designs as well as experimental and simulated
results.

The second chapter portrays the process of HHG, introducing the results presented
in papers II, III, v, Ix and x. After an introduction to the basic principles, the IXB at
the Lund Laser Centre is detailed. The design of a new vacuum chamber housing,
among other things, the in­vacuum compressor is described, as it was a major
part of my work. With the aim of generating intense XUV attosecond pulses,
the Intense XUV Beamline (IXB) delivers pulse energies in the μJ regime, and,
when focused tightly (paper Ix), intensities high enough to induce multiphoton
ionization. However, despite the high pulse energies, it remains a challenge to
carry out an XUV­XUV pump­probe experiment using the split­and­delay unit.
The upgrade to a new OPCPA laser system in 2022 should dramatically improve
the generation of intense harmonics, as driving pulses with pulse energies of 60
mJ and a duration of sub­10 fs are expected.

The next part of chapter 2 outlines the extensive studies around the spatial and tem­
poral properties of the generated XUV pulses, as presented in papers II, III, vIII and
Ix. In particular, studying the effects of the dipole phase taught us the importance
of a well­chosen focusing geometry in order to achieve high intensities. The first
results of the IR­XUV interferometer are presented and the RABBIT technique
was applied to reconstruct the temporal structure of the attosecond pulse train. A
pulse duration of 313 as was extracted.
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Chapter 3 and paper I discuss laser­assisted photoionization. Making use of the
angular resolution of the VMIS, we investigated the interference between electrons
released via different angular momentum channels from the 2p6 ground state of
neon. Using a fitting algorithm, we characterized the amplitude and phase of the
single­photon matrix elements of each angular momentum channel and thus the
full ionization process. The difference in phase between the channels as well as
the energy dependence of the extracted values is well reproduced by calculations
based on angular­channel­resolved many­body perturbation theory. The presented
method paves the way for further experiments, as its approach is universal and can
be applied to other atomic systems. When it comes to molecules, the effect of
the cc­transition has to be considered differently, as the electron in the continuum
encounters a more complex potential. Nevertheless, angular­resolved RABBIT
will provide novel insights into molecular dynamics on attosecond time scales.

During the analysis of the angle­resolved RABBIT experiments in neon we came
across an interesting feature in the photoelectron spectrum shown in figure 5.1.
Within the peak corresponding to photoelectrons produced by the absorption of
the 15th harmonic, a sub­structure can be identified. Mostly along the polarization
axis, three sub­peaks are visible in the momentum map, as can be seen in figure
5.1 (a). As the 15th harmonic is the lowest order to overcome the ionization energy
of neon, the 13th harmonic may excite the ground state electron to a resonance
close to threshold, which is then ionized by absorption of two infrared photons.
This electron carries the same kinetic energy as that due to absorption of the 15th
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Figure 5.1: Sub-structures seen in the photoelectron spectrum for electrons produced by the absorption
of the 15th harmonic. (a) shows the electron momentum map and (b) the angle-integrated
photoelectron spectrum. In (c) the energy integrated range around 1 eV is shown as a function
of angle and delay.
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Figure 5.2: Ion kinetic energy distribution of protons resulting from the dissociation of adamantane after
XUV induced ionization as a function of the delay.

harmonic, which means they interfere. The structure seen in the photoelectron
spectrum can be caused by such an interference. Further analysis indicates that in
the delay dependent angular distribution, shown in figure 5.1(c), oscillations at 45°
appear, out of phase with the oscillations at 90°. We are currently investigating
these results further aiming to extract information allowing us to study resonant
photoionization.

Lastly, the results of papers Iv and vI­vIII on the dissociation of organic molecules
are introduced in chapter 4. Paper Iv discusses experimental results of the dia­
mondoid adamantane performed at the IXB, together with molecular dynamics
calculations. The different fragmentation dynamics are identified using covariance
analysis techniques. The dissociation of the doubly charged parent ion is followed
by a Coulomb explosion process, leading predominantly to the C2H5 and C8H11

fragmentation channels. Preliminary results are shown from an infrared­XUV
pump­probe experiment, indicating time scales on the sub 100 fs scale. Looking
ahead, we are currently working on the analysis of an XUV­XUV pump­probe ex­
periment performed at the FL26 at FLASH at DESY. The first preliminary results
show time­dependent signals in many of the fragmentation channels. Addition­
ally, we see a shift of the momentum distribution in the protons, as shown in figure
5.2. The interpretation of the results is however still ongoing.

Papers vI and vII introduce results of time­resolved experiments in organic molecules
performed at the FELs FLASH at DESY in Hamburg, Germany, and SACLA at
the Spring8 facility in Sayo, Japan. Using infrared­XUV/x­ray pump­probe tech­
niques, the fragmentation landscape was studied. For the PAHs discussed in paper
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vI and thiophene described in paper vII, the double and triple ionization of the
parent molecule lead to a dissociation within hundreds of femtoseconds. Based
on the results presented in paper vI a subsequent beamtime was granted and per­
formed in August 2021 with the aim to investigate the observed dynamics in further
detail and extend the experiments to other PAHs.

On the way towards pump­probe experiments using intense XUV pulses on the
attosecond time scale, this thesis provides a promising outlook for both HHG
and FEL sources. However, technical advances are required in order to perform
”pure” experiments. For HHG, the attosecond resolution is realized, as shown
in chapter 2.23, but most applications rely on techniques like RABBIT for which
assumptions are required in order to extract information about the underlying
physics. This works well for atomic systems, as in the case of neon presented in
chapter 3, but is more complex for molecules and solids. For FELs on the other
hand, the temporal resolution prevents the detection of ultrafast processes, like
pre­dissociative charge migration. All in all however, HHG and FELs are on the
way to delivering the required technical advances. The Extreme Light Infrastruc­
ture Attosecond Light Pulse Source (ELI­ALPS) facility in Szeged, Hungary and
will take HHG on another level [112]. In particular the ”long” beamline with 55
m focusing and a 6 m gas cell will generate intese high­order harmonics on an un­
precedented scale. At FELs on the other hand, tunable isolated attosecond X­ray
pulses were recently generated using at the Linac Coherent Light Source at the
SLAC institute [27]. This gives a promising outlook towards experiments using
XUV­XUV pump­probe techniques. Performing such experiments, in combina­
tion with advanced photoelectron and ­ion detection schemes, is the aim for these
”next­generation” ultrafast time­resolved experiments and will shine new light on
the fundamental processes behind chemical and biological transformations.
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Abstract. Ionization of atoms and molecules by absorption of a light pulse results
in electron wavepackets carrying information on the atomic or molecular structure as
well as on the dynamics of the ionization process. These wavepackets can be described
as a coherent sum of waves of given angular momentum, called partial waves, each
characterized by an amplitude and a phase. The complete characterization of the
individual angular momentum components is experimentally challenging, requiring
the analysis of the interference between partial waves both in energy and angle. Us-
ing a two-photon interferometry technique based on extreme ultraviolet attosecond
and infrared femtosecond pulses, we characterize the individual partial wave compo-
nents in the photoionization of the 2p6 shell in neon. The study of the phases of the
angular momentum channels allows us to unravel the influence of short-range, cor-
relation and centrifugal effects. This approach enables the complete reconstruction
of photoionization electron wavepackets in time and space, providing insight into the
photoionization dynamics.

Photoionization is a fundamental process that happens when electromagnetic radiation of
high enough frequency is absorbed by matter. Since the 70s, synchrotron radiation has been
used for photoionization studies [1,2,3], playing an important role for our understanding
of the quantum nature of matter and its interaction with light. In general, an electron is
released into the continuum via various ionization channels corresponding to different initial
or final angular momenta. In these channels, the probability to find the released electron in
space is proportional to the square of a spherical harmonic function, as exemplified in Figure
1 for the case of the ejection of an electron from the 2p6 shell of neon. The characterization
of the photoionization process requires the determination of the amplitudes of the different
channels and, when they add coherently, their relative phases. Experimentally this requires
angular detection, to analyse the interference between different outgoing angular momentum
channels [4,5]. Additionally, energy resolution is needed to disentangle ionization pathways
leading to different ionic states or distinguish between different excitation schemes.

In order to perform “complete” experiments, where the outgoing electron wavepacket
is reconstructed, additional experimental information is usually needed [3,6,7]. Advances in
this direction have been made by preparing atoms in aligned or oriented excited states, using
light with several frequency and polarization components [8,9,10]. Recent experiments have
extended such studies to ground state atoms using two-photon schemes combining either
laser-generated attosecond extreme ultraviolet (XUV) pulses [11,12] or free-electron laser
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Fig. 1: Angular momenta and energy level diagram: Angular channels involved in the one-
and two-photon transitions addressed in the present work (left panel) and principle of the
interferometric RABBIT technique (right panel). The photoionization from the 2p6-ground
state of neon towards s- and d- continuum states (blue arrows) is followed by the absorption
or stimulated emission of an additional IR photon (red arrows, solid and dashed lines,
right panel), leading to final p- and f -states. The left panel presents the quantum paths
corresponding to the initial state m = 0. For m = ±1, the path going via λ = 0 is forbidden.

femtosecond pulses [13] with infrared (IR) laser pulses. These have been limited, however,
to the characterization of the final two-photon wavepacket [14,12,13].

In this article, we completely characterize one-photon ionization from the 2p6-ground
state of neon, obtaining the amplitude and relative phase of the electric dipole transition
matrix elements towards s- and d-continuum states. To extract channel-resolved one-photon
ionization (scattering) phases, we apply the reconstruction of attosecond beating by inter-
ference of two-photon transitions (RABBIT) technique [11] while detecting electrons with
full angular resolution [15,16,17,18]. We use XUV pulses from high-order harmonic gener-
ation (HHG) [19] in argon in the 20-50 eV range and delayed weak IR pulses from the
laser driving the HHG process. The phase extraction relies on the fact that transitions be-
tween continuum states are universal, i.e. independent of the atom. We then determine the
channel-resolved one-photon amplitudes from measurements with only the XUV field. The
retrieved values for the scattering phases and channel amplitudes are in excellent agreement
with calculations using angular-channel-resolved many-body perturbation theory [20,21,22].

Figure 1 describes the principle of our experiment. Photoionization from the 2p6-ground
state of neon leads to photoelectrons of different angular momenta s or d. Additional ab-
sorption or emission of IR photons, through transitions between continuum states, called
“continuum-continuum” (cc) transitions, leads to sidebands in the photoelectron spectrum.
These sidebands can be reached by two interfering quantum paths (solid and dashed lines
in Figure 1) [11,23]. Our experiment consists in recording the photoelectron spectra as a
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Fig. 2: Angle and delay-dependence of photoelectron spectra: (a) Angle-integrated spec-
trum as a function of the delay; (b) Angle-resolved two-photon photoelectron spectrum
integrated over all delays; (c) Energy-integrated sideband 16 as a function of angle and
delay. The red dots show the extracted phase, and the black line shows the result of a
simulation (see Methods section).

function of delay between the XUV and IR pulses and emission angle (see experimental
details in the Methods section).

Figure 2 presents angular-integrated delay-dependent (a) as well as angular-resolved
delay-integrated photoelectron spectra (b). It shows contributions from absorption of har-
monics 15 to 25 as well as sidebands 16 to 24 (the number indicates the total energy absorbed
in units of the IR photon energy), as a result of the interaction between released electrons
and the infrared field. The sidebands in Figure 2(a) oscillate at frequency 2ω, where ω is
the angular frequency of the driving laser. As shown in [14], the phase of the oscillation
depends on the intrinsic group delay of the attosecond pulses as well as on a delay due to
the photoionization process. The photoelectron peaks corresponding to absorption of har-
monics oscillate with opposite phase, due to redistribution of the electrons from the main
absorption peaks to the sidebands [24]. Figure 2(b) presents the angular dependence of the
delay-integrated photoelectron signal. The sidebands are maximized at the angles of 0° and
180°, corresponding to emission along the common polarization axis of the XUV and IR
fields. In contrast the main absorption peaks present a maximum at 90°.

Finally, Figure 2(c) shows the delay and angle dependence of sideband 16. The oscillation
phase is extracted by fitting a cosine to the temporal evolution for each angle. The red dots
in Figure 2(c) show the measured phase as a function of the emission angle. The phase
variation around 80° is close to 2 rad. The experimental data is compared to simulations
(black line) based on calculations presented in the Methods section.

The observed angular structure of the sidebands depends not only on the interference
between the different partial waves of the angular momentum channels reached via single
photon ionization, but is also strongly influenced by the cc-transitions [16,18]. The addi-
tional interaction with the IR field leads to an increase in the number of angular channels
(see Figure 1, where only the m = 0 angular path is indicated), and modifies the radial am-
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Fig. 3: Continuum-continuum transitions: Calculated amplitude ratios α±
λ` (a,d) and

continuum-continuum phases φ±
Lλ (b-c and e-f) for the absorption (a-c) and emission (d-f)

processes. For the amplitude ratios, the curves correspond to different intermediate states
(λ=1,2,3 in blue, red, green, respectively) and different atoms/initial states (square, He, 1s
initial state); (cross, Kr, 3d); (triangle, Ne, 2p); (circle, Ar, 3p). (b,e) refer to transitions
with increasing angular momentum, L = λ+ 1, while in (c,f), L = λ− 1 .

plitude and phase of the outgoing photoionization wavepacket [25,26,27]. In the following,
we present a general method to retrieve the amplitude and phase of each photoionization
angular channel from experimental data.

The angle- and delay-dependent sideband intensity can be written as

ISB(θ, τ)∝
∫
dφ

∑
m=0,±1

∣∣∣ ∑
L=1,3
λ=0,2

M+
Lλ`mYLm(θ, φ)eiωτ+M−

Lλ`mYLm(θ, φ)e−iωτ
∣∣∣2, (1)

where (±) refers to the pathways with IR absorption (+) or emission (−), M±
Lλ`m is the

two-photon transition matrix element with final state angular momentum L, intermediate
state orbital angular momentum λ, initial state orbital angular momentum ` (` = 1 in
the case studied here) and initial magnetic quantum number m, which is kept constant in
the two-photon transition, since the XUV and IR fields are linearly polarized in the same
direction. YLm(θ, φ) are spherical harmonics and e±iωτ is the phase term introduced by
absorption and emission of the IR photon with angular frequency ω, which depends on the
delay τ between the XUV and IR fields. The transition matrix element can be decomposed
into amplitude and phase terms as

M±
Lλ`m = CmLλC

m
λ` σ

±
Lλ` ei(φ

±
Lλ+ϕ

±
λ`+Φ2q∓1). (2)

Here, CmLλ, C
m
λ` are known angular coefficients (See Eq. (S1) of the Supplementary Material,

SM) and σ±
Lλ` is the radial amplitude. The phase term includes three different contributions:

ϕ±
λ` is the phase associated to the one-photon ionization channel `→ λ, φ±Lλ is the cc-phase,

and Φ2q∓1 the phase of the (2q∓ 1)th harmonic field. The characterization of multi-channel
one-photon ionization using two-photon interferometry requires the determination of all
these quantities, from either theoretical arguments or experimental measurements.

Applying and extending the results of previous work [25,26,28], we use the universal
behavior of the cc-transitions to determine some of the terms in Eq. (2), thus reducing the
number of unknown quantities. Figure 3 (a,d) presents the ratios between the two-photon
transition radial amplitudes, calculated as described in the methods section and defined as

α±
λ` =

σ±
(λ−1)λ`

σ±
(λ+1)λ`

, (3)
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for increasing or decreasing angular momentum from the same intermediate state as the
function of the kinetic energy of the electron. The different curves correspond to different
intermediate states (λ=1,2,3 in blue, red and green) and different atoms and initial states.
The ratio shows an universal behavior [28], independent of the atom. Only the orbital angular
momentum of the intermediate state, λ, is of importance.

We present φ±Lλ in Figure 3 for increasing (b,e) and decreasing (c,f) angular momenta,
in the absorption (b,c) and emission cases (e,f). The colors and symbols, corresponding
to different intermediate angular momenta and atoms/initial states are indicated in the
figure caption. These results show that the variation of the continuum-continuum phase
is universal, depending mainly on whether the IR photon is absorbed or emitted. For the
absorption process, the cc-phase decreases as a function of kinetic energy and is positive,
while for the emission, it increases and is negative. Note that the phases are not mirror image
of each other, i.e. φ+Lλ 6= −φ−Lλ. The cc-phases depend on whether the angular momentum
increases or decreases, especially at low kinetic energy, as observed by comparing (b) and
(c), or (e) and (f). Finally, the cc-phases depend only slightly on the intermediate angular
momentum (compare blue and red curves) and not at all on the atomic system (e.g. compare
circle and triangle) in the range of energies studied here.

Our channel-resolved amplitude and phase retrieval is based on the knowledge of the
cc-transitions. The unknown and known quantities in Eq. (1), after having expressed the
transition matrix elements as in Eq. (2), and used the available information in Fig. 3, are
indicated in Table 1 for an initial ` = 1 state. We note that only the phase difference
∆Φ2q = Φ2q+1 − Φ2q−1, and not the individual high-order harmonic phases, plays a role in
Eq. (1). The number of unknown quantities is therefore nine. While here the case of ` = 1
is shown, this is also true for higher initial angular momenta.

Table 1: Unknown and known quantities involved in Eq. (1)

Unknown Known
quantities quantities

Atomic
phases

ϕ±
01, ϕ±

21 φ±
10, φ±

12, φ±
32, from Fig. 3(b,c,e,f)

2-photon
amplitudes

σ±
101, σ±

321 α±
21, from Fig. 3(a,d)

→ σ±
121 = α±

21σ
±
321

Harmonic
phase

∆Φ2q = Φ2q−1 − Φ2q+1

We determine these nine unknown quantities using a global fit to our experimental
measurements. In general, multiphoton electron angular distributions can be written as
an expansion in Legendre polynomials [26,27,29,30]. For a two-photon transition, without
parity mixing, the expansion needs only three polynomials, P0(x) = 1, P2(x) = (3x2− 1)/2,
and P4(x) = (35x4 − 30x2 + 3)/8, reading as

ISB(θ, τ) = h0(τ) + h2(τ)P2(cos θ) + h4(τ)P4(cos θ). (4)

The theoretical expressions for the coefficients hi(τ), i = 0, 2, 4, can be obtained by expand-
ing Eq. (1) and replacing the products of spherical harmonics by Legendre polynomials,
leading to Eqs. (S2-S4) of the SM. Figure 4 shows the variation of hi(τ) extracted from the
experimental data for each delay (black points). As is clear from Eqs. (S2-S4) in the SM and
from Figure 4, each hi(τ) oscillates with the delay τ at the frequency 2ω and is therefore
fully determined by three quantities: mean value, amplitude and phase. Thus, a total of nine
parameters describe the angle and delay dependence of the sideband signal ISB(θ, τ). This
implies that the nine unknown quantities in table 1 can be determined through a global fit
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Fig. 4: Global fit to experimental data: Delay dependence of the coefficients hi(τ), i = 0, 2, 4
for sideband 18. The black dots are obtained from the angular distributions (Eq. 4) for each
delay and the error bars correspond to one standard deviation. The red curves are the result
of a simultaneous fit of the delay dependent hi functions using Eqs. (S2-S4) in the SM.

of the three analytical expressions of hi(τ) given in the SM, to the experimentally measured
coefficients in Figure 4. The result of such a global fit is shown by the red lines in Figure 4.

The nine unknown quantities in table 1 are not completely independent, since the one-
photon ionization phases only appear as differences in Eqs. (S2-S4) (SM). We therefore
lock ϕ−

01 for the first sideband and determine all of the others (ϕ+
01,ϕ±

21). To map out the
energy dependence of the one-photon phases, the global fit is repeated for each sideband.
Using the fact that ϕ−

λ1(SBn) = ϕ+
λ1(SBn+2), we iteratively retrieve the one-photon phases,

as a function of energy, for the two possible angular momenta. From now on, we drop
the ± superscript to describe the one-photon phase, as it only refers to the path used for
the determination. The experimental results for ϕ01 and ϕ21 are shown in Fig. 5(a) in
green and blue symbols respectively, together with the phases calculated using many-body
perturbation theory, as described in the methods section (solid lines).

The phase ϕλ` can be written as the sum of the scattering phase ηλ and a contribution
from the centrifugal barrier−πλ/2 [25]. The scattering phase is itself the sum of the Coulomb
phase ςλ = argΓ (λ+1−iZ/k) and a contribution δλ from the short range potential. (Here Z
is the atomic number, k =

√
2mE/h̄ the wavenumber and Γ , the gamma function). In order

to emphasize the influence of the short range potential, we also show in Figure 5(a) ς0 and
ς2 (green and blue dashed lines), as well as ς0+δ0 and ς2+δ2−π (green and blue dot-dashed
lines), where δλ are taken from Kennedy and Manson [1]. The calculated phases are very
close to ςλ + δλ − πλ/2 (compare solid and dot-dashed lines). The difference between ϕ01

and ς0 is due to the short range potential contributing by ∼ 1.2π, while that between ϕ02

and ς2 is mainly due to the effect of the centrifugal barrier, leading to a π phase shift. For
λ = 2, short range effects are small due to the centrifugal barrier that prevents the electron
to come close to the core. The measured phases are also in excellent agreement with the
predictions from quantum defect theory at threshold, leading to δλ = πµλ ' 1.3π for λ = 2
and δλ ' 0 for λ = 0, (µλ is the quantum defect extracted from experimental energy values)
[31]. Since the short range effects for the s-electron are comparable to the effect of the
centrifugal barrier for the d-electron, the difference between ϕ01 and ϕ21 therefore mostly
reflects the difference in Coulomb phases. The increase of the phases with energy, which is
similar for the two angular momenta also follows the behavior of the Coulomb phases.

As explained above, our procedure allows us to determine the phases as function of
energy and angular momentum up to a global phase offset. After adjustment of this phase
offset, the theoretical and experimental results are found to be in excellent agreement. Both
the energy dependence and the difference between the angular channels is well reproduced
by the experimental results. The observed deviation for the highest energy might be due to
low statistics originating from the low intensity of the 25th harmonic.

Finally, in order to fully characterize single photon ionization, it is necessary to also
determine the one-photon amplitudes σλ`. However, it is not possible to extract σλ` from
the two-photon ionization data. Instead, we perform additional measurements in the absence

110



Complete characterization of multi-channel single photon ionization 7

0 5 10 15 20

1

1.5

2

2.5

0 5 10 15 20

-2

0

2

4

6 (b)

~1.2

(a)

Fig. 5: Extracted one-photon amplitudes and phases as a function of the kinetic energy.
(a) Scattering phases ϕ01 (green) and ϕ21 (blue) for experimental (dots) and simulated data
(solid lines). The dashed lines correspond to the contributions from the Coulomb phase ς0
(green) and ς2 (blue), where for the dotted lines the effect of the short-range potential and
the centrifugal effect is added: ςλ + δλ − πλ/2. For λ = 0 this shift is dominated by the
short range potential (δ0 ≈ 1.2π) and for λ = 2 by the centrifugal effect (π), as indicated
by the arrows. (b) Ratio between amplitudes σ21 and σ01 extracted from XUV only data
(dots). The black line shows the result of angular-channel-resolved many-body perturbation
simulation.

of the IR field, in order to access directly the one-photon transition amplitudes. The one-
photon angle-dependent photoelectron signal is written as:

IH(θ) ∝
∫
dφ

∑
m=0,±1

∣∣∣ ∑
λ=0,2

Mλ`mYλm(θ, φ)
∣∣∣2. (5)

Here,Mλ`m is the one-photon matrix element from the ground state with angular momentum
` and magnetic quantum numberm to the continuum state with angular momentum λ, which
can be written as

Mλ`m ≈ Cmλ` σλ` ei(ϕλ`+Φ2q+1), (6)

where 2q+ 1 is the order of the harmonic used for the photoionization. IH(θ) can be written
as an expansion of Legendre polynomials P0 and P2 [see Eqs. (S5) and (S6) in the SM]. The
coefficients of the expansion h0 and h2 are extracted from the experimental data. Using the
one-photon phases obtained previously, we determine the relative radial amplitudes of the
λ = 0 and λ = 2 channels. The ratio between these amplitudes is shown in Figure 5(b),
together with the calculated one. The ratio is above one for all energies, thus in agreement
with Fano’s propensity rule for one-photon absorption.

The retrieval of the amplitudes and phases of angular momentum channels in photoion-
ization has been a major challenge during the last decades, and has only been realized for
specially prepared atoms or for single angular channels. Here, we present a method using
laser-assisted photoionization, based on the universality of the continuum-continuum tran-
sitions to retrieve the one-photon photoionization amplitudes and phases for the different
angular channels. We apply the method both experimentally and numerically to character-
ize photoionization from the 2p6 shell of neon. Our method is general and can be applied
to other shells (e.g. d) and thus to more complex atomic systems. In particular, the study
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of the phases of the different angular momentum channels, unravels the interplay between
short-range, correlation and/or centrifugal effects.
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Fig. 6: Schematic drawing of the XUV-infrared interferometer. Two holey mirrors split
and recombine the XUV and infrared components of the beam and a linear translation
stage introduces a time delay between them.

Methods

The XUV attosecond pulse trains (ATPs) used in the experiments are synthesized using
high-order harmonic generation (HHG) by focusing 40 fs, 806 nm, ∼45 mJ pulses from a
10 Hz Ti:sapphire laser into a pulsed gas jet of Argon in a loose focusing geometry (∼8.7
m focal length) [32]. The obtained XUV spectrum spans from ∼20 to 45 eV. The beamline
is designed to generate high-flux high-order harmonics, hence the loose focusing geometry
[33].

The APTs are separated from the fundamental infrared field by taking advantage of the
lower divergence of the XUV beam. Figure 6 shows a scheme of the newly developed interfer-
ometer, which consists of a set of holey mirrors creating two interferometric arms. The hole
diameter is chosen in a way such that the entire XUV beam propagates through the hole,
whereas the reflected part only consists of fundamental infrared radiation. A translation
stage in the infrared arm varies the path difference between both arms and hence introduces
a time delay. A 200 nm thick aluminum filter in the XUV arm blocks the remaining infrared
and the intense low-order harmonics. Due to the long beamline design, traditional interfer-
ometers add the risk of pointing instabilities and temporal jitters, while propagating over
such long distances. Hence, we designed this compact in-line interferometer, such that the
path difference is kept as short as possible, which results in excellent temporal and spatial
stability.

Both beams, after being collinearly overlapped, are focused tightly using two toroidal
mirrors in a Wolter configuration [34]. In focus they interact with the neon target gas intro-
duced using a pulsed Even-Lavie valve [35] and a set of two skimmers. The resulting photo-
electrons are detected by a velocity map imaging spectrometer (VMIS) with the ability to
record angle-resolved momentum distribution [36,37]. The 2D projections of the momentum
distribution of the photoelectrons is recorded by a CCD camera imaging a phosphor screen
coupled to a set of multi-channel plates. Since the VMIS is recording the 2D projection of
the 3D momentum distribution, an inverse Abel transform has to be applied, which is done
using an iterative method [38].

Our calculations are based on a one-electron Hamiltonian, with a Dirac-Fock potential
plus a correction that ensures the correct long-range potential for ionized photoelectrons
[20]. The absorption of one ionizing photon is treated within the Relativistic Random Phase
Approximation with Exchange (RPAE) resulting in a so-called perturbed wave function
describing the ionized electron. The method accounts for important many-body effects such
as inter-channel coupling and ground-state correlation. Exterior complex scaling is used in
order to be able to use a finite numerical box.

The complex-valued two-photon matrix elements, expressed in Eq. (2), are then calcu-
lated as the transition from the perturbed wave function to the final continuum state in
each angular momentum channel, following the procedure described in [20,21,22] for the
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non-relativistic case. The integration is performed numerically out to a distance far outside
the atomic core, but within the unscaled region, while the last part of the integral is carried
out using analytical Coulomb waves along the imaginary radial axis. The amplitude and
phase shift of these Coulomb waves are determined from the numerical solutions for the
perturbed wave function and for the final state describing a free electron within the poten-
tial of the remaining ion. The numerical stability is monitored by comparison of different
“break points” between the numerical and analytical descriptions.
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Luca Argenti, Shiyang Zhong, David Busto, Marcus Isinger, Saikat Nandi, Sylvain Maclot, Lin-
nea Rading, Per Johnsson, Mathieu Gisselbrecht, Matteo Lucchini, Lukas Gallmann, J. Marcus
Dahlström, Eva Lindroth, Anne L’Huillier, Fernando Mart́ın, and Ursula Keller. Anisotropic
photoemission time delays close to a fano resonance. Nature Communications, 9(1):955, Mar
2018.

19. M. Ferray, A. L’Huillier, X.F. Li, L.A. Lompre, G. Mainfray, and C. Manus. Multiple-harmonic
conversion of 1064 nm radiation in rare gases. J. Phys. B, 21:L31, 1988.

20. JM Dahlström, Thomas Carette, and Eva Lindroth. Diagrammatic approach to attosecond
delays in photoionization. Phys. Rev. A, 86(6):061402, 2012.

21. J M Dahlström and E Lindroth. Study of attosecond delays using perturbation diagrams and
exterior complex scaling. J. Phys. B, 47(12):124012, 2014.

22. Jimmy Vinbladh, Jan Marcus Dahlström, and Eva Lindroth. Many-body calculations of two-
photon, two-color matrix elements for attosecond delays. Phys. Rev. A, 100:043424, Oct 2019.
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Many applications of the extreme ultraviolet (XUV) radiation obtained by high-order harmonic generation (HHG) in gases require
a small focus area in order to enable attosecond pulses to reach a high intensity. Here, high-order harmonics generated in Ar with a
multiterawatt laser system in a loose focusing geometry are focused to a few micrometers using two toroidal mirrors in a Wolter
configuration with a high demagnification factor. Using a knife-edge measurement technique, we determine the position and
size of the XUV foci as a function of harmonic order. We show that the focus properties vary with harmonic order and the
generation conditions. Simulations, based on a classical description of the harmonic dipole phase and assuming that the
individual harmonics can be described as Gaussian beams, reproduce the experimental behavior. We discuss how the generation
geometry affects the intensity and duration of the focused attosecond pulses.

1. Introduction

High-order harmonic generation (HHG) is a highly nonlin-
ear process that converts intense low-frequency light into
attosecond pulse trains in the extreme ultraviolet (XUV)
spectral region. In spite of a low conversion efficiency
[1–3], the choice of appropriate gas targets combined with
the use of loose focusing geometries has led to high pulse
energies on the order of microjoules [4–8]. The high
intensity that can potentially be achieved by focusing this
radiation opens the way to multiphoton ionization pro-
cesses in the XUV range [7, 9–12], and in particular to
nonlinear XUV pump-XUV probe studies with attosecond
resolution [13–15]. While XUV and X-ray radiation from
free-electron lasers provide the required intensities for
these types of studies [16, 17], they have only recently
started to demonstrate the generation of attosecond pulses
[18]. Using these sources for experiments is still very chal-
lenging, whereas HHG-based sources already provide a
mature technology for nonlinear pump-probe experiments
in the attosecond range.

To obtain both high intensity and attosecond pulse dura-
tion in the interaction with a low-density gas target, it is
important to focus the broadband radiation on a small spot.
This requires focusing the different harmonic components
at the same position. Focusing of high-order harmonics has
been achieved using ellipsoidal mirrors [19, 20], pairs of
toroidal mirrors at grazing incidence [21–23], or spherical
mirrors at normal incidence for low photon energy [8, 24].
Focal spot sizes of the order of a few μm for the emitted
harmonics in a certain spectral range are typically obtained.
The methods used for measuring these spot sizes vary from
direct techniques like the knife-edge method [20, 25–27] or
microscopy [21] to indirect ones based on wavefront deter-
mination [23, 28–30]. Recently, focus sizes of the order of
0:3 × 0:4μm 2 have been measured for harmonics between
10 and 20nm (i.e., 60-120 eV) focused with an ellipsoidal
mirror [31].

Previous studies [30, 32–36] have shown that high-order
harmonics have different wavefronts at the exit of the nonlin-
ear medium, which can be convergent or divergent [35],
corresponding to a real or virtual focus, respectively. The
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wavefront curvature of the harmonics is the sum of that of
the driving laser and an additional contribution originating
from the process behind the generation of high-order har-
monics. The resulting harmonic radius of curvature and spa-
tial profile [37] depends on harmonic order, laser intensity,
and generation position. When they are refocused, this
results in separated waist positions along the propagation
direction, thus affecting the focusing properties of the har-
monics and the peak intensity and pulse duration of the
focused attosecond pulses. Although theoretically predicted
in [34, 35], and experimentally shown for the total harmonic
beam in [38], no experiments have yet quantitatively exam-
ined the influence of the generation geometry on the focus
position, waist, and intensity of individual harmonics and
attosecond pulses.

In the present study, we generate high-order harmonics
in argon using a 45mJ, 40 fs, Ti:Sapphire laser in a loose
focusing geometry. We refocus the XUV radiation with a pair
of toroidal mirrors in aWolter configuration [23, 39] in order
to achieve broadband focusing with a high demagnification
factor. A knife-edge technique [20, 25–27] is used to measure
the individual harmonic focus positions for different loca-
tions of the gas target relative to the laser focus in the gener-
ation chamber. In some cases, the harmonics are found to be
refocused at positions that evolve strongly with the harmonic
order. The observed experimental trends can be explained by
a simple model which takes into account the intensity depen-
dence of the spectral phase of the attosecond pulses, also
called the dipole phase [34, 35]. We find that the chromatic
aberrations induced by the dipole phase affect strongly the
temporal profile and intensity of the focused attosecond
pulses.

2. Experimental Method

The experimental setup used in this study is sketched in
Figure 1. We use a multiterawatt Ti:Sapphire laser system
delivering 40 fs, 806 nm, and 45mJ pulses [7]. A deformable
mirror (DM), used together with an infrared wavefront sen-
sor, allows us to correct for spatial aberrations and to control
the IR focusing position with respect to the generation
medium by introducing a slight curvature to the beam. After
aberration correction, the measured laser wavefront has an
RMS value of about λ/40, corresponding to a Strehl ratio of
0.97. After going through an iris, the infrared beam is loosely
focused with an 8.7m spherical mirror into a 1 cm long,
pulsed, Ar gas cell, generating high-order harmonics up to
45 eV. We estimate that the IR waists are approximately
340-360μm with corresponding Rayleigh lengths of 45 to
50 cm for the different focal lengths used in the experiment.

The XUV radiation is reflected, at a 10° grazing incidence
angle, by a fused silica (FS) plate, which is antireflection-
coated for the IR, and spectrally filtered by a 200nm Al filter.
The FS plate and Al filter allow us to completely eliminate the
IR. Further, the broadband beam is refocused by Wolter
optics, consisting of a prealigned assembly of two toroidal
mirrors from Thales SESO, designed to image the generation
medium, after 6m propagation, with a high demagnification
factor and minimal aberrations in the XUV range. The graz-

ing incidence angle on the two toroidal mirrors is 15°, giving
a total deviation angle of 60°. The Wolter optics assembly is
aligned in our beamline by using a homemade XUV Hart-
mann wavefront sensor. The tangential focal lengths are
265.3mm and 545.2mm for the first and secondmirror while
the sagittal focal lengths are 265.0mm and 544.4mm. The
combined focal length of 164.2mm provides a demagnifi-
cation factor of 35. A homemade flat-field spectrometer,
based on a Hitachi aberration-corrected concave grating,
images the focus in the vertical direction onto a micro-
channel plate (MCP). In this configuration, no entrance
slit is needed and the entire beam is characterized. The
grating disperses the harmonics along the vertical axis of
the MCP, while the far field spatial profile is recorded
along the horizontal axis.

For each position of the cell relative to the IR focus along
the propagation direction Z, called “generation position,” we
measure the focus position of the harmonics in the applica-
tion chamber. Harmonic spectra are recorded for different
xk (transverse to the beam) and zk (along the beam) positions
of a knife-edge located close to the focus (see Figure 1). A
rough estimate of the focus position for each harmonic can
be obtained by looking at the diffraction image position of
the knife-edge on the spatial profile recorded by the spec-
trometer. If the knife is after the focus, the shadow is on the
same side as the knife, while if the focus is after, it is on the
opposite side. This is illustrated in Figure 2, showing spectra
obtained without the knife-edge (a) and for three positions of
the knife-edge (b–d). In (b) (respectively, d), the knife is
before (after) the focus for all harmonic orders and the
shadow is observed on the right (left) sides of the profile. In
(c), the shadow of the knife is on the right side for the
lower-order harmonics while it is on the left side for the
higher-order harmonics. This means that the knife is before
the focus for the lower-order harmonics, and after the focus
for the higher orders. The harmonics in the middle are less
affected by the knife, which indicates that it is located close
to their focus. These results show that the harmonics are
indeed focused at different positions along the propagation
axis.

Figure 1: Schematic representation of the experimental setup. The
spatially filtered IR beam (red) is first wavefront-corrected by a
deformable mirror before it goes through an iris and is reflected
by a focusing mirror. High-order harmonics (blue) are generated
in an argon gas cell. The IR is filtered out by an IR antireflection-
coated fused silica plate followed by an aluminum filter. In the
application chamber, the harmonic beam is focused by the Wolter
optics. The knife is placed around the focus, and the beam is
detected by a flat-field spectrometer.

2 Ultrafast Science

120



Mapping out the individual harmonic focus positions
requires scanning both xk and zk in small steps. Instead, we
use a faster and less tedious method based on measurements
at only four positions in zk , outside the Rayleigh range
(zR ≈ 1mm), two before and two after the focus, which is
sufficient to extract the position of each focus. Figure 3
illustrates this method for the 21st harmonic. The har-
monic intensity as a function of knife insertion (xk) is
recorded for each knife-edge position along the propaga-
tion direction (zk) (see Figure 3(a)). Assuming Gaussian
beams, this data is then fitted to a normalized error function,
f ðxkÞ = ferf ½bðxk − cÞ� + 1g/2, representing the integral of a
Gaussian function exp ½−b2ðx − cÞ2� from −∞ to xk . For each
knife-edge position, the 1/e2 beam waist radius (wq =

ffiffiffi
2

p
/b)

is obtained from the fit. The position of the harmonic focus
(zq) can be determined by performing a linear fit of the beam
widths, after mirroring those corresponding to the knife-edge
position behind the focus (Figure 3(b)). If we assume that the
harmonics are ideal Gaussian beams with M2 = 1, the beam
waists (wq) can also be estimated as λq/ðπθqÞ, where λq is

the wavelength of the qth harmonic and θq the (half) diver-
gence angle. Note that wq represents a lower limit to the
beam waist and that a better estimation would require a mea-
surement of the quality factor M2, which has not been done
in the present work.

3. Theoretical Model

HHG can be described by a three-step process: tunneling ion-
ization, electron acceleration by the laser field, and recombi-
nation [40, 41]. In the second step, the electron wave packet
accumulates a phase, called the dipole phase, which is then
transferred to the harmonic field. Two families of trajectories,
related to the time spent by the electron in the continuum
(“short” or “long”), have been identified and observed exper-
imentally [42, 43]. The dipole phase is often expressed as αI,

where α depends on the harmonic order and electron trajec-
tory, and I is the intensity of the driving laser [44]. This
expression is derived by using the strong-field approximation
to solve the time-dependent Schrödinger equation (TDSE) of
the single-atom response. Instead, we use an analytical
expression derived by solving Newton’s equation of motion
[34, 45]:

Φi q, Ið Þ = αiI + tpi qω − ωp

� �
+ γi

I
qω − ωp

� �2, ð1Þ

where i refers to the trajectory (short or long), q is the har-
monic order, I and ω are the fundamental intensity and
angular frequency, respectively, ωp is the angular frequency
corresponding to the ionization energy, and tpi is a return
time, as explained in [34]. We here consider only the contri-
bution from the short trajectory, which is mainly observed in
our experiment. In Equation (1), the quantity αi is indepen-
dent of the harmonic order and is equal to zero for the short
trajectory, while the quantity γi is equal to 1:03 × 10−18 s 2
Wcm −2 for a driving laser of 800nm. The first and third
terms depend on the laser intensity, leading to an order-
dependent wavefront curvature.

We assume that high-order harmonics are generated at
position Z relative to the IR focus (located at Z = 0) in a thin
medium [46]. For a Gaussian fundamental beam, with a pro-
file I0 exp ½−2r2/w2ðZÞ�, where I0 is the peak intensity, r is the
radial coordinate, and wðZÞ is the beam width at position Z,
the r-dependence of the dipole phase can be approximated by

−
2αiI0w2

0
w4 Zð Þ r2 −

2γi qω − ωp

� �2
I0w

2
0

r2: ð2Þ

The generated harmonic field also includes an r-depen-
dent phase contribution from the fundamental, which is
equal to qkr2/2RðZÞ, where k is the fundamental wavevector
and RðZÞ is its radius of curvature. The total radius of

Figure 2: Measured spectra with no knife (a), the knife before (b)
and after (d) the focus, and the knife in the focal region (c). The
second-order diffraction from the spectrometer grating is
numerically filtered out. The insets in (b) and (d) illustrate the
position of the knife relative to the focus and its shadow. The
knife positions in (b–d) are zk = −8:3, zk = 0mm, and zk = 9:1mm.

Figure 3: Illustration of our analysis method for one harmonic
order (21). (a) Normalized harmonic intensity as a function of
knife-edge insertion (blue dots). An error function is fitted to the
data (red curve), allowing us to determine the beam width at 1/e2,
marked with a red circle in (b). (b) Measured beam widths for
four different knife-edge positions along the propagation
direction (black dots). A linear fit (green curve) is performed
between these widths, after mirroring two of them relative to the
horizontal axis (black circles). The focus is the position where
the fit crosses zero.
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curvature of the harmonic field, corresponding to one trajec-
tory i, is given by

1
Ri Zð Þ = 1

R Zð Þ −
4αiI0w2

0c
w4 Zð Þqω +

4γi qω − ωp

� �2c
I0w

2
0qω

, ð3Þ

where c is the speed of light and w0 is the fundamental beam
waist [34].

To fully characterize the harmonic beams, the width at
the generation position is estimated by assuming that the
harmonic intensity (Iq) is proportional to the fundamental

intensity to the power of p (Iq ∝ Ip0) [46–50], where the
degree of nonlinearity, p, is assumed to be equal to 4, which
is confirmed by TDSE calculations [34]. The harmonic
width, at the position of the gas target, is then simply half
the width of the driving laser. Assuming Gaussian optics
for the harmonic beam, knowing the width and radius of cur-
vature at the generation position Z allows us to determine the
beam properties at any position.

Figure 4 shows the calculated focus positions and waist
size, with respect to the IR focus, for harmonic 11 to 25 as a
function of generation position Z. The left column shows
the (virtual or real) focus positions and waists at generation
while the right column shows the foci and waists of the refo-
cused beams. The first row (a, b) shows results obtained with-
out the dipole phase. In this case, the harmonics have the
same wavefront, which is equal to that of the fundamental.
When they are generated at the IR waist, they have the same

focus, which is identical to the IR focus (Figure 4(a)). How-
ever, for this generation position (Z = 0), the harmonics are
not refocused at the same focus position in the application
chamber (Figure 4(b)). In this very loose focusing geometry,
some harmonics have very long Rayleigh lengths. Conse-
quently, the focusing optics is not fully in the far field, so that
the curvatures of the harmonics at this position are slightly
harmonic-dependent. Therefore, the harmonics will be
focused at slightly different positions. In this case, where
the dipole phase is not included, the foci in the application
chamber are overlapped for all harmonics, when the genera-
tion medium is slightly before the IR focal spot. This is a clear
deviation from the predictions of geometrical optics, due to
the long Rayleigh lengths mentioned above.

The second row (c, d) is calculated including the dipole
phase. This leads to an asymmetric focus position distribu-
tion for positive and negative generation positions. Further-
more, there is no generation position where all harmonics
are focused at the same position. We also show in (e, f) the
harmonic waists both in the generation and application
chambers, including the dipole phase in the calculations.

Finally, we also simulate the experimental conditions,
where the cell position is fixed and where the focal length is
slightly varied in order to change the relative position
between the generation and the IR focus. As expected, the
results, shown as dashed lines in Figures 4(d) and 4(f), pres-
ent the same qualitative behavior as when the focal length is
not varied (solid lines), and only minor quantitative differ-
ences. The simulation with the varying focal length is used
in the comparison with the experimental results.

4. Results

To describe our experimental geometry, where the genera-
tion cell is fixed and the position of the IR focus varied,
we introduce ΔZ = Zm − Z0, which is the medium position
(Zm) relative to the IR focus (Z0). Similarly, in the appli-
cation chamber, we refer to the refocused focus positions
in the coordinate Δz = zq − z0, where z0 is the position of the
refocused IR, which was estimated from the simulations.
The 19th harmonic is removed from the dataset because its
position on the detector coincides with a damaged area on
the microchannel plate of the spectrometer, making its detec-
tion unreliable.

The results of our knife-edge measurements are shown in
Figures 5(a)–5(e), for different generation positions, as
shown at the top of the figure. The experimental data are
compared with simulations (dashed line) using the model
presented above. The different harmonics are found to be
focused at different positions, with a separation of up to
1.5mm, which is significant since the harmonic Rayleigh
lengths are typically around 1mm. This effect decreases as
the generation position moves towards and beyond the laser
focus. When the medium is before the focus (see
Figures 5(a)–5(c)), the lower-order harmonics are focused
approximately one mm after the higher-order harmonics,
on different sides of the IR focus. When the generation
medium is centered at the infrared focus or beyond (see
Figures 5(d) and 5(e)), all of the harmonics are focused much

W
ai

st 
[µ

m
]

Figure 4: Calculated harmonic focus positions as a function of
generation position Z, in the HHG chamber (a, c) and after being
refocused, in the application chamber (b, d). In (e, f), the
corresponding waists are shown. The simulation is run without (a,
b) and with (c–f) the dipole phase included. The harmonic order
goes from 11 (red) to 25 (blue). The dashed lines in (d) and (f)
simulate the experimental conditions, where the relative medium-
laser focus distance is varied by changing the focal length of the
generating laser with a deformable mirror.
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closer to each other, at a position before the IR focus. Simu-
lations reproduce the main features of the experimental data,
which indicates that, despite its simplicity, our model
describes the physics behind the focusing properties of
high-order harmonics well [34, 35].

In Figures 6(a)–6(e), we present the measured (solid line)
and simulated (dashed line) beam waists (wq), for a few har-
monics (13, 15, 17, 21, and 23), as a function of generation
position. As explained in the experimental section, the mea-
sured beam waists should be considered lower limits. We find
that the harmonic waist sizes decrease with order. For har-
monics 13, 15, and 17 (a–c), the generation position leading
to the maximum waist moves progressively from around
ΔZ = 0 to negative values. The measured values for the
harmonic beam waists are consistent with (but slightly
below) previous spectrally integrated measurements, which
were performed by wavefront analysis of the total beam com-
bined with numerical back-propagation and gave 3:6 × 4
μm 2 FWHM (3:1 × 3:4μm 2 half-width at 1/e2) [23]. The
simulations in Figure 6 (a–e, dashed lines) follow qualita-
tively the experimental results, with slightly larger waists.
This difference might be due to a deviation of the experi-
mental laser (and consequently harmonic) beams from a
Gaussian behavior (i.e., M2 > 1). Another possible cause
of the discrepancy between the experimental results and

our simulations could be that the dipole phase is more
complex than the model dipole or that phase-matching
impacts also the wavefront of the XUV beam. Despite the
approximation of our model, the agreement is very
satisfactory.

Figures 6(f)–6(j) show the focus positions (blue) and
yield (orange) for the same harmonics, as a function of gen-
eration position. Simulations, indicated by dashed lines,
agree well with the experimental measurements. As shown
in Figure 5, the harmonic focus position varies with the gen-
eration geometry, especially for the lower-order harmonics.
The harmonic yield, on the other hand, is relatively insensi-
tive to the generation position over the studied range.

5. Discussion

Our results can be used to estimate not only the intensity of
the refocused individual harmonics but also that of the atto-
second pulses in the train, in which case the relative phase of
the harmonics has to be included [8]. The electric field
describing the attosecond pulse train can be expressed as

E t, r, zð Þ =〠
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Iq t, r, zð Þ

q
exp iqωt + iϕq t, r, zð Þ

� �
, ð4Þ

Figure 5: Measured (solid line) and simulated (dashed line) focus positions of harmonics 11-25 for five different generation positions in
relation to the IR focus. The insets indicate the geometry of the generation in the five cases. The medium is represented by the vertical
blue line, while the position of the IR focus is indicated in red. The error bars are obtained from the standard deviation of the fit
performed in Figure 3.

Figure 6: Simulated (dashed red) and measured waist size (solid red) as a function of generation position, for harmonic 13, 15, 17, 21, and 23
(a–e). Measured (solid blue) and simulated (dashed blue) focus positions, and measured yield (orange) as a function of generation position for
the same harmonic orders (f–j).
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where Iq are the relative experimental harmonic intensities.
The phases, ϕq, are the sum of the Gouy phase obtained by
using the experimentally determined position of the focus
and Rayleigh length for each harmonic and the inherent
phase due to the generation process (see Equation (1)), also
called attochirp [51].

In Figures 7(a)–7(c), we show the estimated attosecond
pulse intensity on axis in the application chamber, as a func-
tion of time and position along the propagation axis (Δz), for
three generation positions, ΔZ = −150mm (a), ΔZ = 0 (b),
and ΔZ = 150mm (c). This is obtained using Equation (4)
for each Δz and taking the absolute square to get the inten-
sity. The peak of the attosecond pulse intensity is extracted
from these results and shown in Figure 7(d) in black as a
function of Δz, for different generation positions (ΔZ). The
intensity variation for each harmonic is marked in color
going from the 11th (red) to 25th (blue). Figure 7(d) also
shows the maximum XUV peak intensity (green) and the
total yield (red) for each generation position. Furthermore,
the intensity distribution as a function of the transverse coor-
dinate x and Δz is shown for ΔZ = −150mm (e), ΔZ = 0 (f),
and ΔZ = 150mm (g).

As seen in Figure 7, the distribution of harmonic focus
positions is clearly broader when the cell is before the IR
focus (negative ΔZ), as shown in panels (a) and (e). In con-
trast, the foci are closer to each other along the propagation
axis when the cell is located at the IR focus or beyond, as
shown in panels (b, c) and (f, g). The maximum intensity is
obtained for ΔZ = 0 and Δz = −0:47mm, as seen in panels
(b) and (f). When ΔZ < 0, the harmonics are focused at dif-
ferent positions, while when ΔZ > 0, the generation efficiency
decreases. The total yield and the maximum intensity vary
differently with respect to the generation position, as shown
in Figure 7(d).

From the estimated spatiotemporal intensities in
Figure 7, we find for the conditions where the maximum
intensity is obtained (ΔZ = 0 and Δz = −0:47mm), an aver-
age pulse duration of the individual attosecond pulses of
~ 200 as and a beam waist of ~ 1.5μm. Combining this
with the XUV pulse energy, measured using an X-ray
CCD camera (Andor) to be 1.6 nJ, and a harmonic pulse
duration of 20 fs (half of the IR pulse duration, according
to the same power law used for the harmonic beam widths
above), gives an estimate of the maximum XUV peak
intensity of 1013W/cm 2. This corresponds to an intensity
of 1 on the vertical axis in Figure 7(d).

6. Conclusion

By inserting a knife before and after the focus and scanning it
through the XUV beam, we have mapped out the focus posi-
tion and estimated the waist size of each individual har-
monic, as a function of the position of the gas cell relative
to the IR focus. The key conclusion of this work is that the
harmonics’ focusing properties are found to depend on the
order and the generation position. We interpret this effect
as a consequence of the intensity-dependent dipole phase.
The experimental data agree with relatively simple simula-
tions based on an analytical expression for the dipole phase
[34, 35], the assumption that the harmonics can be repre-
sented as Gaussian beams [33], and without taking into
account propagation effects in the nonlinear medium. These
measurements allow us to estimate the focused intensity of
the individual harmonics and the attosecond pulses in the
train and to define the optimal conditions to achieve high-
intensity attosecond illumination. We find that these optimal
conditions do not necessarily coincide with those leading to
the highest yield. Even when the yield is approximately con-
stant, the harmonic focusing properties can change signifi-
cantly and thus affect the pulse duration and intensity of
the attosecond pulses.
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The shortest light pulses produced to date are of the order of a
few tens of attoseconds, with central frequencies in the extreme
UV range and bandwidths exceeding tens of electronvolts. They
are often produced as a train of pulses separated by half the driv-
ing laser period, leading in the frequency domain to a spectrum
of high, odd-order harmonics. As light pulses become shorter and
more spectrally wide, the widely used approximation consisting
of writing the optical waveform as a product of temporal and
spatial amplitudes does not apply anymore. Here, we investigate
the interplay of temporal and spatial properties of attosecond
pulses. We show that the divergence and focus position of
the generated harmonics often strongly depend on their fre-
quency, leading to strong chromatic aberrations of the broadband
attosecond pulses. Our argument uses a simple analytical model
based on Gaussian optics, numerical propagation calculations,
and experimental harmonic divergence measurements. This effect
needs to be considered for future applications requiring high-
quality focusing while retaining the broadband/ultrashort char-
acteristics of the radiation.

attosecond pulse | high-order harmonic generation | Gaussian optics |
spatiotemporal coupling | focusing of XUV radiation

E lectromagnetic waves are usually mathematically described
by a product of purely spatial and purely temporal terms.

This approximation often fails for broadband femtosecond laser
pulses (ref. 1 and references therein), and spatiotemporal cou-
plings need to be considered. Spatiotemporal couplings for vis-
ible or infrared (IR) light may be introduced by refractive and
dispersive elements, such as lenses, gratings, or prisms. The non-
collinear amplification in optical parametric crystals may also
potentially lead to spatiotemporal couplings, and it is impor-
tant to develop characterization methods to measure and reduce
their effects (2–4). In some cases, these couplings may be advan-
tageously used, as, for example, demonstrated by Vincenti and
Quéré (5) for the so-called “lighthouse” effect (6, 7).

The shortest light pulses, generated by high-order harmonic
generation (HHG) in gases, are in the extreme UV (XUV)/soft
X-ray region and in the range of 100 as (8–11), with band-
widths of a few tens or even hundreds of electronvolts (12,
13). These pulses are generated in a three-step process (14,
15). When an atom is exposed to a strong laser field, an elec-
tron in the ground state can tunnel through the atomic poten-
tial bent by the laser field, propagate in the continuum, and
recombine back to the ground state when (and if) returning
close to the ionic core. In this process, an XUV photon is
emitted, with energy equal to the ionization energy plus the
electron kinetic energy at return. Two main families of tra-
jectories leading to the same photon energy can be identified.
They are characterized by the “short” or “long” time of travel
of the electron in the continuum (16, 17). Interferences of
attosecond pulses emitted at each laser half-cycle leads to a
spectrum of odd-order harmonics.

The investigation of spatiotemporal coupling of attosecond
pulses requires measurements of their spatial properties, as a

function of time or, equivalently, frequency. Wavefronts of high-
order harmonics have been measured by several groups, using
different techniques such as Spectral Wavefront Optical Recon-
struction by Diffraction (18–20), lateral shearing interferome-
try (21), point-diffraction interferometry (22), and Hartmann
diffraction masks (23, 24). In particular, Frumker et al. (25)
pointed out that the variation of wavefront and intensity pro-
file with harmonic order leads to spatiotemporal coupling of the
attosecond pulses, with temporal properties depending on where
they are measured.

The spatial and spectral properties of high-order harmonics
strongly depend on the geometry of the interaction and, in par-
ticular, on whether the gas medium in which the harmonics are
generated is located before or after the focus of the driving laser
beam (26). The asymmetry between “before” and “after” can be
traced back to the phase of the emitted radiation, which is equal
to that of the incident laser field multiplied by the process order,
as in any frequency upconversion process, plus the dipole phase
which is accumulated during the generation and mostly origi-
nates from electron propagation in the continuum. While the
former is usually antisymmetric relative to the laser focus, the
latter depends on the laser intensity and is therefore symmet-
ric (21, 27). The total phase and thus the divergence properties
are different before and after the laser focus, leading to a strong
dependence of the spatiotemporal properties of the harmonic
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radiation on the generation conditions. In some conditions, har-
monics can be emitted with a flat wavefront (21) or even as a
converging beam (28, 29). Another phenomenon leading to an
asymmetry of HHG with respect to the generation conditions
is ionization-induced reshaping of the fundamental field, which
depends on whether the beam is converging or diverging when
entering the gas medium (20, 30–32).

In the present work, we show that the frequency components
of attosecond pulses generated by HHG in gases have differ-
ent divergence properties, which depend on the geometry of the
interaction and in particular on where the generating medium is
located relative to the laser focus. In some conditions, the posi-
tion of the focus and divergence strongly vary with frequency,
leading to chromatic aberrations, as sketched in Fig. 1, similar
to the effect that a chromatic lens has on broadband radia-
tion (33, 34). Any imaging optical component will focus the
frequency components of the attosecond pulses at different loca-
tions, resulting in spatiotemporal couplings. Depending on the
position where the pulses are characterized or used, they will
have different central frequencies, pulse durations, and spatial
widths. We use an analytical expression for the dipole phase (35)
combined with traditional Gaussian optics to predict the radius
of curvature, position of focus, and divergence of the two tra-
jectory contributions to HHG (29). This model, which assumes
generation in a thin slab (36, 37), is validated by using numeri-
cal simulations of HHG (38) for both thin and thick generating
media. We also present experimental measurements of the har-
monic divergence as a function of position of generation relative
to the laser focus. Finally, we discuss the implications of our
results for the focusing of broadband attosecond pulses.

Analytical Expression of the Dipole Phase
The single-atom response of HHG is well described by an
approximate solution of the time-dependent Schrödinger equa-

Fig. 1. Illustration of spatiotemporal coupling for an attosecond pulse: dif-
ferent frequencies (harmonic orders 31, 35, 59, and 67, with red, orange,
green, and blue colors respectively), generated with varying wavefront cur-
vatures and different divergences, as indicated in Inset, will be refocused
by XUV optics (here represented as a lens) at different positions, leading
to strong chromatic aberrations and an extended focus, both transversally
and longitudinally. The fundamental driving field is indicated by the dark
brown/black line.

tion (TDSE) for an atom in a strong laser field, called the
strong-field approximation (SFA) (39). This theory leads to a
simple analytical expression of the dipole phase, equal to αI ,
where α depends on the harmonic order and on the trajec-
tory contributing to HHG (16, 26, 40, 41) and where I is
the laser intensity. This expression has been used in numer-
ous investigations of the harmonic properties (17, 29, 41, 42).
Here, we use a more general analytical expression for the phase
(35), based on the semiclassical description of attosecond pulse
generation (14, 15).

In this approximation, the second step of the process is
described by solving Newton’s equation of motion for a free par-
ticle in the laser field. Fig. 2 shows the frequency (Ω) of the
emitted XUV radiation as a function of electron return time for
two different fundamental field intensities, indicated by the solid
and dashed curves. The frequency varies from Ωp, corresponding
to the ionization threshold (~Ωp = Ip, Ip denoting the ionization
energy and ~ the reduced Planck constant) to the cutoff fre-
quency Ωc (~Ωc = 3.17Up + Ip). Up denotes the ponderomotive
energy, equal to

Up =
αFS~Iλ2

2πc2m
, [1]

where αFS is the fine structure constant, m the electron mass,
c the speed of light, and λ the laser wavelength. The frequency
variation can be approximated by piecewise straight lines, as indi-
cated by the black solid lines. After inversion from Ω(t) to t(Ω),
for each straight line, we have

ti(Ω) = tpi +
tci − tpi
Ωc−Ωp

(Ω−Ωp), [2]

where i = s, ` refers to the electron trajectory (short or long),
and tpi and tci are defined as indicated by the dashed black
lines in Fig. 2. The values of tpi and tci , in both laser cycles and
femtoseconds (at λ= 800 nm), are summarized in Table 1. We
also indicate the return times for the short and long electron
trajectories leading to the threshold frequency (tts, tt`) and the
return time for the trajectory leading to the cutoff frequency (tc).
Neglecting the frequency dependence of the time for tunneling
and recombination, ti(Ω) can be interpreted as the group delay
of the emitted radiation. Its integral is the spectral phase

Φi(Ω) = Φi(Ωp) + tpi(Ω−Ωp) +
tci − tpi
Ωc−Ωp

(Ω−Ωp)2

2
. [3]

As shown in Fig. 2, the return times tpi , tci , and therefore the
second term in Eq. 3 do not depend on laser intensity. Using
Ωc−Ωp = 3.17Up/~, the coefficient in the third term can be
written as

tc− tpi
Ωc−Ωp

=
2γi
I

, [4]

where

γi =
(tci − tpi)πc

2m

3.17αFSλ2
. [5]

In this classical calculation, Φi(Ωp) is equal to zero for the
short trajectory, while it is proportional to the laser intensity
for the long: Φ`(Ωp) =α`I . The value of α` can be obtained
numerically within the classical approach used in this work
(43) and is found to be close to that given within the SFA,
equal to 4π2αFS/mω

3, where Ω is the laser frequency (16,
41). The parameters needed to describe Φi(Ω) for 800-nm
radiation are γs = 1.03 × 10−18 s2·W·cm−2, γ` = − 0.874×
10−18 s2·W·cm−2, αs=0, and α` =−2.38× 10−13 W−1·cm2.

4780 | www.pnas.org/cgi/doi/10.1073/pnas.1817626116 Wikmark et al.
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Fig. 2. Emitted XUV frequency as a function of return time for two laser
intensities, corresponding to the solid and dashed blue/red curves. The blue
curves describes the short trajectories, while the red lines refer to the long
trajectory. tts,t` are the return times for the short and long electron trajec-
tories leading to the threshold frequency Ωp. tc is the return time for the
trajectory leading to the cutoff frequency Ωc. tpi and tci (i = s, `) are return
times obtained by approximating Ω(t) as piecewise straight lines. Values for
these return times are indicated in Table 1.

The dipole phase can be approximated for the two families of
trajectories by the expansion:

Φi(Ω) =αiI + tpi(Ω−Ωp) +
γi
I

(Ω−Ωp)2. [6]

The present expression gives very similar results to, e.g., the
numerical results presented in ref. 40, obtained by solving saddle-
point equations within the SFA, with the advantage of being
analytical.

Wavefront and Spatial Width of XUV Radiation
We now use this analytical expression for the dipole phase
together with traditional Gaussian optics to predict the radius
of curvature, position of focus, and divergence of the two tra-
jectory contributions to HHG. A similar derivation has been
proposed, independently, by Quintard et al. (29) with, how-
ever, a different analytical formulation of the dipole phase. We
neglect the influence of propagation, considering an infinitely
thin homogeneous gas medium (36, 37, 44). Such an approxima-
tion is valid in a loose focusing geometry, where the generating
medium length is much smaller than the Rayleigh length. We
also assume that the fundamental field is Gaussian, with inten-
sity I (r , z ), radial width w(z ) at 1/e2, radius of curvature R(z ),
and peak intensity I0, z denoting the coordinate along the prop-
agation axis and r the radial coordinate. The focus position is
z = 0 and the waist w0 =w(0). Considering only the contribution
of one trajectory i , the phase of the qth harmonic field can be
approximated by

Φq(r , z ) = qφ(r , z ) + Φi(r , z ). [7]

The phase of the fundamental Gaussian beam is φ(r , z ) = kz −
ζ(z ) + kr2/2R(z ), where k is the wavevector equal to ω/c and
ζ(z ) the Gouy phase (45). This article is mainly concerned with
the third term, giving the curvature of the beam. The dipole
phase Φi(r , z ) is given by Eq. 6, for I = I (r , z ) and Ω = qω.
Omitting the second term in Eq. 6, which does not depend on
intensity and therefore on space, Φi(r , z ) can be expressed as

Φi(r , z ) =
αiI0w

2
0

w2(z )
e
− 2r2

w2(z) +
γi(Ω−Ωp)2w2(z )

I0w2
0

e
2r2

w2(z) . [8]

We use a Taylor expansion close to the center of the beam
to approximate Φi(r , z ) (Eq. 8). To determine the harmonic
wavefront, we only keep the terms proportional to r2 in Eq.
8, to which we add the r2-dependent contribution from the
fundamental, equal to qkr2/2R(z ). The resulting r2-dependent
contribution to the phase of the harmonic field can be written as
qkr2/2Ri , with

1

Ri
=

1

R(z )
− 4αiI0w

2
0 c

w4(z )Ω
+

4γi(Ω−Ωp)2c

I0w2
0 Ω

. [9]

For simplicity of the notations, we omit to explicitly indicate
the z dependence of Ri . The curvature of the harmonic field is
equal to that of the fundamental (first term) plus that induced
by the dipole phase. The second term is only present for the
long trajectory. This equation outlines the dependence of the
XUV radiation wavefront on frequency (Ω), electron trajectory
(i), intensity at focus (I0), and generation position (z ). Eq. 9 is
illustrated in Fig. 3A, representing the wavefronts induced by
the fundamental (black) and due to the dipole phase for the
short trajectory (green) as a function of the generation position.
The fundamental wavefront changes from convergent to diver-
gent through the focus, while that induced by the dipole phase is
always divergent and independent of the generation position (z ).

Using the reduced coordinate Z = z/z0, where z0 =πw2
0 /λ is

the fundamental Rayleigh length, Eq. 9 can be written as

z0
Ri

=
1

Z + 1/Z
− ηi

(1 +Z 2)2
+µi , [10]

where ηi = 2αiI0/q and µi = 2γiω
2(q − qp)2/qI0 are dimension-

less quantities (qp = Ωp/ω). For the short trajectory, since αs =
0, the positions where the radius of curvature diverges, corre-
sponding to a flat phase front, can be calculated analytically by
solving a second-order equation in Z ,

Z 2 +
Z

µs
+ 1 = 0. [11]

For µs≤ 0.5, the solutions to this equation are real and the radius
of curvature diverges at

Z±=− 1

2µs
±
√

1

4µ2
s

− 1. [12]

This discussion is illustrated graphically in Fig. 3B for the 23rd
harmonic of 800-nm radiation generated in Ar, with I0 = 3 ×
1014 W·cm−2 . In these conditions, we have ηs = 0, µs = 0.253,
η` =−6.38, and µ` =−0.215. Fig. 3B presents the radius of cur-
vature in reduced units Ri/z0 for the short (blue) and long
(red) trajectory contributions. Over the range shown in the

Table 1. Return times for the short and long trajectories relative
to the zero of the electric field

Return time Brief description Cycle fs

tts Short, threshold 0 0
tps Short, threshold, model 0.18 0.48
tcs Short, cut-off, model 0.40 1.07
tc Cut-off 0.45 1.20
tc` Long, cut-off, model 0.50 1.35
tp` Long, threshold, model 0.69 1.85
tt` Long, threshold 0.75 2.00

For the last column, a laser wavelength of 800 nm is used.
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figure, between −2z0 and z0, Rs/z0, represented by the blue
curve, diverges at Z+ =−0.272. The other solution of Eq. 11
is Z−=−3.68 which is outside the scale of the figure. For
the long trajectory, the radius of curvature, represented by the
red solid line, diverges at Z '−1.4. This behavior is quite
general for all harmonics, as discussed in the last section of
this work.

To estimate in a simple way the spatial width of the harmonic
field at the generation position, we assume that its amplitude is
proportional to the fundamental amplitude to a power p (36, 37,
44, 46, 47). This exponent is quite constant in the plateau region
and typically of the order of 4, as confirmed by our TDSE calcula-
tions presented below. The harmonic width is then simply equal
to W =w(z )/

√
p (here, as well, we omit to write explicitly the

z -dependence of W ).

Focus Position and Beam Waist
Knowing the beam radius of curvature and width at a given posi-
tion z , it is a simple exercise within Gaussian optics to determine
the position of the focus and the corresponding waist (e.g., ref.
45). The position of focus relative to the generation position z is
given by

zi =− Ri

1 + (λqRi/πW 2)2
, [13]

with λq =λ/q . By using reduced coordinates relative to the
fundamental Rayleigh length, Eq. 13 can be written as

zi
z0

=−Ri

z0

(
1 +

[
pRi

qz0(1 +Z 2)

]2)−1

. [14]

The corresponding waist at focus is

wi =
W√

1 + (πW 2/λqRi)2
, [15]

or, relative to the fundamental waist,

wi

w0
=

(
1 +Z 2

p

)1
2

(
1 +

[
qz0(1 +Z 2)

pRi

]2)− 1
2

. [16]

Fig. 4 shows the position of the harmonic focus (zi/z0) rel-
ative to that of the generation position (z/z0) (A) and the
normalized far-field divergence θi/θ0 =w0/wi (B) for the two
trajectories, short (blue solid line) and long (red solid line). The
color plots represent harmonic intensities obtained from a sim-
ulation presented in Numerical Calculations. The divergence of
the fundamental θ0 is defined as λ/πw0. Let us emphasize that
the zero of the horizontal scale is the laser focus, while in A,
zero on the vertical scale means that the focus of the harmonic
field coincides with the generation position. The focus position
and divergence strongly vary with z and quite differently for the
two trajectories. In both cases, the focus position changes sign,
and the divergence goes through a minimum when the radius of
curvature goes to infinity (Fig. 3).

For the short trajectory and Z ≤Z+, the focus is real, and
it is located after the generation position (zi ≥ 0) along the
propagation direction. The negative curvature of the conver-
gent fundamental beam is larger in magnitude than the positive
curvature induced by the dipole phase, and the harmonics are
generated as a convergent beam (29). When Z >Z+, the focus
is virtual and located before the generation position. Two cases
can be considered: When 0>Z >Z+, i.e., when the genera-
tion position is before the IR focus, the negative curvature

of the fundamental beam is smaller in magnitude than the
positive curvature induced by the dipole phase: The harmon-
ics are generated as a divergent beam. When Z ≥ 0, both
curvatures are positive, and the harmonics are generated as
a divergent beam. The divergence is smallest in the region
close to Z+.

The same reasoning applies for the long trajectory contri-
bution, except that Z+ is now replaced by Z ≈−1.4 (Fig. 3).
In this case, in the region with enough intensity for HHG,
i.e., |Z | ≤ 1.5, corresponding to I = 9× 1013 W·cm−2, the har-
monic focus is located just before the generation position, and
the divergence is much larger than that of the short trajectory
contribution.

At the positions where the radius of curvature diverges (indi-
cated by the dashed line in Fig. 4 for the short trajectory), the
harmonics are generated with a flat wavefront and with a large
focus (low divergence). In contrast, harmonics generated far
away from the divergence minima will inherit a curvature from
the fundamental and the dipole phase contribution which corre-
sponds to a significantly smaller beam waist in the real or virtual
focus and thus in a significantly larger divergence. The variation
of the divergence with generation position is due partly to the
dipole phase contribution, but also to the mismatch between the
harmonic order q and the amplitude variation here described by
a power law with exponent p = 4 (Eq. 16).

A

B

Fig. 3. (A) Representation of different contributions to the harmonic wave-
front, due to the fundamental (black) and due to the dipole phase for the
short trajectory (green) at different generation positions (z). The funda-
mental beam profile variation is indicated by the thick black dashed line.
(B) Radius of curvature of the 23rd harmonic as a function of generation
position. The laser wavelength is 800 nm, and the peak intensity at focus is
3× 1014 W·cm−2. The blue (red) solid line is obtained for the short (long)
trajectory. The thin solid line shows the radius of curvature of the funda-
mental. At the position Z+, where R(z) =−z0/µs, Rs/z0 diverges. As can be
seen in A, this is when the two phase contributions cancel out, as shown by
the horizontal blue dashed line. In both A and B, the vertical thin dashed
lines indicate the position of the harmonic focus (for the short trajectory,
in blue) and the fundamental focus (black). The symbols are defined in the
text; Eqs. 7, 10, and 12.

4782 | www.pnas.org/cgi/doi/10.1073/pnas.1817626116 Wikmark et al.
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A

B

Fig. 4. Position of the focus of the 23rd harmonic relative to the genera-
tion position (A) and far-field divergence (B) as a function of the generation
position relative to the laser focus. The results for the short and long trajec-
tory are indicated by the blue and red curves, respectively. The dashed line
corresponds to the position Z+, where the radius of curvature for the short
trajectory diverges. The color plots indicate results of a calculation based on
the solution of the TDSE, where HHG is assumed to occur in an infinitely thin
plane. In A, the on-axis intensity at a certain position along the propagation
axis is plotted as a function of generation position on a logarithmic scale.
Three different focal regions, labeled I–III can be identified. In B, the radial
intensity calculated at a distance of 50z0 from the generation position, long
enough to reach the far field, and normalized to the fundamental radial
intensity at the same distance is indicated.

Numerical Calculations
To validate the Gaussian model presented in this work, we
performed calculations based on single-atom data obtained by
solving the TDSE for a single active electron in Ar exposed
to a constant intensity. The time-dependent dipole response
was calculated for 5,000 intensity points. This allows us, for
each harmonic frequency, to precisely unwrap the amplitude
and phase variation as a function of intensity, and thus to
accurately describe the interferences of the trajectories. The
complex electric-field distribution at a given harmonic frequency
is obtained by integrating in time the polarization induced by
the fundamental field in an arbitrarily thin sheet of homoge-
neous Ar gas. The field is then propagated to different positions
relative to the generation position by calculating the diffrac-
tion integral in Fresnel approximation using Hankel transforms.
The influence of ionization is not taken into account. This
procedure is repeated for different gas target positions rel-

ative to the laser focus. We use a fundamental wavelength
of 800 nm, a pulse duration of 45 fs, and a peak intensity
of 3× 1014 W·cm−2.

Fig. 4A presents a color plot of the 23rd harmonic on-axis
intensity for different generation positions (horizontal axis). The
regions with the warmest colors (i.e., toward red) represent
the focal regions. The small regions with high peak inten-
sity (dark red, like that labeled II) correspond to the smallest
focus. The agreement between the numerical predictions and
those of the Gaussian model is striking. When Z ≤Z+, the
23rd harmonic is focused after the generation position (region
I). When Z ≥Z+, two focal regions can be identified, a very
thin one close to the generation position (region II) and a
larger one at larger negative zi (region III). The agreement
with the results of the Gaussian model allows us to interpret
the main contribution to these regions: short trajectory for I
and III and long trajectory for II. While the focus position for
the long trajectory contribution remains close to (just before)
the generation plane, the focus position of the short trajec-
tory contribution strongly depends on the generation position.
The harmonic radiation often exhibits two foci, due to the two
trajectories.

Fig. 4A presents a series of interference structures, some ver-
tical, others almost horizontal. To identify the physical reason
for these structures, we have performed simulations allowing us
to separate the contributions of the trajectories, using the thin
medium approximation and harmonic fields as in our model.
Instead of Gaussian optics, however, we used diffraction inte-
grals for the propagation. These simulations show that the hori-
zontal fringes (e.g., between regions II and III) concern the short
trajectory contribution and come from the fact that the harmonic
phase front and intensity profile are not those of a Gaussian
beam (37). The vertical features (e.g., between I and II), how-
ever, are a manifestation of quantum path interferences (41, 42),
since they only appear when both contributions are coherently
added.

The color plot in Fig. 4B is the 23rd harmonic radial inten-
sity at a distance of 50z0, as a function of generation position.
This distance is long enough to reach the far field region, so that
the radial intensity is proportional to the far field divergence.
As for the focus position, the comparison with the prediction of
the Gaussian model allows us to distinguish the contribution of
the two trajectories, with quite different divergence, especially
for |Z | ≤ 1. The red (blue) curves represent the 1/e2 divergence
within the Gaussian model for the long (short) trajectories. The
blue-green colored regions in B can be attributed to the long tra-
jectory, while the red–yellow–bright green regions are due to the
short trajectory.

An important question is whether these results are still valid
after propagation in a finite medium. We used the single-atom
data described as input in a propagation code based on the
slowly varying envelope and paraxial approximations (38). We
present in Fig. 5 results obtained for a 5.4-mm-long (A), 30-
mm-long (B), and 60-mm-long (C) homogeneous medium, using
a 2-mbar gas pressure and a fundamental waist size of w0 =
350µm. While Fig. 5A compares very well with the results shown
in Fig. 4A, as expected, Fig. 5 B and C shows clear effects
of propagation, related to ionization-induced defocusing of the
fundamental laser beam. In fact, two different phase-matching
regimes appear: one similar to what is present in absence of
propagation and which agrees well with the predictions of the
Gaussian model (compare regions I and III in Fig. 5 A and B),
and a second one, which also follows a similar model but for a
fundamental focus moved to the left (see regions I′ and III′ in
Fig. 5B), as expected for a fundamental beam that is defocused
due to partial ionization of the medium (20, 30–32). To examine
in more details the effect of propagation goes beyond the scope
of this paper.

Wikmark et al. PNAS | March 12, 2019 | vol. 116 | no. 11 | 4783

D
ow

nl
oa

de
d 

by
 g

ue
st

 o
n 

M
ar

ch
 3

0,
 2

02
1 

133



A B C

Fig. 5. Results of propagation calculations for the 23rd harmonic for a 5.4-mm-long (A), 30-mm-long (B), and 60-mm-long (C) gas cell. The on-axis intensity
at a certain position along the propagation axis is plotted as a function of generation position on a logarithmic scale. The results of the Gaussian model are
indicated by the blue and red solid lines for the short and long trajectories and are identical to those of Fig. 4A.

Experimental Divergence Measurements
Experiments were performed at the intense XUV beamline
of the Lund Laser Centre (48, 49), by using a multiterawatt
45-fs titanium–sapphire laser operating at a 10-Hz repetition
rate. The beam was (slightly) apertured to 27 mm and focused
by using a spherical mirror with focal length f = 8 m. The
laser aberrations were minimized by using a deformable mir-
ror coupled to an IR Shack–Hartmann wavefront sensor. The
harmonics were generated in a 60-mm gas cell filled with Ar
by a pulsed valve. We measured the divergence of the emitted
harmonics using a flat-field XUV spectrometer with an entrance
slit located approximately 6 m after the generation. For each
harmonic, the width was estimated by fitting a Gaussian func-
tion onto the transverse (spatial) direction of the spectrometer.
The IR focus was moved relative to the gas cell along the
direction of propagation by changing the voltage of the actua-
tor which controls the curvature of the deformable mirror. The
limits of the scan were imposed by the decrease of the har-
monic yield, which is slightly asymmetric relative to the laser
focus (26).

The widths of the 13th–19th harmonics are shown in Fig. 6A
and compared with theoretical predictions in B–D, obtained by
using a laser waist of 220 µm and a maximum intensity of 2.5×
1014 W·cm−2 (the Rayleigh length is estimated to 0.2 m). The
harmonic widths were calculated as (zi +L)θi , where L= 6 m is
the distance from the gas cell to the measurement point. Fig. 6B
presents results of numerical calculations based on solving the
TDSE and the propagation equations, using parameters mimick-
ing the experimental conditions as well as possible. In Fig. 6C,
the results of the Gaussian model for the short trajectory are
shown, while in Fig. 6D, a “truncated” Gaussian model is used,
where the expressions for the beam waist, radius of curvature,
and intensity variation of the fundamental beam now include
the effect of a circular aperture (50, 51), taken to be equal to
the experimental one. Going from the left to the right in all of the
plots in Fig. 6, the harmonic widths first decrease (or stay approx-
imately constant for the highest orders) and then increase. The
harmonic widths vary more strongly in the Gaussian model than
in the other calculations and in the experiment. We investigated
the reason for this difference by varying the parameters used in
the propagation simulations, such as medium length, gas pres-
sure, aperture diameter, and pulse energy. Unlike the conditions
used in Fig. 5 B and C, effects due to propagation, e.g., induced
by ionization-defocusing, are negligible, and the main reason for
the difference between Fig. 6 B and C is the beam truncation due
to the aperture, as confirmed by Fig. 6D. Effects due to propa-

gation in the nonlinear medium, which become nonnegligible at
higher laser intensity, actually lead to faster variation of the beam
divergence on both sides of the laser focus.

Chromatic Aberrations of Attosecond Pulses
Finally, we study the variation of the focus position and beam
waist over a large spectral bandwidth. To obtain a broad spec-
tral region, we consider generation of high-order harmonics in
neon atoms. HHG spectra obtained in Ne (52) are broader and
flatter than those in Ar, which exhibit a strong modulation due
to a Cooper minimum at ∼45 eV. Fig. 7 shows the predic-
tions of the Gaussian model, for the 31st to the 71st harmonics
of 800-nm radiation, at an intensity of 5× 1014 W·cm−2. We
only consider here the contribution from the short trajectory.
The Gaussian model is used here for simplicity. It should be
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Fig. 6. (A) Spatial widths of harmonics 13–19 generated in Ar and mea-
sured approximately 6 m after generation as a function of the cell position.
The solid lines are fit to the experimental data indicated by the circles. (B–D)
Spatial widths of the same harmonics as a function of generation position,
obtained by the numerical simulations solving the TDSE and the propa-
gation equations (B) and predicted by the Gaussian model for the short
trajectory (C) and the same model using a truncated Gaussian beam (D).
The peak intensity in vacuum is 2.5 × 1014 W·cm−2, and the laser beam
waist is 220 µm.
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reasonably accurate in conditions of thin medium, not too high
degree of ionization, which is the case for Ne atoms at the inten-
sity used, and high spatial quality, nontruncated, fundamental
beam.

The variation of the focus position as a function of gener-
ation position strongly depends on the process order. This is
due to the frequency dependence of Eq. 9 and, in particular,
depends on whether the radius of curvature diverges. Since µs

increases with frequency, the two zeros Z± of Eq. 9 move closer
to each other, as is clear in Fig. 7A by comparing, e.g., har-
monics 41 and 43 (Z± correspond to the two maxima in the
figure). At a certain frequency, corresponding to harmonic 45 in
Fig. 7A, −1/µs becomes tangent to R(z ) at z =−z0 (see also
Fig. 3). Above this frequency, the radius of curvature does not
diverge and remains negative. The harmonic focus position is
then always located before the generation position. As −1/µs→
0, when the frequency increases, the focus position becomes
largely independent from the generation. In this region, the
harmonics are much more focused, as shown by the blue lines
in Fig. 7B.

To estimate the consequence of these spatial properties on the
spectral characteristics of the attosecond pulses (25), we exam-
ine the variation of the on-axis spectrum at different positions
(labelled 1© to 4©), for the generation position indicated by the
dashed line. This is equivalent to examining the properties of

A

B

C

Fig. 7. Position of harmonic focus zi (A) and waist (B) as a function of gen-
eration position for harmonics 31–71. The different harmonic orders are
indicated by different rainbow color codes, from brown (31) to dark blue
(71). C shows harmonic spectra at four different positions along zi , indicated
from top to bottom by the numbered circles, for the generation position
marked by the dashed line in A. The spectral phase of the attosecond pulse
is shown in black for the first observation point, being largely independent
of the observation position. arb. units, arbitrary units.

A B

C D

Fig. 8. (A and B) Graphs show the on-axis spectral and temporal inten-
sity, respectively, in logarithmic scales, as a function of the observation
position, when generating at z =−0.75 z0. The positions 2© and 3© (see
Fig. 7A) are indicated by dashed lines. C and D show retrieved attosecond
pulses at two different detection positions, i.e., 2© and 3© in Fig. 7A, in a
linear scale.

the generated radiation after refocusing as illustrated in Fig. 1,
for different “detection positions” in the focal region. We here
assume equal strength of the generated harmonics, but account
for the frequency variation in beam waist size (Fig. 7B) and
position (Fig. 7A). The harmonic spectra shown in Fig. 7C are
found to be strongly dependent on the detection position, with,
in some cases, strong bandwidth reduction and displacement of
the central frequency. In contrast, the on-axis harmonic phase is
dominated by the attosecond chirp, given by the last term in Eq.
6 and indicated by the black line in Fig. 7C, and does not vary
much with the detection position.

Spatiotemporal Coupling of Attosecond Pulses
Finally, we estimate the influence of the chromatic aberrations
on the temporal properties of the attosecond pulses. We consider
a flat spectrum between harmonics 31 and 71 at the genera-
tion position indicated by the dashed line in Fig. 7, in the same
conditions as in the previous paragraph. We propagate the har-
monic fields using diffraction integrals and coherently add them
to obtain the resulting attosecond pulse train in space and time at
different detection positions. We take into account the different
focus positions and divergences of the frequency components of
the attosecond pulses, as well as the attosecond positive chirp.

Fig. 8 shows the spectral (A) and temporal (B) intensity (in
color) of the generated attosecond pulse on-axis as function
of the detection position relative to the generation position,
here equal to z =−0.75 z0 (dashed line in Fig. 7). In these
conditions, the central frequency and pulse duration of the
attosecond pulse vary distinctively, indicating strong spatiotem-
poral couplings. In particular, the high-frequency components
(high harmonic orders) form a tight virtual focus before the
generation position, while the low-frequency components have
a more loose and real focus behind (Fig. 8A). The highest
intensity is obtained before the generation position, while the
shortest pulse is obtained afterward, as follows from Fig. 8B. The
attosecond pulse is not the shortest at the generation posi-
tion, where the spectral bandwidth is the largest, because the
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attosecond chirp stretches the pulse in time. Fig. 8 A and B strik-
ingly show that the shortest pulse and the highest intensity of the
attosecond pulse are obtained in different positions, illustrating
the difficulty of refocusing high-order harmonics, particularly for
applications requiring high intensity.

Finally, Fig. 8 C and D shows the spatiotemporal intensity
profiles of the attosecond pulse at the positions where is it spec-
trally broadest (C, 2©) and where it is most intense (D, 3©). The
difference between the two cases is a signature of the strong spa-
tiotemporal couplings of the generated attosecond pulses. These
couplings, here studied at z =−0.75 z0 (dashed line in Fig. 7),
strongly depend on the position of generation.

Conclusion
In this work, we examine the focusing properties of high-order
harmonics generated in gases. We use a simple Gaussian optics
model, valid for a thin generating medium, assuming a funda-
mental Gaussian beam, and based on an analytical expression
of the frequency- and intensity-dependent dipole phase. This
model allows us to predict the focus and divergence of the two
trajectory contributions to HHG. We validate the predictions of
the model by numerical calculations based on solving the TDSE
for the single-atom response and propagation equations for the
response from the macroscopic medium. Experimental diver-

gence measurements performed at the intense XUV beamline
of the Lund Laser Centre show similar trends as those predicted
by the numerical calculations, as well as by an extension of the
Gaussian model, which includes the effect of a circular aperture.
We also discuss the consequences of the fact that the harmonics
have different focus positions and beam waists on the resulting
spectra and pulse durations. The relative harmonic amplitudes
are found to vary with the detection position, thus strongly
affecting the spatiotemporal properties of the corresponding
attosecond pulses.

The effects investigated in the present work have a strong
impact on applications of attosecond pulses, requiring a small
focal spot (e.g., to reach a high XUV intensity) over a broad
bandwidth or during a short (attosecond) duration. These spa-
tiotemporal couplings may be reduced by locating the generation
medium after the laser focus and/or by minimizing the influence
of the dipole phase, using a shaped fundamental beam (53, 54)
or generating in waveguides (capillaries) (47, 55).
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Dissociation dynamics of the 
diamondoid adamantane 
upon photoionization by XUV 
femtosecond pulses
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fabian Brunner  1, Hélène coudert-Alteirac  1, Suvasthika indrajith3, Bernd A. Huber3, 
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This work presents a photodissociation study of the diamondoid adamantane using extreme ultraviolet 
femtosecond pulses. The fragmentation dynamics of the dication is unraveled by the use of advanced 
ion and electron spectroscopy giving access to the dissociation channels as well as their energetics. To 
get insight into the fragmentation dynamics, we use a theoretical approach combining potential energy 
surface determination, statistical fragmentation methods and molecular dynamics simulations. We 
demonstrate that the dissociation dynamics of adamantane dications takes place in a two-step process: 
barrierless cage opening followed by Coulomb repulsion-driven fragmentation.

Diamondoids are a class of carbon nanomaterials based on carbon cages with well-defined structures formed by 
C(sp3)-C(sp3)-hybridized bonds and fully terminated by hydrogen atoms. All diamondoids are variants of the 
adamantane molecule, the most stable among all of the isomers with the formula C10H16, shown in Fig. 1. On 
Earth, diamondoids are naturally found in petroleum deposits and natural gas reservoirs, and their most com-
mon applications are for the characterization of petroleum and gas fields, offering possibilities to e.g. trace the 
source of oil spills1. Today, diamondoids are attracting increasing interest for use as an applied nanomaterial in 
e.g. nano- and optoelectronics as well as in biotechnology and medicine due to their high thermal stability and 
well-defined structure in combination with no known toxicity2. In space, diamondoids have been found to be the 
most abundant component of presolar grains3, and due to their high stability they are thus also expected to be 
abundant in the interstellar medium4.

However, when compared to laboratory measurements based on infrared spectroscopy5, astronomical obser-
vations show a deficiency of diamondoids in the interstellar medium which to date is not completely understood6. 
The first ionization limit in diamondoids lies around 8–9 eV with a maximum in the ionization yield between 10 
and 11 eV7, close to the hydrogen Lyman-α line, and the efficient production of cations followed by dissociation 
has been suggested as a possible explanation for the apparent lack of diamondoids in the interstellar medium. 
Steglich et al. investigated the stability of diamondoid cations using ultraviolet irradiation, finding that rapid loss 
of a neutral hydrogen followed ionization8. Since then, further studies have suggested that small hydrocarbons 
are also created as dissociation products. In a recent work at the Swiss Light Source, vacuum ultraviolet radia-
tion (9–12 eV) was used in combination with threshold photoelectron and photoion coincidence detection to 
determine the appearance energies and branching ratios of the resulting photofragments of the singly charged 
adamantane cation9. The study reveals, in addition to the expected hydrogen loss, dissociation via a number of 
parallel channels which all start with an opening of the carbon cage and hydrogen migration indicating that the 
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low photostability of adamantane could explain its deficiency in astronomical observations. While this study was 
recently complemented by a first time-resolved study10, to date no results have been published on the dissociation 
dynamics of multiply charged adamantane molecules.

In this work, we study the fragmentation dynamics of the adamantane dication after ionization by extreme 
ultraviolet (XUV) femtosecond pulses, the use of which ensures prompt and well-defined ionization. The experi-
mental technique used in this study is based on correlated ion and electron spectroscopy, enabling the character-
ization of the charged products of interaction (identification and energetics). The support of various theoretical 
methods such as molecular dynamics simulations, potential energy surface determination and statistical frag-
mentation models, helps to unravel the fragmentation dynamics of such a complex molecular system.

Methods
Experiments. The high-intensity XUV beamline at the Lund Attosecond Science Centre provides trains of 
attosecond pulses in the XUV spectral region using the high-order harmonic generation (HHG) technique11,12. 
This is achieved by focusing an intense infrared (IR) pulse (high-power Ti:Sapphire chirped pulse amplification 
laser with a pulse energy of 50 mJ, a central wavelength of 810 nm, a pulse duration of 45 fs and a repetition rate 
of 10 Hz) into an argon gas medium (6 cm long cell) in a loose focusing geometry (~8 m focal length)13. The train 
of XUV attosecond pulses, with a total duration of 20 fs, contains around 15 attosecond pulses with an estimated 
individual pulse duration of approximately 300 as, spaced by 1.35 fs. The photon energy spectrum of the pro-
duced XUV light is a characteristic harmonic comb spanning from ~20 to 45 eV (Fig. 2). Then, the XUV light is 
micro-focused (~5 × 5 μm2) on target via a double toroidal mirror14 and with a pulse train energy on target of 
around 10 nJ this leads to intensities of the order of 1012 W ⋅ cm−2.

Adamantane molecules, C10H16 (powder from Aldrich with >99% purity), are produced in the gas phase by a 
pulsed Even-Lavie valve15,16, heated to 100 °C and using He as a carrier gas, in the form of a cold and collimated 
supersonic jet.

The photon-molecule interaction leads to the formation of highly excited singly and doubly charged adaman-
tane molecules (single and double ionization thresholds IT1~9.2 eV and IT2~23.9 eV - see Fig. 2). The trication is 
only produced in negligible amounts since the triple ionization threshold is IT3~43.6 eV (Fig. 2) and thus is not 
discussed in the following. The charged products of interaction are detected by a double-sided velocity map imag-
ing (VMI) spectrometer17 giving access to the kinetic energy distributions of ions and electrons on a shot-to-shot 
basis. In addition, the ion side of the spectrometer can measure the time-of-flight (TOF) of the ions, providing the 
mass spectrum. Despite the high count rates (several tens of counts per pulse), the use of the partial covariance 
technique18 enables us to disentangle the contributions of the different fragmentation channels. For instance, 
applying this technique on single-shot ion TOF spectra gives the possibility to produce ion-ion correlation maps 
that reveal the dissociation dynamics of the doubly charged adamantane molecules. In addition, the use of this 

Figure 1. Structure of adamantane.

Figure 2. XUV spectrum and the first three ionization thresholds of adamantane.
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technique on single-shot ion TOF spectra and the single-shot ion VMI data gives access to the kinetic energy 
distribution of specific ionic fragments.

Theory. Three different theoretical methods have been used: (i) molecular dynamics (MD) simulations in the 
framework of the density functional theory (DFT) and the density functional tight binding (DFTB) method, (ii) 
exploration of the potential energy surface (PES) employing the DFT, and (iii) statistical fragmentation using the 
Microcanonical Metropolis Monte-Carlo (M3C) method.

Molecular dynamics simulations. The molecular dynamics approach, using the DFTB method19,20, has been used 
to compute the lifetime of doubly-ionized and excited adamantane. To this end, we have considered double ioni-
zation of adamantane in a Franck-Condon way; that is, our molecular dynamics simulations start from the opti-
mized geometry of the neutral adamantane molecule after removal of two electrons. We assume that the electronic 
excitation energy is rapidly redistributed into the nuclear degrees of freedom and thus we run these simulations 
in the electronic ground state of the dication Ada2+, taking the equilibrium geometry of the neutral ground state 
as initial point. We have taken four values of excitation energy corresponding to the relative energy of the highest 
order of harmonics in the XUV spectrum (Fig. 2) with respect to IT2 (8.46, 11.50, 14.63 and 17.80 eV, which cor-
respond to temperature values 2520, 3450, 4360 and 5300 K, respectively). The used Eexc values can be considered 
as the upper limits of the remaining electronic excitation energy after ionization with the four highest energy 
harmonics, assuming that the kinetic energy of the ejected electrons is zero, thus Eph = Eexc. This excitation energy 
is randomly distributed into the nuclear degrees of freedom in each trajectory (i.e., in the velocity components 
v v v, ,x

i
y
i

z
i of each atom i). Molecular dynamics trajectories are propagated up to a maximum time of tmax = 1, 5, 10, 

20 and 100 ps. For each value of excitation energy and propagation time a set of 1000 independent trajectories are 
considered (that is, the initial conditions are separately established in each set of trajectories). Statistics are then 
carried out over these trajectories to obtain information on the survival time of the doubly-ionized adamantane 
with different excitation energies. To ensure adiabaticity in the simulations a time step of Δt = 0.1 fs is used. 
These simulations have been carried out with the deMonNano code21 and the results show that even with these 
relatively high excitation energies the dication does not fully fragment until after tens to hundreds of picoseconds 
making it computationally too heavy to perform full MD simulations at the DFT level (see SI).

Potential energy surface calculations. We have explored the PES using DFT, in particular we have employed the 
B3LYP functional22–24 in combination with the 6-31G(d) basis set. This part of the study provides useful energetic 
and structural information of the experimentally measured exit channels. In order to identify the most relevant 
stationary points of the PES we have adopted the following strategy:

 (1) We have first performed molecular dynamics simulations at the same DFT-B3LYP/6-31G(d) level, to 
mimic the evolution of the system during the first femtoseconds after the ionization and excitation. This 
part of the simulations also starts by computing the energy required to doubly ionize adamantane in a 
Franck-Condon transition from the optimized neutral structure. This is our starting point for the dy-
namics. 160 trajectories were carried out using the ADMP method with a maximum propagation time of 
500 fs, and considering a time step of Δt = 0.1 fs, and a fictitious mass of μ = 0.1 au. Thus, after propaga-
tion of the doubly charged excited adamantane, we have obtained the evolution of the system in the first 
femtoseconds.

 (2) Then, using the last step in the dynamics as an initial guess, we have optimized the geometry of the pro-
duced species.

 (3) Finally, geometry optimization of fragments observed in the experiments has also been computed. To this 
end, we have considered several structures for each +C Hn x

q  fragment, thus obtaining the relative energy of 
the exit channels observed in the experiment. Harmonic frequencies have been computed after geometry 
optimization to confirm that the obtained structures are actual minima in the PES (no imaginary frequen-
cies) and to evaluate the Zero-Point-Energy correction. These calculations were carried out with the 
Gaussian09 package25. The proposed strategy was used in the past with success to study the fragmentation 
dynamics of ionized biomolecules (see e.g.26–28).

Notice that we are not performing a complete exploration of the full PES. The very large number of degrees of 
freedom makes such study unfeasible. However, with the followed strategy, we are confident that the most pop-
ulated fragmentation channels are taken into account, and the minima of the relevant energy paths are located.

Statistical fragmentation simulations. We study statistical fragmentation of doubly ionized adamantane with the 
recently developed M3C method29,30, using the constrained approach presented in31. The key aspect of this meth-
odology is that it provides a random way to move in the phase space (the so-called Markov chain) until a region 
of maximum entropy is reached, where the physical observables are computed. This description should be equiv-
alent to an MD simulation in the infinite integration time limit. In this work, we focus on two observables: (1) the 
probability of each fragmentation channel as a function of internal energy (the so-called breakdown curves), and 
(2) the distribution of the internal energy of the system in its components. This method was successfully used in 
the past to describe the fragmentation of carbonaceous species29,31–34.

The main ingredients of the M3C simulations, i.e. structures, energies, and vibrational frequencies of the 
fragments, are those obtained in the PES exploration at the B3LYP/6-31G(d) level. In total, 148 molecules are 
included in the fragmentation model (see SI for details). Geometries are available as an additional file in the SI 
and in the M3C-store project database35.
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The statistical simulations have been carried out such that the sum of angular momenta from all fragments 
exactly compensates the orbital momentum resulting in a total angular momentum equal to zero. We set the 
radius of the system to 30.0 Å. Implementation of larger radii implies similar Coulomb interaction among frag-
ments, but requires increased sampling to achieve convergence; on the other hand, a smaller radius results in an 
artificial overestimation of the fragments’ angular momentum. We have performed a scan of the internal energy 
from 0 to 10 eV. 10000 numerical experiments for each value of internal energy have been carried out in order to 
estimate the error in the computed observables (and thus to use them as convergence criteria). The numerical 
experiments each differ from one another in their initial values for vibrational energy, angular momentum, and 
molecular orientation, which were randomly chosen. All numerical experiments start from the most stable struc-
ture of the doubly charged C H10 16

2+. The sequence 5*V,T,R,S:0,5*V,T,R,S:-1:1 has been used as a 
Markov chain, including a total of 2000 events; among them 10% have been used as a burn-in period (see ref. 29 
for details).

In summary, a complete picture of the fragmentation of excited doubly-charged adamantane is obtained with 
the theoretical simulations: dynamic, energetic and entropic approaches allow us to infer the main factors govern-
ing the experimentally observed processes, also providing complementary information.

Results and Discussion
The experimental total mass spectrum of the charged products of interaction (Fig. 3) is obtained by calibration of 
the TOF spectrum recorded after 275000 laser shots. The most intense peak (excluding helium) corresponds to 
the singly charged parent ion at m∕z = 136. The loss of one hydrogen atom is observed at a mass-to-charge ratio of 
m∕z = 135 with an intensity of 9% of the parent ion. The losses of two and three hydrogen atoms are also observed, 
however they have an intensity two orders of magnitude lower than that of the single hydrogen loss. As a general 
feature, the production of a wide distribution of +C Hn x  fragments resulting from dissociation of singly and doubly 
charged adamantane molecules is observed. The most intense peaks of each Cn group are attributed to CH+

3 , 
C +H2 5 , C H3 5

+, C H4 7
+, C H5 7

+, C H6 7
+, C H7 9

+, +C H8 11 and C H9 13
+  (respectively m∕z = 15, 29, 41, 55, 67, 79, 93, 107 and 

121) and are rather similar to the ones observed in the case of ionization by electron impact at 70 eV (dashed line 
in Fig. 3). On the other hand, the main fragments of the Cn groups n = 3, 4 and 8 are different from the ones found 
by Candian et al.9 (photodissociation around first ionization threshold), i.e.  C H3 7

+, C H4 8
+ and +C H8 12 respectively, 

demonstrating that the dynamics of fragmentation is sensitive to the ionization/excitation energy.
Most of the fragments indicate strong intramolecular rearrangements with multiple hydrogen migrations and/

or hydrogen losses. Some of these rearrangements may occur before fragmentation and lead to the cage opening 
of adamantane cations. The corresponding cage opening of the singly charged cation was already studied by 
Candian et al. using DFT and RRKM simulations9. In the case of the doubly charged adamantane, the results of 
our ab initio molecular dynamics calculations (ADMP using DFT-B3LYP up to 500 fs) followed by PES explo-
ration are summarized in Fig. 4. The three lowest energy configurations (Fig. 4(a)), appearing  ≈ 4 eV below 
the double ionization threshold, have an open-cage geometry and have at least one hydrogen migration (CH3 
termination).

Dication fragmentation pattern. In order to help to understand the complex energetic picture of the 
dication dynamics, Fig. 5 shows a schematic dissociative potential energy curve for the dication, including the 
different energetic quantities that are useful for the discussion. We consider the vertical ionization 
(Franck-Condon region) from the neutral ground state with a photon of energy hν (purple arrow), such as 
hν > IT2. The excess energy after photoionization is defined as Eph = hν − IT2. We already know that the relaxa-
tion from the double ionization threshold IT2 to the ground state of the dication has a fixed energy of Erelax ≈ 4.1 
eV (see Fig. 4(a)). The kinetic energy of the electron pair involved in the double ionization is called −E e2  and the 
internal energy of the dication ground state is denoted Eint. Under our assumptions, the internal energy is the sum 
of the rapidly redistributed electronic excitation energy (Eexc) and the relaxation energy (Erelax), and thus 
Eint ≥ Erelax ≈ 4.1 eV. The final ionic products of the dissociation have a total energy equal to the sum of their 
internal energy (Eintfrag) and the kinetic energy release (KER). This total energy also corresponds to the sum of the 

Figure 3. Mass spectrum of cationic products resulting from the interaction between XUV pulses and neutral 
adamantane molecules (purple). The dashed gray lines correspond to the mass spectrum obtained by electron 
impact at 70 eV39.
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initial internal energy of the dication (Eint) and the energy difference between the dication ground state and the 
energy levels of the exit channel.

Experimentally, the intact doubly charged parent ion is not observed in the mass spectrum (Fig. 3) at the 
timescale of the detection (a few microseconds). Moreover, no doubly charged fragments are detected. While the 
total mass spectrum is dominated by the fragments of singly charged adamantane molecules, the use of the partial 
covariance technique18,36 on the ion TOF spectrum enables to case correlate singly charged ions coming from the 
dissociation of the dication of adamantane using an ion-ion correlation map representation (Fig. 6). Correlation 
islands in this map give the ion pairs that are summarized in Table 1 as well as the branching ratios (BR) of these 
fragmentation channels. In addition, the PES exploration provides the final energy levels of the dication fragmen-
tation channels referred to the neutral ground state (ΔE), which are represented in Fig. 4 and given in Table 1. The 
energy levels of the 2-body breakup channels appear at lower energies than most of the 3-body breakup ones. It is 
interesting to notice that all the energy levels are below the double ionization threshold, meaning that the dication 
of adamantane is metastable and will spontaneously dissociate (if no barrier, i.e. transition state, at higher energy 
than the double ionization threshold is involved).

Statistical fragmentation simulations. Assuming a low internal energy after the ionization, the frag-
mentation time of doubly charged adamantane is expected to be very long ( ≳ 100 ps, according to our DFTB 
simulation, see SI) and therefore we cannot afford to carry out simulations with ab initio molecular dynamics. 
Thus, we use the M3C statistical method to obtain complementary information. This method was developed to 
study the fragmentation of molecular systems based on entropic criteria (see29–31 for details).

Figure 4. Key energy levels of adamantane dication processes. (a) Double ionization threshold and lowest 
energy configurations for doubly charged adamantane found in the PES exploration. (b,c) Final energy levels 
of the fragmentation channels of the adamantane dication (2- and 3-body breakups) corresponding to the ones 
in Table 1. Energy levels in gray are not explicitly labelled but can be found in Table 1. The energy values are 
relative to the neutral ground state in units of eV.

Figure 5. Schematic of the dissociation of adamantane dication displaying the different energy quantities 
involved.
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Breakdown curves. In Fig. 7, showing the breakdown curves, the gray areas mark the inaccessible regions of 
internal energy (Eint < Erelax). The probabilities for the 2-body channels (Fig. 7(a)) all peak below Erelax, with tails 
reaching into the accessible internal energy region. This is consistent with the fact that they appear in the lowest 
energy region in the PES (Fig. 4). Above Erelax, only the C H2 5

+/ +C H8 11 has a significant probability, while the other 
2-body breakup channels +C H3 5 /C H7 11

+ , +C H3 6 /C H7 10
+  and C H4 7

+/ +C H6 9  are almost not populated. The 3-body 
breakups channels (Fig. 7(b)) all peak around 6 eV, also consistent with their higher energy levels according to the 
PES in Fig. 4.

Figure 6. Ion-ion correlation map resulting from the fragmentation of adamantane dications.

Fragment 1 Fragment 2 Neutral loss BR ΔE

Formula m (a.u.) Formula m (a.u.) Formula m (a.u.) % (eV)

CH3
+ 15

+C H8 9 105 CH4 16 2.8 ±  0.2 19.27
+C H7 9 93 C2H4 28 2.7 ±  0.2 20.32

C H7 7
+ 91 C2H6 30 4.3 ±  0.2 19.92
+C H6 6 78 C3H7 43 2.3 ±  0.2 22.24

+C H2 5 29

C H8 11
+ 107 — — 23.3 ±  0.3 17.21

C H8 9
+ 105 H2 2 6.3 ±  0.2 18.11
+C H7 8 92 CH3 15 5.4 ±  0.2 20.18

C H7 7
+ 91 CH4 16 6.1 ±  0.2 18.06

C H6 7
+ 79 C2H4 28 7.1 ±  0.2 19.05

C H3 5
+ 41

C H7 11
+ 95 — — 2.5 ±  0.2 18.26

C H6 8
+ 80 CH3 15 5.3 ±  0.2 20.31

C H5 7
+ 67 C2H4 28 5.3 ±  0.2 19.78
+C H4 7 55 C3H4 40 4.6 ±  0.2 21.06

C H4 6
+ 54 C3H5 41 6.6 ±  0.2 21.42

+C H3 6 42

C H7 10
+ 94 — — 2.8 ±  0.2 18.90
+C H6 7 79 CH3 15 6.4 ±  0.2 20.27
+C H5 6 66 C2H4 28 3.7 ±  0.2 20.80

+C H4 7 55 +C H6 9 81 — — 2.3 ±  0.2 18.39

Table 1. List of correlated singly charged fragments coming from the dissociation of adamantane dication 
observed experimentally. In the case of n-body breakups with n > 2, the neutral losses are given in mass 
losses such that the chemical formulae have to be seen as chemical element indicators and not necessarily as 
fragments. BR stands for branching ratio and is given in percent. ΔE is the calculated final energy level of the 
dication fragmentation channels (2- and 3-body breakups) referred to the neutral ground state (in eV).
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Comparing the calculated breakdown cuves with the experimentally measured branching ratios in Table 1, 
suggests that the internal energy of the adamantane dications is close to Erelax under the current conditions, since 
in this region the +C H2 5 / +C H8 11 channel dominates the other 2-body breakup channels, in good agreement with 
the experiment (BR > 23% vs. BR < 3%). If the internal energy was higher, the 3-body breakup channels would 
start to dominate, which is not observed in the experiment.

Under our assumption that the electronic excitation energy is considered to be rapidly redistributed into the 
nuclear degrees of freedom, this implies that most of the dications remain in the ground state or low excited states 
after ionization, and that the internal energy of the system mainly corresponds to the relaxation energy.

Energy storage in the fragments. We have further obtained additional valuable information by analyzing how the 
internal energy is distributed after ionization using the statistical simulations with the M3C code. Note that this 
analysis is based on the ergodic assumption, i.e. at infinite time when the system has reached equilibrium and the 
maximum entropy region in the phase space is populated.

We can decompose the internal energy as 

E E E E Eint kin pot vib rot= + + +

 where Ekin, Epot, Evib, and Erot represent the kinetic or translational, the potential, the vibrational, and the rotational 
energy components, respectively. The potential energy Epot is the energy difference between different geometrical 
configurations, in this case the exit channel and the most stable dication structure (see Fig. 4). While the poten-
tial energy is important for the total available energy, we now focus on how the latter is distributed between the 
remaining degrees of freedom, i.e. between Ekin, Evib and Erot. Fig. 8 shows the average and the standard deviation 
of these energy components as a function of the internal energy Eint. It is clear that in the considered internal 
energy range the vibrational contribution is most prominent, with smaller contributions of the rotational and 

Figure 7. Breakdown curves of the channels observed in the experiments for 2-body breakups (a) and 3-body 
breakups (b). The errors (shaded areas around curves) correspond to the standard deviation. The black dashed 
lines indicate the minimum of internal energy that we can reach in our case, meaning Erelax, and the gray areas 
mark the regions of internal energy that are inaccessible in the experiment.

Figure 8. The average of the energy components Eint, Evib, and Erot is shown as a function of the internal energy. 
The errors (shaded areas around curves) correspond to the standard deviation.
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kinetic energy components. As already shown, the fragmentation is the dominant process in the relaxation of the 
adamantane dication; thus, the available energy of the system is primarily absorbed by the vibrational component, 
i.e. the produced fragments can store a large amount of energy in nuclear degrees of freedom (mainly vibrations). 
Assuming an internal energy of ~4.1 eV (corresponding to the relaxation energy), ~70% of the available energy 
is stored in vibration and ~15% in rotation while the remaining 15% are shared among the other components.

The main fragmentation channel C2H5
+/c8H11

+  - experimental evidence of a two-step process.  
As we have seen, the channel C2H5

+/C8H+
11 is strongly dominating the fragmentation dynamics of the dication 

with a branching ratio ~23.3% whereas the other channels are at least three times less intense (Fig. 6 and Table 1). 
This can be roughly interpreted by looking at the energy levels of the different fragmentation channels obtained 
from the exploration of the PES of the adamantane dication (Fig. 4 and Table 1). This main channel is energeti-
cally favorable since it has the lowest energy level at around ~7 eV below the double ionization threshold. In 
addition, we have seen from the M3C calculations that the breakdown curve (Fig. 7(a)) of this channel was dom-
inant at low accessible internal energy (~4 − 5 eV), thus being also entropically favorable in this energy region.

Figure 9. VMI images obtained after filtering using the partial covariance method on the TOF peaks 
correspond to the fragments C2H5

+ (a) and C8H11
+ (b) (left part: raw data and right part: inverted data). Artefacts 

are coming from intense signal (helium and parent ion) that were not filtered out by covariance analysis (see SI 
for more details). (c,d) Ion kinetic energy distributions of the respective fragments obtained by angular 
integration of the inverted data avoiding the artefacts signal and energy calibrated using ion trajectory 
simulations (SIMION40). (e) Kinetic energy release distribution (KERd) for the channel C2H+

5  / C8H11
+ obtained 

by convolution of the kinetic energy distributions of the two fragments.
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In order to have a better insight into the energetics of the main fragmentation channel, we can regard the ion 
kinematics of the dissociation process, particularly the kinetic energy release distribution (KERd). Performing 
partial covariance analysis between the ion TOF and the ion VMI data gives the "mass-selected” velocity map 
images displayed on the left parts of panels (a,b) in Fig. 9. The right parts in Fig. 9(a,b) show the result of Abel 
inversion using an iterative method37. The angular integration of the inverted images gives, after energy calibra-
tion, the kinetic energy distributions of the fragments C2H+

5  and C8H+
11 (Fig. 9(c,d)). The intense signal close to 

zero corresponds to the contribution from the dissociation of the singly charged adamantane. At higher energies, 
clear peaks show contributions at ~2.5 eV and ~0.7 eV respectively due to the Coulomb repulsion of the 2-body 
breakup of the dication and verify the momentum conservation principle. It is possible to obtain the KERd of the 
channel C2H+

5 /C8H+
11 by convolution of the two individual kinetic energy distributions (Fig. 9(e)). The peak at ~3 

eV indicates the main energy contribution of this channel.
The small value of the KER reflects complex fragmentation dynamics with strong molecular rearrangement 

before the charge separation takes place: In a first step, a cage opening leading, most probably, to one of the struc-
tures in Fig. 4; then a second molecular reorganization producing both charged fragments; and finally charge 
repulsion between them. The energy difference between the open structures in Fig. 4 and the C2H5

+/C8H11
+ exit 

channel is between ~2.6 and ~2.9 eV, which is consistent within a multiple step fragmentation as the one pre-
sented here. Considering the Coulomb repulsion between the two positive charges, the energy released is C/R, 
with C = 14.4 eV ⋅ Å and R the initial inter-charge distance in [Å]. An energy release of ~ 3.0 eV, as measured in 
the experiment, corresponds to an inter-charge distance of 4.8 Å. However, the maximum distance between two 
C atoms in the closed-cage adamantane structure is ~3.5 Å, discarding the assumption of an instantaneous double 
ionization followed by prompt fragmentation. Thus, structural rearrangements before the charge separation 
would produce a considerable extension of the structure, thus increasing the inter-charge distance up to 4.8 Å (as 
inferred from the experiment). This further confirms the multi-step processes with cage opening preceding 
Coulomb repulsion.

Photoelectron spectrum.   Figure 10(a) (purple line) shows the total photoelectron energy spectrum 
obtained by angular integration of the electron VMI data after inversion using an iterative method37. Electrons 
coming from the ionization of the helium buffer gas can be seen around the dashed lines and were used for energy 
calibration. The contribution to the photoelectron spectrum associated with single ionization by the harmon-
ics is found in the higher energy part of the total spectrum. The expected contribution, shown by the gray line 
Fig. 10(a), is calculated using the measured photoelectron spectrum for singly charged adamantane38, the har-
monic spectrum (see Fig. 2), and the photoabsorption cross section of adamantane8. In this estimated contribu-
tion, the calculated photoelectron spectrum from ionization of helium has also been included, and by subtracting 
this from the total photoelectron spectrum, the expected spectrum of the photoelectrons associated with double 
ionization is obtained and shown in Fig. 10(b).

Although the absolute signal in the resulting spectrum is sensitive to the scaling of the calculated spectrum, 
it is clear that the photoelectrons primarily occupy the low-energy part of the spectrum (<10 eV) compared to 
the photoelectrons from single ionization. From the harmonic spectrum (Fig. 2) the maximum total electron 
pair energy is E2e− ≈ 21 eV, assuming that the dications remain in the ground state or in low excited states after 
ionization. Thus, the observed cut-off at ~10 eV, suggests that the available energy is shared rather evenly between 
the two electrons. All-in-all, the shape of the photoelectron energy distribution supports the assumption of low 
excitation, apart from the unexpectedly strong contribution at energies below 2 eV. The latter feature is a possible 
indication of excitation of higher-lying electronic states, resulting in low energy electrons. Possible candidates 

Figure 10. (a) Total photoelectron spectrum (purple). The black dashed lines indicate the position of 
helium photoelectrons. The gray line is the calculated sum of helium photoelectrons (Gaussian) and of the 
photoelectrons coming from the singly charged adamantane (taken from38) considering our XUV spectrum and 
the photoabsorption cross section of adamantane8. (b) Estimated photoelectron spectrum coming from double 
ionization of adamantane obtained as the difference between the purple and the gray curves of panel (a).
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for such states are found through a calculation of the excited states of the adamantane dication (see SI for more 
details) exhibiting a dense band of excited states between 35 and 40 eV (relative to the ground state of the neutral) 
that would result in large internal energy values Eint between 15 and 20 eV, and values of E2e− in the 5–10 eV range 
following ionization by the cut-off harmonics. Such excitation could not be inferred from the experimental frag-
mentation pattern, nor is included in the current level of theory, which calls for further investigation.

conclusion
We have performed a detailed study of the photodissociation of adamantane, focused on the fragmentation 
dynamics of the dication. By combining the experimental analysis with multiple theoretical methods we unrave-
led key processes governing charge and energy distribution after the ultrafast photoionizaton and the subsequent 
fragmentation dynamics.

We found that the most stable structures of the dication of adamantane present an open-cage geometry, 
appearing at ~4 eV below the double ionization threshold, that can be reached in a few tens of femtoseconds after 
the ionization. However, these structures are metastable and evolve producing several fragments in a Coulomb 
repulsion process. Much like other carbonaceous species, adamantane dications are quite efficient energy res-
ervoirs, being able to store a large amount of energy in particular in vibrational modes. This occurs when the 
internal energy generated in the photoionization, together with the energy produced in the Coulomb explosion, 
is redistributed among the nuclear degrees of freedom of the produced fragments.

Among the different fragmentation pathways, the most populated channel C H2 5
+/C H8 11

+ is the lowest in energy 
in the PES (~2.6 eV below the most stable structure of the adamantane dication) leading us to conclude that the 
fragment distribution is mainly governed by energetic criteria. We have shown that the ion KERd of this channel 
peaks at ~3 eV with a width of 1 eV allowing us to experimentally confirm that the cage opening takes place prior 
to fragmentation. A qualitative comparison between the experimental branching ratios and the results of statisti-
cal fragmentation simulations suggests that the internal energy of the dication largely consists of the relaxation 
energy from the cage opening, with only minor contribution from redistribution of electronic excitation energy. 
Finally, measurements of the photoelectron kinetic energy spectrum largely confirms these observations, but also 
indicate the possible existence of electronic excitation which could not be further investigated in the current 
experiment.

The presented results highlight the complexity of, and provides pieces of information on, the fragmentation of 
multiply charged diamondoids. While this study was able to identify the dominant fragmentation pathways and 
shine light on the redistribution of energy and charge, the further elucidation of the ultrafast excitation dynamics, 
and in particular the timescales involved, calls for time-resolved experiments. Such experiments can be envisaged 
using ultrashort single wavelength XUV pulses, e.g. from free electron lasers, in combination with multicoinci-
dence ion-electron spectroscopy techniques.
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Α 10-gigawatt attosecond source 
for non-linear XUV optics and XUV-
pump-XUV-probe studies
i. Makos1,2,7, I. orfanos1,2,7, A. nayak1,3,6, J. peschel  5, B. Major  3, I. Liontos  1, 
e. Skantzakis  1, N. papadakis1, C. Kalpouzos1, M. Dumergue3, S. Kühn3, K. Varju3,4, 
p. Johnsson  5, A. L’Huillier5, P. tzallas1,3 & D. charalambidis1,2,3*

The quantum mechanical motion of electrons and nuclei in systems spatially confined to the molecular 
dimensions occurs on the sub-femtosecond to the femtosecond timescales respectively. Consequently, 
the study of ultrafast electronic and, in specific cases, nuclear dynamics requires the availability of light 
pulses with attosecond (asec) duration and of sufficient intensity to induce two-photon processes, 
essential for probing the intrinsic system dynamics. The majority of atoms, molecules and solids absorb 
in the extreme-ultraviolet (XUV) spectral region, in which the synthesis of the required attosecond 
pulses is feasible. Therefore, the XUV spectral region optimally serves the study of such ultrafast 
phenomena. Here, we present a detailed review of the first 10-GW class XUV attosecond source based 
on laser driven high harmonic generation in rare gases. The pulse energy of this source largely exceeds 
other laser driven attosecond sources and is comparable to the pulse energy of femtosecond Free-
Electron-Laser (FEL) XUV sources. The measured pulse duration in the attosecond pulse train is 650 ± 80 
asec. The uniqueness of the combined high intensity and short pulse duration of the source is evidenced 
in non-linear XUV-optics experiments. It further advances the implementation of XUV-pump-XUV-
probe experiments and enables the investigation of strong field effects in the XUV spectral region.

In the 20 years of attosecond science1,2, numerous exciting ideas have been conceived and sound applications have 
been demonstrated, the majority of which is based on pump-probe studies, exploiting combinations of infrared 
(IR) and XUV pulses.

Already the domain of attosecond pulse characterization gave access to fascinating physics, novel meth-
odologies and innovative technologies. Those are to be found in the Reconstruction of Attosecond Beating 
By Interference of two-photon Transitions (RABBIT)3, Frequency Resolved Optical Gating for Complete 
Reconstruction of Attosecond Bursts (FROG-CRAB)4, Phase Retrieval by Omega Oscillation Filtering 
(PROOF)5,6, Rainbow RABBIT7, In-situ8, Spectral Phase Interferometry for the Direct Electric Field 
Reconstruction (SPIDER)9,10, atto-clock11, double-blind holography12, attosecond spatial interferometry13, and 
the attosecond streaking14 methods and in the devices developed towards their implementation. A summary of 
these approaches is presented in the perspective article on attosecond pulse metrology15.

In parallel, abundant, significant proof of principle experiments enriched the pallet of attosecond applications. 
Atomic inner-shell spectroscopy16, real-time observation of ionization17, light wave electronics18, and molecu-
lar optical tomography19 are some examples of such experiments. Other more recent applications of attosecond 
pulses include ionization delays in solids20 and atoms21,22, electron dynamics23, charge migration24,25, build-up 
of a Fano-Beutler resonance7, and ionization dynamics in chiral molecules26. It should be noted that the above 
examples are only a representative fraction of many studies performed in attosecond laboratories.

Following a somewhat different path, a group of attosecond laboratories focused for several years their efforts 
towards the development of high photon flux attosecond beam lines. The aim of these efforts was to reach suf-
ficiently high attosecond pulse intensities as to induce observable two- (or more) XUV-photon transitions, a 
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central prerequisite for XUV-pump-XUV-probe experiments in the one femtosecond (fs) and sub-fs temporal 
regime27–29. The importance of XUV-pump-XUV-probe schemes relies on the fact that when temporarily over-
lapping IR and XUV pulses are used for pump-probe studies, the high IR intensities that have to be employed may 
cause distortions to the system under investigation obscuring its intrinsic dynamics30. XUV-pump-XUV-probe 
experiments benefit substantially from the existence of intense isolated27,28 or essentially isolated31 XUV pulses. At 
the same time, observable two-(or more) XUV-photon transitions allow temporal characterization of attosecond 
pulses based on non-linear XUV autocorrelation (AC) measurements32–38, bypassing complications that may arise 
from IR-XUV cross-correlation based pulse characterization techniques39. It should be noted that these develop-
ments were a follow up of pioneering non-linear XUV experiments completed with individual harmonics in the 
few tens of fs temporal regime, including two-40, three-41 and four-XUV-photon42 ionization, two-XUV-photon 
double ionization43,44 as well as the corresponding 2nd 40,43 and 4th order AC measurements42, two-XUV-photon 
above threshold ionization (ATI)45 and even a FROG based XUV pulse reconstruction46.

Towards reaching high XUV photon fluxes there are certain hurdles including depletion of the generating 
medium above a certain threshold of the driving laser intensity, XUV radiation reabsorption by the generating 
medium, as well as phase mismatch due to high generating gas pressures and high degree of ionization of the gen-
erating medium (see the review article of ref. 47). A way to overcome these obstacles is to use non depleting media 
as non-linear harmonic generation targets. This is the case in the generation of harmonics from laser induced 
surface plasma48–53, often referred to as plasma mirrors54. Indeed, for surface plasma harmonics, very high photon 
fluxes have been predicted in particle in cell (PIC) simulations55 and sub-fs temporal confinement has been exper-
imentally demonstrated56. Laser surface plasma harmonic generation requires however, increased technological 
demands such as high laser peak to background contrast, including elimination of unwanted laser pre-pulses, 
demanding “cleaning” procedures of the laser pulse through additional plasma mirrors, tedious control of the 
plasma density gradient53, μm positioning of the focus on the target and debris to mention a few. Although laser 
surface plasma harmonic generation holds promise of high photon flux attosecond pulses, the so far achieved 
maximum XUV pulse energy is 40 μJ56.

The alternative to laser surface plasma harmonic generation in avoiding the above mentioned obstacles is to 
use gas targets combined with loose focusing of the driving laser beam. The scalability of gas phase harmonic 
generation sources has been recently studied in ref. 57. The work by Heyl et al. demonstrates that long focal 
lengths combined with low pressure gas cells, allowing control of phase matching, can lead to high throughputs 
and thus to high XUV photon fluxes. At the same time it has been recently shown that multi-cycle high peak 
power laser beams, focused in the generation medium using long focal lengths of several meters, in combina-
tion with quasi-phase matching58 arrangements, achieved through a chain of small length gas media i.e. pulsed 
gas jets, can reach emission of 20-GW XUV harmonic power at the source in the spectral region of 15–30 eV59. 
In the work of Nayak et al. apart from the measurement of the harmonic source power the high focused XUV 
intensities achieved were evidenced through the observation of multi-XUV-photon multiple ionization of argon 
atoms. While FEL sources have much higher peak brightness at shorter wavelengths and in particular in the x-ray 
regime, in the spectral region of 15–30 eV the measured peak brightness of the harmonic spectra is competing 
with that of FELs52.

In the present work we provide an in-detail presentation of the 20-GW XUV source developed at the Instutute 
of Electronic Structure and Laser of the Foundation for Research and Technology-Hellas (FORTH-IESL) together 
with multi-XUV-photon multiple atomic ionization measurements in helium, argon and neon, while 10 GW 
attosecond pulse trains have been demonstrated at this source. Two-photon ionization of helium atoms and 
argon ions is used in second order intensity volume autocorrelation (2nd IVAC) measurements of the pulse dura-
tion of the attosecond pulse train (APT). Since the measured duration of the pulses in the train is found to be 
τXUV = 670 ± 80 asec and τXUV = 650 ± 80 asec in He and Ar respectively, the present work introduces the most 
powerful table top XUV attosecond source.

The structure of the manuscript is as follows. In section 2 we give a detailed illustration of the XUV beam-line. 
In section 3 we report a quantitative characterization of the different parameters of the beam-line. In section 4 
we present results of non-linear XUV-optics experiments. In section 5 results of the attosecond pulse trains tem-
poral characterization are shown, followed by the concluding section of the work. It should be noted that after 
submission of the present work tunable attosecond x-ray pulses with 100 GW peak power were demonstrated in 
the SLAC FEL large scale infrastructure60.

The High XUV Photon Flux Source
The high XUV-photon flux beam-line mentioned in the previous section has been recently developed and tested 
in the Attosecond Science & Technology laboratory of FORTH-IESL59. In this section, a detailed description of 
the beam line and its characterization is presented.

The 20-GW XUV beam-line. The high photon throughput of the XUV beam-line relies on the exploitation 
of: I) 9 m focal length optics focusing the laser beam into the non-linear medium, as to increase the number of 
harmonic emitters in the interaction cross section, keeping the driving intensity below the ionization saturation 
thresholds of the generating medium, II) a dual gas jet as target with variable jet distance as to achieve optimal 
phase matching, III) optimized gas pressure in both jets, and IV) Xe gas as non-linear medium, the conversion 
efficiency of which is the highest of all rare gasses61,62 with the trade-off of the low cut-off photon energy. However, 
in test measurements Ar gas was also used as generating medium.

The beam-line, as shown in Fig. 1, consists of the following units: (a) laser beam steering/shaping, placed in 
the “compressor chamber” and “IR steering optics and Polarization Gating” chambers, (b) laser beam focusing, 
placed in the “IR focusing optics” chamber, (c) XUV generation, placed in the “HHG” chamber, (d) XUV separa-
tion/steering, placed in the “XUV separation/steering” chamber, (e) XUV manipulation and diagnostics, placed 
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in the “XUV filtering and diagnostics” chamber and (e) XUV pulse temporal characterization and XUV radiation 
use unit placed in the “end station”.

The laser steering and shaping takes place in two different vacuum chambers. In the first one a two grat-
ing arrangement compresses the amplified laser beam (Amplitude Technologies Ti:Sapphire chain) and delivers 
pulses of 800 nm central wavelength, ≈400 mJ maximum energy and ≈24 fs duration at 10 Hz repetition rate. 
Since 400 mJ pulse energy would deplete the harmonic generation medium at the used geometry the energy is 
reduced to 25–45 mJ after compression depending on the gas used for the generation.

The beam is then steered into the focusing unit through three plane mirrors placed in the second chamber. The 
same mirror set up is used for the alignment of the laser through the entire beam-line. This second chamber hosts 
also a Polarization Gating (PG) optical arrangement for the generation of isolated attosecond pulses. Since no iso-
lated pulses are used in the present work the PG arrangement is not described here but can be found in previous 
works63–65. The polarization of the laser beam entering the focusing unit is parallel to the optical table. The beam 
diameter is D ≈ 2.3 cm. The focusing unit uses three silver protected low dispersion plane mirrors and a spherical 
mirror (SM) of 9 m focal length. The optical layout shown in Fig. 1a aims to reduce astigmatism introduced by the 
spherical mirror due to the deviation from the normal incidence. The angle of incidence at the spherical mirror is 
as close as possible to normal (~3°). In this way the astigmatism is kept low but is not negligible. Figure 1b shows 
the beam profile at the focus of the IR beam (measured with a CCD camera) which reveals a small degree of 
elongation along the x-axis. The confocal parameter is measured to be b ≈ 70 cm which is a factor of ≈ 1.22 larger 
than the value obtained according to the relation b = 2πR2/λL (where R and λL is the radius and the wavelength of 
the IR beam) given by Gaussian optics. Although these imperfections of the IR beam do not affect the XUV beam 
profile (measured with an XUV beam profiler placed after the metal filter in the “XUV diagnostics” chamber) as 
can be seen in Fig. 1 of ref. 59 and further down in this work, according to ref. 66, they may introduce distortions in 
XUV wavefront and hence influence the duration of the emitted attosecond pulses at the “end station” where the 
XUV beam is refocused. This matter will be further discussed in Section 4 of the manuscript. Further measure-
ments of the IR profile have been performed at several positions around the focus as shown in Fig. 1b.

The XUV generation unit can host up to four gas-jets placed on x, y, z translation stages. All gas-jets of the 
beamline are home made piezoelectric crystal based gas-jets. These translations are used for optimization of the 
laser-gas interaction. In addition, the translation in the z direction (beam propagation direction) permits the 
variation of the inter-jet distance, optimizing phase matching. Due to the large focal length, the distance between 
the jets is several cm and thus phase matching can be accurately controlled through translation in the z direc-
tion. The minimum step of the stage was 5 μm, much smaller than the needed accuracy in the range of cm. In 
the present study only two gas jets (GJ1, GJ2) have been used with the scanning step of the translation stages set 
at 0.75 cm. The gas jets are operated by piezoelectrically driven pulsed nozzles. For comparison reasons a 10 cm 
long gas cell bounded by two pinholes (entrance-exit pinholes) of 2 mm diameter has also been used in one of the 
experiments. The generated XUV co-propagates with the IR towards the “XUV separation/steering” chamber. 
The two beams (IR, XUV) first impinge a silicon plate (Si) placed at the Brewster angle (~75°) of the IR radia-
tion. This plate significantly attenuates the IR and reflects ~60% of the XUV radiation deflecting the XUV beam 

Figure 1. The 20-GW XUV beam line. (a) Optical layout of the 20-GW XUV beam-line. SMIR: spherical mirror 
of 9-m focal length. GJ1,2: dual-pulsed-jet configuration placed on translation stages (TS). Si: silicon plate. F: Al 
or Sn filter. A: aperture. BPXUV: XUV beam profiler. SMXUV: gold coated spherical mirror of 5-cm focal length. 
Ar-GJ: Ar gas jet. MB-TOF: magnetic bottle time-of-flight spectrometer. PDXUV: calibrated XUV photodiode. 
FFS: flat-field spectrometer. (b) IR beam profile around the focus measured with a CCD camera. (c) measured 
HHG spectrum produced in Argon gas phase medium spreading up to 48 eV corresponding to the 31st 
harmonic of the fundamental frequency of the driving field. Part of the figure is copied from reference59.
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towards the “XUV filtering and diagnostics” and “end station” chambers. In the “XUV filtering and diagnostics” 
chamber, the beam after passing through a 7 mm diameter aperture, is spectrally selected by 150 nm thick metal 
foils (Al or Sn) mounted on an x, y translation stage. The foils are acting as band pass filters in the XUV spectral 
range and eliminate any residual IR radiation. The transmission curve of these filters is shown in Fig. 2 together 
with harmonic spectra obtained using xenon (Fig. 2a) and argon (Fig. 2b) as generating gas, recorded by the XUV 
flat-field-spectrometer (FFS).

In the “XUV filtering and diagnostics” chamber the pulse energy of the XUV radiation was also measured 
introducing a calibrated XUV photodiode (PDXUV) into the XUV beam and its beam profile was recorded intro-
ducing an XUV beam profiler (BPXUV) (consisting of a pair of multichannel plates (MCPs) and a phosphor 
screen followed by a CCD camera). Figure 3 shows the XUV beam profiles recorded after the filtering through 
Al foil with the GJ1 to be placed at the focusing position of the driving field. For further investigation, recordings 
have been carried out for several positions of the GJ1 producing the XUV radiation. No significant change was 
observed when GJ1 was placed before (zGJ1 = −b, −b/2), on (zGJ1 = 0) or after (zGJ1 = b, b/2) the driving laser 
focus. For an IR focus displacement of ≈±30 cm relative to the gas jet position, a significant change in the beam 
XUV profile is expected when both the short and long trajectory harmonics are recorded by the beam profiler. 
This is because, as it is well known, the divergence of the short trajectory harmonics is smaller than the long tra-
jectory harmonics which have an annular-like beam profile. Focusing the IR beam before (after) the gas jet, the 
contribution of the short (long) trajectory harmonics is dominating. In the present measurements, the diameter 
of the aperture that has been placed before the beam profiler was reduced to ≈5 mm, thus selecting mainly the 
short trajectory harmonics (without excluding the presence of the long trajectories for harmonics lying close to 
the cut-off spectral region), and thus it does not “significantly” change when moving the jet before and after the 
focus. To double check the spatial intensity distribution of the XUV beam recorded by the BPXUV, the knife edge 
technique was also used for zGJ1 = 0. The XUV radiation photoionizes argon gas and the photoelectron yield is 
measured as a function of the knife edge position. The measured curve shown in Fig. 3c (black dots) is then dif-
ferentiated resulting in the intensity distribution (red dots). The colored area is defined by a Gaussian fit to the 
measured data. The results of the knife edge measurements were in agreement with the values of the XUV beam 
radius obtained by the BPXUV.

The last chamber (end station) of the beam-line is the temporal characterization and pump-probe unit. 
It hosts an attosecond delay line based on a split spherical gold coated mirror of 5 cm focal length, fixed on a 
multiple-translation-rotation stage. This stage enables control in 3 degrees of freedom for the one D-shaped half 
of the mirror i.e. the displacement along the z axis (i.e. the beam propagation axis) with a maximum value of 80 
μm and rotation in the x-z and y-z plane. The other part of the mirror position is altered only along the propaga-
tion direction with a maximum translation of 400 μm. All movements of the split-mirror are controlled by piezo 
crystals operated in closed loop mode. A 1.5 nm minimum step of the translation of the first, as described above, 
of the two parts of the bisected mirror introduces a temporal delay between the two parts of the beam. It is worth 
noting that for such time delays (80 μm total translation), effects of spatial displacements of the two parts of the 
focused beam are negligibly small36. The XUV beam is focused in front of a pulsed gas jet whose forefront serves 
also as a repeller of a magnetic bottle time of flight (MB-TOF) spectrometer. The TOF can be operated either in an 
ion mass spectrometer or electron energy analyzer mode measuring the products of the interaction of the XUV 
pulses with the gas target. This arrangement is used either for performing 2nd IVAC measurements of the XUV 
pulse duration or in XUV-pump-XUV-probe experiments. Finally, the FFS is placed at the end of the beam line 
monitoring and recording the XUV radiation spectrum that is “leaking” through the slit of the bisected mirror.

Figure 2. Harmonic spectra recorded by FFS after spectral selection by metallic foils. The generation medium 
was (a) Xe and (b) Ar gas. In both panels, the blue and red peaks correspond to harmonics after transmission 
through 150 nm thick Al and Sn respectively, while the red dash-dotted (Al) and black dashed (Sn) are 
transmission curves for 150 nm thickness.

158



5Scientific RepoRtS |         (2020) 10:3759  | https://doi.org/10.1038/s41598-020-60331-9

www.nature.com/scientificreportswww.nature.com/scientificreports/

Characterization of the XUV Beam-line
In this section, vacuum, XUV pulse energy, attosecond delay line stability and temporal resolution measurements 
are discussed.

Vacuum conditions. The rest vacuum, i.e. the vacuum when all gas jets are off, in all chambers of the 
beam-line is: ~10−6 mbar except for the “end station” chamber in which it is ~10−7 mbar. The generating nozzles 
are operating with a backing pressure in the range of 2 bar. The estimated gas pressure of the jets in the interaction 
area is ~25 mbar as reported in a previous work59. When the two generation jets are on, the pressure in the HHG 
chamber increases to ~10−4 mbar. The jet pressure conditions in the detection chamber depend on the type of 
experiment that is performed. A 1000 l/min turbo-molecular pump in the “end station” chamber secures an ade-
quate vacuum pressure during operation of the gas target jet. An additional turbo pump differentially pumping 
the FFS spectrometer ensures that the pressure where the multichannel plate detector is located, is lower than 
10−6 mbar.

Measurement and optimization of the XUV pulse energy. Typical harmonic spectra generated in Ar 
and Xe, recorded by the FFS after the XUV radiation has passed through 150 nm thick Al or Sn filters are shown 
in Fig. 2. The harmonic cut-off region when Xe gas and Al filter are used is around 30 eV (and the highest har-
monic observed is the 23rd), while harmonics higher than the 15th are not transmitted through the Sn filter. In Ar 
the cut-off region extends to about 48 eV (the highest harmonic observed is the 31st).

Figure 4 shows the dependence of the energy of the XUV radiation (integrated over the Al-filter-selected har-
monics spectrum and measured with the PDXUV) on the argon gas pressure (changed by varying the delay of the 
gas nozles, both positioned at z = 0, with respect to the arrival time of the laser pulse) as well as the comparison 
between one gas jet and one gas cell with respect to the XUV energy emission. In particular, Fig. 4a shows the 
emitted XUV pulse energy as a function of the time delay between the trigger pulse of the GJ1 nozzle opening and 
the laser pulse, for an arbitrary IR intensity well below the saturation threshold. The emission maximizes for a 
time delay of 600 μs. At this value the harmonic signal was then further optimized by setting the IR intensity just 
below the ionization saturation intensity. Figure 4b shows essentially the same behavior for GJ1 and GJ2. Figure 4c 
is devoted to the comparison between the XUV pulse energy obtained when using a single gas jet and a cell in 
the present beam line. It presents the XUV pulse energy emitted by (i) GJ1 as a function of the pulsed nozzle time 
delay and (ii) by the gas cell as a function of the cell gas pressure. For the given cell length of 10 cm, the emission 
maximizes for a pressure value between 8 and 9 mbar. The maximum harmonic yield in the cell is found to be 
slightly lower (~25%) than the one of the gas jet. In these measurements Ar is used as generating medium and 
thus the pulse energy throughput is not the highest possible. Apart from the gas-jet/cell comparison measure-
ment, the beam-line is operated exclusively with gas-jets, mainly because at 10 Hz repetition rate they consume 
less gas, and because of their demonstrated slightly higher measured XUV energy throughput. After opting for 
the GJ configuration as the preferable one for the beamline of this work, experimental investigations focused on 
maximizing the photon flux of the emitted XUV radiation. Measurements of the single GJ emission by varying 
the medium position relatively to the driving pulse’s focus are depicted in Fig. 5a,b for Ar and Xe respectively. 
The x-axis reveals the harmonic order, measured in the photoelectron spectrum produced by the unfocused 
XUV beam, the y-axis depicts the distance of gas jet from the position of the IR focus and the z-axis the XUV 
pulse energy. Having optimized the emission resulting from the single GJ configuration further enhancement of 
the harmonic yield was achieved by applying quasi- phase-matching conditions using two gas jets. The same gas 
is used in both jets. Results are shown in Fig. 5c,d. The dependence of the harmonic yield, generated by Ar and 
Xe gas, on the distance between GJ2 and GJ1 is shown in Fig. 5c,d, respectively. The x-axis denotes the distance 

Figure 3. IR and XUV beam profiles. (a) IR beam profile at the focal plane measured by a commercial CCD 
profile camera. (b) XUV beam profile recorded using the BPXUV. For this measurement Xe gas was used as 
harmonic generation medium. (c) Knife edge measurement of the XUV beam profile presented with black dots 
while the red dots show the obtained intensity distribution. The colored area is defined by a Gaussian fit to the 
measured data. In both (b,c) measurements, harmonics are generated using xenon with the GJ placed at the IR 
focus.
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Figure 4. Harmonic emission using a single pulsed gas-jet and the comparison with a single gas-cell. (a,b) 
Pulse energy of the XUV radiation emitted by GJ1 and GJ2, respectively, as a function of the delay between the 
laser pulse arrival at the focus and the opening of the nozzle. Both jets are positioned at z = 0. The time delay of 
≈600 μs corresponds to the value where the laser pulse meets the maximum atomic density. The dots are the 
measured data and the red line is a Gaussian fit. (c) Comparison of a single gas jet vs 10 cm long gas cell yield 
for optimized conditions.The upper part axis represents the time delay of the pulsed nozzle while the lower one 
the measured pressure of the Gas cell. In all panels the generated medium was Ar, while the XUV energy was 
determined by PDXUV placed after an Al filter.

Figure 5. Harmonic generation in single and dual gas-jet configuration. Generation of GW high-harmonics 
using single (a,b) and dual gas-jet (c,d) configuration for Xe and Ar. In all panels the corresponding harmonic 
signal was determined by recording the single-photon photoelectron spectra produced by the interaction of Ar 
gas with the incoming XUV beam after passing trough the Al filter.
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between the two jets, the y-axis the harmonic order and the z-axis the XUV pulse enegy. GJ1 is positioned at fixed 
z ≈ 0 while GJ2 moves at variable positions.

All spectra emitted by Ar extend to higher cut-off energies than those emitted by Xe due to the higher ioni-
zation energy of Ar, while the pulse energy is lower than the one in Xe due to the lower conversion efficiency of 
Ar61,62. When two jets (filled with the same gas) are used a clear modulation of the signal is observed as a function 
of the jet distance. This is attributed to the quasi-phase matching resulting from the jet distance dependent Gouy 
phase and it is verified by numerical calculations59. The maximum measured pulse energy at the source is: I) 75 
μJ (one jet) and 130 μJ (two jets), for Ar driven by 45 mJ IR pulse energy; and II) 135 μJ (one jet) and 230 μJ (two 
jets), for Xe driven by 25 mJ IR pulse energy. This last value corresponds to ~5·1013 photons/pulse, a photon flux 
that competes with photon fluxes of FELs in this spectral region. More details on the above quasi-phase-matching 
generation scheme and XUV throughputs can be found in ref. 59.

The pulse energy measurement procedure followed is described below. Once optimization of harmonic emis-
sion is achieved, the XUV Photodiode (Opto Diode AXUV100G) is placed after the Sn filter (F). Figure 6 shows 
the photodiode signal of the radiation transmitted through the Sn filter produced with the single (blue shaded 
area) and the dual (red shaded area) GJ configuration. The black line is IR light detected by the PDXUV, when the 
gas jet of the HH generation was off. Although significantly small, this signal was subtracted from the measured 
total one, when harmonic generation was on.

The signal was measured with an oscilloscope (50 Ω input impedance) and the measured trace was integrated. 
The pulse energy EPD measured at the position where the photodiode was placed is calculated by
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where q is the harmonic order, ne is the number of produced photoelectrons, w is the statistical weight of the qth 
harmonic, hνq is the harmonic photon energy, ηq is the photodiode quantum efficiency of the photodiode and e is 
the electron charge. The photoelectron number is given by
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where ST is the total time integrated photodiode signal, SIR is the time integrated photodiode signal when the 
harmonic generation is off, e is the electron charge and R is the oscilloscope impedance. The quantum efficiency 
of the photodiode as a function of the photon energy is provided by the manufacturing company (See legend of 
Fig. 6). The pulse energy E at the harmonic generation source is given by:
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where Tq
Sn is the 4% transmission of the Sn filter in this spectral region measured by recording the harmonic 

spectrum with and without filter, and Rq
Si is the ~50–60% reflectivity of the Si plate. It is worth noting that after 

having published in ref. 59 the above given XUV pulse energies, a second slightly different calibration curve was 
published in the documents of the manufacturing company of the photodiode. Using this second calibration 
curve the above given and in ref. 59 published XUV pulse energy values reduce by 35% i.e. for Ar 48 μJ (one jet) 
and 85 μJ (two jets) and for Xe 88 μJ (one jet) and 150 μJ (two jets) for Xe.

Figure 6. Measurement of the XUV energy. XUV photodiode signal obtained with one GJ (blue shaded area), 
two GJs (red shaded) and with the harmonic generation switched off (black line). For the extraction of the pulse 
energy the XUV photodiode quantum efficiency as a function of photon energy provided by the manufacturing 
company Opto Diode Corp was used.
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Temporal resolution. The temporal resolution of the beam line has been tested by measuring the beam 
pointing stability at the end station, the performance of the split mirror device and its interferometric stability. 
This has been done using the IR laser beam and a CW diode laser at 532 nm wavelength.

Figure 7a shows a schematic of the split mirror assembly. The focal area of the gold coated spherical mirror 
was magnified by a lens and imaged by a CCD camera. Figure 7b shows the calculated (left panels) and measured 
(right panels) images of the focal spot area for two different delays, i.e. for two different displacements of the 
one-half of the mirror. The upper pannels show the intensity distribution at the focus formed when the phase dif-
ference between the two parts of the laser wave-front reflected by the two mirror halves is equal or close to 2nπ, n 
= 0, 1, 2, 3…, i.e. when the delay between the two wave-fronts is ~nTL, with TL being the period of the laser field.

The phase difference is controlled by finely adjusting the position of the piezoelectric translator connected 
with the one part of the split mirror. The position of the piezo translation stage was measured by a capacitive 
sensor feedback system of the piezo system. When the phase difference of the two wave-fronts becomes equal or 
close to (2n + 1)π, n = 0, 1, 2, 3…., i.e. when the delay between the two wave-fronts is (n + 1/2)TL, the intensity 
distribution at the focus splits into two bright spots shown at the lower part of Fig. 7b. The two bright spots ideally 
have the same intensity. Additionally, a higher-order autocorrelation trace of the fundamental laser field (IR) was 
recorded. For this acquisition, the harmonic generation was turned off and all filters were removed, thus ioniza-
tion of Ar occurs only through the fundamental laser frequency by multi-IR-photon absorption.

The measured trace is shown in Fig. 7c where the interferometric interference fringes are clearly visible. The 
red dashed line is the cycle average of the data. The interference fringes are used for the calibration of the delay 
scale of the measured autocorrelation traces. The period of the observed oscillation, depicted in the expanded 
AC area trace in Fig. 7d is equal to the laser period that is 2.67 fs, where the red line is a cosine fit in the measured 
data.

Figure 7. Split mirror arrangement. (a) A schematic of the experimental set-up of the autocorrelator consisting 
of a split spherical mirror and a TOF spectrometer. (b) Calculated (left panels) and measured (right panels) 
transverse intensity distribution of a CW 532 nm laser at the focus of the spherical mirror for Δτ = 0 and Δτ 
= TL/2 (double maximum distribution) delay. (c) High-order autocorrelation trace of the fundamental laser 
field (IR) obtained measuring the Ar+ yield as a function of the time delay between the two pulses produced by 
the split mirror. For this acquisition, the harmonic generation was turned off and the Sn filter was removed. (d) 
Expanded area of the AC trace. The signal is oscillating at the laser period of 2.67 fs.
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Shot-to-shot fluctuations of the XUV intensity distribution may be introduced because of: i) the non-perfect 
pointing stability of the laser and consequently of the XUV beam and ii) mechanical instabilities of the split 
mirror arrangement. The above factors affect the interferometric stability of the delay line. The interferomet-
ric stability of the split mirror was measured using a CW laser of λ = 532 nm by the following procedure. The 
displacement of the two halves of the spherical mirror was fixed such as introducing a delay of TL/2 (Fig. 8a). 
Consequently in the line-out of the focal spot area, the integrated areas of the two gates L and R, introduced 
in Fig. 8b, are essentially equal. Any deviation from this picture can be correlated to the instability of the split 
spherical mirror, since it originates from the optical path difference between the two interfering wave fronts. The 
interferometric stability of the split mirror device is extracted from the standard deviation of the mean value of 
the probability distribution for 1260 points as a function of time and is found to be ≈17 asec (Fig. 8c,d).

The interferometric stability of the device may be different when the IR laser is used as its pointing stability 
is not the same with that of the CW one. The pointing stability of the IR was measured with an IR beam profiler 
placed just in front of the split mirror. The shot to shot position of the maximum of the intensity distribution 
is plotted in Fig. 9 for 150 laser shots. The mean FWHM of the contour is about 75 μm and thus substantially 
smaller than the 3 mm FWHM of the XUV intensity distribution at the split mirror, not affecting the measured 
interferometric stability and time resolution.

Non-Linear XUV Optics Using the 20-GW XUV Beam-Line
The highest focused XUV intensity achieved was ~7·1015 W/cm2 assuming a 10 fs long pulse train envelope59, 
an XUV focal spot size of 2 μm measured with an ion-microscope67, the gold reflectivity (~12%) of the spheri-
cal mirror, the ~60% reflectivity of the Si plate, the ~20% transmition of the Sn filter for the given wavelengths 
and the 230 μJ generated pulse energy at the harmonic source. Such intensity allows the investigation of 
multi-XUV-photon multiple ionization. Here, we summarize the results obtained in He, Ar and Ne atoms. Some 
of the multi-XUV-photon schemes of this chapter have been used for the measurement of the attosecond pulse 
duration through 2nd IVAC measurements (schemes in He and Ar), which will be described in the next section.

Figure 10a shows the measured ion mass spectrum of He, in which He+ is clearly observable. It should be 
noted that for this measurement an Sn filter was used. The XUV intensity dependence of the ion yield is depicted 
in Fig. 10b. The slope of the fitted line in the He+ data is 2.1 ± 0.2, as expected for the underlying two photon ion-
ization process, while the slope of the line fitted in the H2O + date is 1.2 ± 0.1, as water molecules are single pho-
ton ionized at the XUV photon energies used. The verified two-XUV-photon ionization of He is a very convenient 
process in performing 2nd order autocorrelation measurements of XUV radiation with wavelengths >51 nm. The 

Figure 8. Stability measurements of the split-mirror autocorrelator. (a,b) Measured transverse intensity 
distribution of a CW 532 nm laser at the focus of the spherical mirror for Δτ = TL/2 (double maximum 
distribution) delay. It is noted that in this graph TL corresponds to the period of the 532 nm CW laser. (c) The 
difference of the integrated signals of the Gate L and R. (d) Probability distribution of the above difference (1260 
points were accumulated). The standard deviation of the mean yields a temporal resolution of ∼17 asec.
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Ar and Ne ion TOF mass spectra are shown in Fig. 11a,b respectively. The latter reveals the formation of singly 
and doubly charged Ne, while the former shows recorded charge states of Ar up to +4 (Ar4+). Figure 12 depicts 
the ionization schemes of Ne and Ar, while Fig. 13a shows the dependence of the Ar2+, Ar3+ and N2 + yield and 
Fig. 13b the dependence of the Ne+, Ne2+ and N2

+ yield on the XUV pulse intensity IXUV.
The Ar+ ion mass peak of Fig. 11b was used for the calibration of the XUV energy scale (x-axis) of the Ne ion 

yield power dependence graph (Fig. 13b). The black dashed-dot lines in Fig. 13 are linear fits to the raw data. The 
error bars represent one standard deviation of the mean.

The results for Ar gas have been extensively discussed in ref. 59. In brief, intensity dependence measurements 
performed for Ar+, Ar2+ and Ar3+ were supported by numerical calculations revealing the dominant channels 
of these multi-XUV-photon multiple ionization studies. Comparison with the data obtained using FEL source 
indicates that there are differences in multiphoton ionization induced by the two different sources, which can be 
attributed to the different photon statistics of the two sources59.

As expected for a single-photon ionization process, the dependence of the Ne+ and N2
+ yields on IXUV is linear 

(Fig. 13b). The slope of the Ne2+ yield is found to be 3.1 ± 0.4 compatible with a three-photon ionization process. 
For the photon energies employed in this experiment both the sequential and the direct double ionization of 
Neon are three photon processes. Above the ionization saturation intensity the slope becomes 1.5±0.1. For the 

Figure 9. Measurement of the IR laser pointing instability. The contour illustrates the shot to shot distribution 
of the maximum of the IR laser intensity distribution measured just before the split mirror. The colorbar shows 
the normalized probability distribution of laser shots.

Figure 10. 2-XUV-photon ionization process of He. (a) TOF mass spectrum produced by the interaction of the 
XUV comb (11th−15th) with He gas.(b) XUV intensity dependence of the He+. The slope of 2.1 ± 0.2 ascertains 
the second-order nonlinearity of the ionization process. The intensity axis in (b) has been calibrated using the 
O+ ion signal, which is linear with the XUV intensity.
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next charge state, i.e. Ne3+, six or more photon absorption is required. This charge state is not observable in the 
measured ion mass spectra.

Temporal Characterization of the Attosecond Pulse Trains
After having set up, characterized and tested the high photon flux beam-line, measurements towards temporal 
characterization of the APTs synthesized by the harmonic spectrum have been performed. It is worth noting that 
in these measurements the diameter of the aperture (A) in the “XUV filtering and diagnostics” chamber (Fig. 1) 
was reduced as to decrease the XUV signal to about half of its maximum value. Thus the outer part of the XUV 
beam cross-section was blocked. Consequently i) aberrations in the XUV beam were reduced and ii) the ratio of 
the short to long trajectory contribution in the transmitted XUV beam was increased. The method used is the 2nd 

Figure 11. Time of Flight mass spectrum of Ar and Ne. (a) TOF mass spectrum produced by the interaction of 
the focused 11th−15th harmonics with Ar. The spectrum shows multiple charged Ar ions (Arn+) with n up to +4. 
(b) Measured Ne ion mass spectrum produced by the XUV radiation. In the spectrum two Ne+ ion mass peaks 
are to be seen corresponding to the two most abundant isotopes, 20Ne and 22Ne. A small Ne2+ peak and an Ar+ 
peak are also observed. The Ar+ peak originating from residual Ar gas is used for calibration of the mass ion 
spectrometer.

Figure 12. Multi-XUV-photon multiple ionization scheme. The ionization energy level schemes for Ar and Ne 
(excluding higher order processes (ATI) and decays to excited ionic states) depicting the direct and sequential 
channels.
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IVAC utilizing the delay line and TOF spectrometer discussed in section 3 and shown in Fig. 7a. As second order 
non-linear process, the two-XUV-photon ionization of both Ar+ and He were used. This is in order to demon-
strate different two-photon schemes that can be used in pulse duration measurements at higher photon energies. 
In performing the 2nd IVAC measurements the gas pressure in the interaction area was kept as low as possible in 
order to minimize the space charge effects which become visible by broadening the TOF ion-mass peaks. In Ar 
the traces are obtained by the superposition of the harmonics transmitted through the Sn filter. Before satura-
tion, the Ar2+ yield as a function of the IXUV in log-log scale has a linear dependence with slope ~259. This slope 
is compatible with either two-XUV-photon direct double ionization of Ar or two-XUV-photon ionization of Ar+ 
after saturation of the single photon ionization of Ar (see Fig. 12). Numerical calculations in59 have shown that 
the latter channel, i.e. saturated single photon ionization of Ar followed by two photon ionization of Ar+ is the 
dominant channel in the IXUV range in which the present experiments have been performed.

Measured 2nd IVAC traces are shown in Fig. 14a,b. The blue rhombus is the trace obtained from the single 
photon ionization of H2O. As expected for a linear process the IVAC shows no modulation. The Ar2+ ion yield 
(produced by the XUV radiation generated using only one gas jet) is measured here as a function of the delay 
between the two XUV pulses introduced by the translation of one part of the bisected spherical mirror. The gas 
jet in the HHG chamber was set at 20 cm after the laser focus in order to minimize the contribution of the long 
electron trajectory. Low temporal resolution scans recorded with a step of 350 asec have been performed in deter-
mining the duration of the APT envelope (Fig. 14a). The red points are the raw data, averages of 50 laser points 
and the error bar corresponds to the standard deviation of the mean value. The black curve is a Gaussian fit to the 
data. The fit results in an XUV pulse envelope having a duration of 9.8 ± 0.9 fs, verifying the estimated duration 
used in ref. 59. A fine scan using a time delay step of 50 asec is shown in Fig. 14b. The Ar2+ ion yield, as expected, is 
modulated with the half period of the driving field. The gray circles are the recorded raw data (averages of 50 laser 
shots). The raw data in the fine scan of Fig. 14b are fluctuating around the mean value mainly due to interferomet-
ric instabilities (within the cycle of the XUV field) and XUV beam pointing instabilities, which are both enhanced 
by the non-linearity of the process. Long averaging and calculating moving averages substantially reduce the 
strong shot-to-shot fluctuation of the recoded data. The red circles are the moving averages of the raw data taken 
over 10 points. The black curve is fit of a series of Gaussian distributions to the averaged points. In this fit the free 
parameters are the common width, height of the Gaussians as well as the peak to peak distance. Furthermore the 
comb of Gaussians are multiplied by a fixed envelope distribution taken from the fit of Fig. 14a. The pulse width 
resulting from the Gaussian distributions is found to be τXUV = 650 ± 80 asec. The error of 80 asec appearing in all 
measurements is the largest resulted standard deviation, among all the fits in the raw data of all measured traces. 
The above pulse duration of the attosecond pulses in the APT is synthesized essentially by the three harmonics 
11th, 13th and 15th. Since here only one gas jet was utilized, the APT beam-line power to be rigorously reported 
is 11.0 ± 3.5 GW, the error originating mainly from the uncertainty in the calibration of the XUV photodiode.

The two-XUV-photon ionization of He+ has also been used to measure the produced APTs through 2nd IVAC, 
shown in Fig. 15a and alongside with Fig. 15b showing a 2nd IVAC trace of Ar2+. The trace of Fig. 15b is a different 
run than the one shown in Fig. 14b verifying reproducibility of the results. All points, error bars and curves are as 
those in Fig. 14b. with the only difference being that here we do not use any envelope distribution in the fit either 

Figure 13. Ion yield dependence on the XUV radiation. XUV intensity dependence of different charge states 
of Ar (a) and Ne (b). In both panels the black dashed lines depict a linear fit on the raw data and the error bars 
represent one standard deviation of the mean. The slopes of the lines in both measurements, are in agreement 
with lowest-order pertubation theory i.e. with the order of the underlying non-linear process.
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Figure 14. Measured 2nd IVAC trace i.e. Ar2+ ion signal as a function of the XUV-XUV delay line. The XUV 
radiation is produced by a single gas jet of xenon and is transmitted through a Sn filter. (a) A coarse time delay 
scan with 350 asec step is revealing a modulation in Ar2+ ion signal represented by the red circles, while the blue 
rhombus depicting the single photon ionization of H2O shows no modulation. A Gaussian fit in the data points 
of Ar2+ yields a time duration of τXUV = 9.8 ± 0.9 fs. (b) A fine scan with time delay step of 50 asec. The gray 
circles correspond to the raw data recorded for Ar2+. The moving averages of the raw data taken over 10 points 
are represented by the red circles. The black curve is a fit of a sequence of gaussian pulses in the averaged points.

Figure 15. (a) Measured 2nd IVAC trace of the He+ (b) 2nd IVAC trace of the Ar2+ ion signal as a fuction of the 
delay of the XUV-XUV delay line. The gray circles correspond to the raw data recorded, the moving averages 
of the raw data taken over 10 points are represented by the red circles. The black curves is a Gaussian fit over 
the averaged points. The temporal width of the Gaussian fit corresponds to a pulse duration of 670 ± 80 as and 
650 ± 80, for He+ and Ar2+ respectively.
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for the He or the Ar trace. This is because in these runs the peak height distribution within the error bars did not 
depict any envelope type modulation. The pulse duration measured using He as non-linear medium is 670 ± 80 
asec and the one of the superposition of harmonics 11th, 13th and 15th measured in Ar2+ is the same as the one of 
Fig. 14b. The two values are well within the error bar and thus essentially identical.

The measured durations here are similar to those retrieved in previous experiments implemented in a 3 m 
focal length beam-line applying 2nd IVAC in two photon ionization of He but about 65% longer than those meas-
ured through the RABBIT technique39. The discrepancy between the 2nd IVAC and RABBIT originates from the 
fact that 2nd IVAC measures averages of spatiotemporally dependent pulse durations and the contribution of both 
long and short trajectories, while RABBIT measures average phases39. An additional effect to be considered is 
pointed out recently in refs. 66,68. Different harmonics, due to their different divergence are focused at different 
positions, have different focal spots and therefore lead to only partial spatial overlap of the superimposed har-
monics and to different Gouy phase contributions in the harmonic superposition. At specific conditions, e.g. 
spectrum with harmonics of very different order, the spatial overlap becomes notably small and the Gouy phase 
difference large, thus reducing a lot the temporal confinement. 2nd IVAC is sensitive to these effects and thus 
reveals fairly realistic pulse durations. However, for the three harmonics employed in this experiment substantial 
spatial overlap is present as indicated by the results of a recent work69, were separation of the harmonic foci was 
not observed.

In order to verify the significant spatial overlap of the three harmonics used in the 2nd IVAC measurements we 
have performed calculations of the focal areas of the three harmonics, for a bandwidth spanning from the 9th to 
the 17th harmonic and Xe gas as harmonic generating medium. We are using the expression 
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and the beam waist of the harmonic q, wf  is the waist size of the laser beam, S L,α  is the S and L trajectory coeffi-
cient and IL is the IR driving laser peak intensity. The beam waist was measured at the emission plane and it was 
found to be wf ≈ 350 μm. Using Gaussian optics the harmonic beam waist can be obtained by =wq
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is the effective nonlinearity coefficient with qeff ≈ 5 for all the harmonics laying in the plateau of the harmonic 
spectrum69,71,72. For a peak intensity 1014 W/cm2 all the studied harmonics are laying in the plateau and the trajec-
tory coefficient αS,L is extracted by solving the three-step semi-classical model73. The results are summarized in 
Table 1.

After extracting the divergence of the different harmonics, the virtual source positions for each of the gener-
ated harmonics is calculated assuming only short trajectory contribution. The focus positions of the harmonics, 
after reflection on the spherical mirror of focal length f = 5 cm, are calculated using geometrical optics. Here the 
paraxial approximation is applied since the divergence of the harmonics is below the paraxial limit. The results of 
the calculations are shown in Fig. 16.

Harmonic order 9 11 13 15 17

λq(nm) 88.9 72.7 61.5 53.3 47.0

αS 1 0.435 −0.4 −1.5 −2.96

αL −23.97 −23.56 −22.88 −21.96 −20.71

θS(mrad) 0.195 0.15 0.127 0.126 0.148

θL(mrad) 1.74 1.40 1.15 0.96 0.79

Table 1. Parameters of the 9th to the 17th harmonics generated in Xe. The intensity of the laser field used is 
1014 W/cm2 and the unit for α is 10−14 W−1·cm2.

Figure 16. Calculated focal areas of the five harmonics 9th, 11th, 13th, 15th and 17th. The graph depicts the 
harmonic beam waist as a function of the distance from the focus of the spherical mirror. The x-axis shows the 
focus position of the harmonics on the propagation axis. The focus position of the harmonics is found to be ≈ 
290 μm away from the focus of the 5 cm mirror. Their beam waist ratios are 0.99:1.01:1:0.87:0.67 for harmonic 
9th, 11th, 13th, 15th and 17th respectively.
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The distance of the positions of the five foci is 8.2 μm between the 9th and 11th, 6.3 μm between the 11th and 13th har-
monic, ~0 μm between the 13th and 15th harmonic, 5.9 μm between the 15th and 17th harmonic and thus it is negligibly 
small with respect to their confocal parameter (≈170 μm for 13th harmonic). The size of the focal spots is slightly differ-
ent. The ratios for the beam waists at the focus are 0.99:1.01:1:0.87:0.67 for the harmonics 9th, 11th, 13th, 15th and 17th 
respectively. Under these conditions, the spatial overlap of the five harmonics is substantial. The Gouy phase at the beam 
waist for each harmonic can be calculated and is shown in Fig. 17. Its variation for the different harmonics (assuming as 
central frequency the 13th harmonic) ϕ ϕ ϕ ϕ ϕ= . = . = = = .0 24 rad, 0 08 rad, 0 rad, 0 rad, 0 13 rad9 11 13 15 17  
is also negligibly small. In this case, the duration of the APT pulses is not significantly affected. In fact, the different beam 
waists of the 11th, 13th, 15th harmonics lead to more similar amplitudes of the interfering harmonics than those 
generated.

Similar calculations have been further performed for the long electron trajectories, which present larger har-
monic divergence. In this case, the virtual foci are placed closer to the focusing element. It is found that the differ-
ence of the foci positions between L and S trajectories is ≈30 μm which is consistent with previous experimental 
findings69,72,74 and also smaller than the confocal parameter, thus not substantially affecting the APT pulse dura-
tion in particular because the long trajectory contributions are reduced through the geometry used.

Conclusions
In summary, a detailed description of an ultra-intense attosecond XUV beam line has been presented. A ten GW 
class average peak power attosecond source in the XUV spectral region 15–25 eV is demonstrated. These specifica-
tions are to our knowledge unique for an XUV source. While in a previous publication the high power of the source 
(20 GW) was reported59 attosecond confinement, although expected, could not be rigorously claimed as the previous 
work did not include any pulse duration measurements. In the present work, APT durations of the order of 650 asec 
have been measured opening the way to ten-GW class attosecond XUV sources. The source is based on harmonic 
generation in long (9 m) focusing geometry of the driving IR laser radiation. The pulse duration of both the APT 
pulses and the envelope have been measured though 2nd IVAC i) in He employing two-XUV-photon ionization as a 
second order process as well as ii) in Ar exploiting two-XUV-photon ionization of Ar+ under saturation of neutral 
Ar ionization. Measurements with both gases resulted in the same pulse durations within the experimental error. 
High non-linear XUV-optics in terms of multiple multi-XUV-photon ionization of He, Ar and Ne atoms, have been 
further demonstrated using the above beam line. The combination of high pulse energy and short duration opens 
up excellent perspectives for sub-fs XUV-pump-XUV-probe experiments in all states of matter. At the same time 
the XUV intensity levels reached enable the study of strong field effects in the XUV spectral region. As a further 
perspective, scaling previous parameters of isolated attosecond pulses64, our source holds promise of generating few 
μJ level isolated attosecond pulses through polarization gating approaches. Those are advanced perspectives for the 
Hellenic National Research Infrastructure HELLAS-CH, part of which is the present beam line.

The results of the present work further hints towards an unprecedented performance of the two 1-kHz repetition 
rate attosecond beam lines of the Extreme Light Infrastructure – Attosecond Light Pulse Source (ELI-ALPS) facility 
currently being under implementation75, driven by shorter laser pulses with similar pulse energies. The geometry 
of one of the two beam-lines of ELI-ALPS is very close to that of the present source, while the second one is several 
times longer and offers phase matching control capacities. Thus, it is expected to further scale up the source through-
put. The 1 kHz repetition rate of these sources in combination with the CEP stabilized driving laser will provide the 
by far best ever conditions for attosecond XUV-pump-XUV-probe investigations using isolated attosecond pulses 
and kinematically nearly complete experiments through e-e, e-ion and ion-ion coincidence measurements.
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Abstract

Polycyclic aromatic hydrocarbons (PAHs) play an important role in interstellar chemistry and

are subject to high energy photons that can induce excitation, ionization, and fragmentation.

Previous studies have demonstrated electronic relaxation of parent PAH monocations over 10-100

femtoseconds as a result of beyond-Born-Oppenheimer coupling between the electronic and nuclear

dynamics. Here, we investigate three PAH molecules, fluorene, phenanthrene, and pyrene, using

ultrafast XUV and IR laser pulses. Simultaneous measurements of the ion yields, ion momenta,

and electron momenta as a function of laser pulse delay allow a detailed insight into the various

molecular processes. Relaxation times are reported for the electronically excited PAH∗, PAH+∗ and

PAH2+∗ states, and the time-dependent conversion between fragmentation pathways is also shown.

Recoil-frame covariance analysis between recorded ion images demonstrates that the dissociation

of the PAH2+ ions favors reaction pathways involving two-body breakup and/or loss of neutral

fragments totaling an even number of carbon atoms.

Graphical TOC Entry

Polycyclic aromatic hydrocarbons play an
important role in interstellar chemistry
and are subject to high energy photon
radiation. Ultrafast relaxation and frag-
mentation processes are investigated in
time-dependent pump-probe XUV-IR ex-
periments.
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I Introduction

Polycyclic aromatic hydrocarbons (PAHs) are abundant molecules in the interstellar medium (ISM), ac-

counting for approximately 10% of the total galactic carbon, according to infrared (IR) emission spectra

measured by the Spitzer Space Telescope.1,2 PAHs undergo a variety of processes upon irradiation, in-

cluding ionization, dehydrogenation, fragmentation, and isomerization, and the influence of PAHs on the

thermodynamics and chemistry of the ISM has motivated laboratory research for many decades.3,4 The

conditions of low temperature, low density, and strong photon radiation means that these unimolecular

reactions become more important compared to a terrestrial environment and are key to the structure

and evolution of the ISM.5–7

Previous studies into the ionization and fragmentation of PAHs have employed synchrotron and rare

gas lamps as photon sources up to the extreme ultraviolet (XUV) and X-ray wavelengths.8–12 Photo-

electron photoion photoion coincidence (PEPIPICO) experiments demonstrated that the interaction of

PAHs with XUV photons yielded a PAH2+/PAH+ ratio of approximately 0.25 for naphthalene at the

highest photon energy of 40.8 eV.13 These studies also investigated the decay mechanisms of doubly-

charged PAHs (naphthalene-d8, naphthalene-h8, and azulene), revealing prominent dissociation channels

into two monocations where zero, two and four carbon atoms were lost in neutral co-fragments.14,15 Such

experiments provide important information on the photofragmentation products and give an insight into

molecules that may exist in the ISM but have not yet been assigned by spectral features.

PAHs also provide a framework to explore ultrafast dynamics and beyond-Born-Oppenheimer effects.

Within the Born-Oppenheimer approximation, electrons are assumed to move much faster than the

nuclei, and the electronic and nuclear frameworks can therefore be treated separately. If the electronic

and nuclear motion are instead strongly coupled, this can result in the ultrafast energy transfer from

electronic excitation into nuclear motion, and the Born-Oppenheimer approximation breaks down.16–20

Non-adiabatic electronic relaxation has been demonstrated in recent ultrafast time-resolved studies

on a series of small PAHs revealing electronic lifetimes of the monocation in the range 30 - 55 fs.21

Theoretical calculations suggest the presence of conical intersections facilitating the rapid electronic

relaxation. Experiments by the same group indicate that the electronic lifetimes increase with both the

molecular size and the cationic excitation energy, and that multi-electronic and non-Born-Oppenheimer
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effects must be accounted for to provide accurate theoretical calculations.22–24

Here, we present femtosecond XUV-IR pump-probe experiments from the Free-Electron Laser (FEL)

FLASH in Hamburg,25 studying the ultrafast photoinduced dynamics of fluorene (FLU), phenanthrene

(PHE), and pyrene (PYR). The structure of these molecules is shown in Figure 1. This comparative

study using 30.3 nm (40.9 eV) XUV photons, corresponding to the He II emission line, a dominant

spectral line in the interstellar environment, provides valuable insight into the stability and the acces-

sible reaction pathways of these complex molecules.26 The time-resolved photodynamics of these PAHs

are investigated by concurrently recording the photoelectrons using velocity-map imaging (VMI) and

the photoions by VMI and time-of-flight mass spectrometry. In addition to determining PAH+∗ excited

state lifetimes similar to those reported in the HHG study by Marciniak et al.,21 our measurements

demonstrate ultrafast relaxation for the PAH∗ and PAH2+∗ species. Furthermore, the application of

recoil-frame covariance analysis to the ion images provides a detailed mechanistic insight into the frag-

mentation pathways of the PAH2+ ions, demonstrating a strong preference for dissociation into two

monocations, where neutral co-fragments contain an even number of carbon atoms.27–31 Theoretical

calculations, reported in Sections S1 and S8 of the SI, support both the electronic relaxation times and

the fragmentation channels observed.

II Results

A. Time-Independent Results

The mass spectra obtained following irradiation of FLU, PHE, and PYR with 30.3 nm FEL light are

shown in Figure 1. The spectra are dominated by the cations (PAH+) and dications (PAH2+) of the

respective parents, with small signals from triply ionized molecules also visible. Multiple fragment

ions are also seen. The FEL power was set to minimize the formation of PAH2+ and PAH3+ ions

whilst maximizing the PAH+ ion yield to avoid multi-photon interactions. In line with the results of

previous studies, fragmentation is more pronounced for the two smaller PAHs, FLU and PHE, than for

PYR.32 The parent ion peaks are generally much sharper than the fragment peaks as a result of peak

broadening associated with kinetic energy release during the fragmentation process. To illustrate this
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further, the insets to Figure 1 show the symmetrized velocity-map ion images for the PAH2+ dication

and one of the fragmentation products, C2H
+
x , for FLU. The velocity distribution of the dication reflects

that of the neutral parent molecule within the molecular beam, which is essentially unaffected by loss

of two electrons, while the fragment ion (C2H
+
x ) possesses significant recoil velocity as a result of the

kinetic energy released during the parent ion dissociation. The nomenclature of, for example, C2H
+
x and

C8H
+
y , is used throughout this discussion to refer to all monocations with two and eight carbon atoms,

respectively, where x and y encapsulate the possible hydrogen atom values for the fragment.
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Figure 1: Ion mass spectra for the three PAH molecules, pyrene (PYR), phenanthrene (PHE), and
fluorene (FLU), after irradiation with the FEL FLASH at 30.3 nm. Intensities are normalized on the
height of the respective parent ion PAH+. Insets show the velocity-map images for the PAH2+ dication
and C2H

+
x for FLU (four-fold symmetrization about the laser polarization and vertical axis applied).

The velocity-map images provide the 2D projection of the velocity distribution of each detected

fragment. Because the velocity distributions for all fragments are recorded simultaneously for each laser

pulse, a covariance analysis of the data set allows statistical correlations between the velocities of two or
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more fragments to be investigated.27 This provides the correlated velocity distributions of two fragments

from the data set, which is a powerful tool for determining the fragmentation processes occuring. The

covariance-mapping procedure has been described in previous publications28–31 and is detailed further

in the Methods section. Briefly, in a covariance image, cov(A, B), one of the two fragments is chosen

to be the ‘reference’ ion (B), and the covariance-map image reveals the velocity distribution of the ion

of interest (A) relative to the trajectory direction of the reference ion. In the simplest example, for a

parent dication undergoing unimolecular dissociation into two monocations, A and B, the trajectories

of A and B will always be directly opposed due to conservation of momentum. Therefore, assuming

no other formation pathways, the appearance of cov(A, B) would strongly resemble a single point

directly opposed from the reference direction. Due to rotational freedom of the molecule in and out of

the detector plane, signal leading from the point to the center of the covariance image would also be

expected.

In this experiment, as hydrogen loss is difficult to resolve using ion imaging (limited by the phosphor

screen decay time and the time resolution of the PImMS sensor), the discussion focuses on fragmentation

of the carbon framework. Figure 2(a) shows the raw velocity-map images recorded for the C3H
+
x and

C10H
+
y fragments of the dissociative ionization of FLU, C13H10. The two images potentially contain

contributions from the dissociation of singly-charged, doubly-charged, and more highly charged parent

ions. Performing the covariance analysis isolates the fragmentation of the doubly-charged parent ion to

form two monocations, which corresponds to the higher velocity ring component seen in the velocity-map

images. Figure 2(b) shows the recoil-frame covariance images of C3H
+
x relative to the C10H

+
y reference

ion (left), and vice versa (right), with black arrows indicating the direction of the reference ion. As

expected for a two-body dissociation, the two fragments recoil in opposite directions, i.e., the covariance

signal is seen 180◦ from the reference direction, due to conservation of momentum, as described above.

The relative speeds of the two fragments are determined by their individual masses: the heavier C10H
+
y

recoils more slowly than the lighter C3H
+
x fragment, yielding a covariance signal closer to the center

of the image. Converting the spatial coordinates in the covariance images to momentum units and

performing an angular integration gives the momentum profiles shown in Figure 2(c)(ii). As expected,

there is excellent agreement between the momentum profiles obtained from the cov(C3H
+
x ,C10H

+
y ) and
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cov(C10H
+
x ,C3H

+
y ) covariance maps.

Further to this, the recoil-frame covariance analysis can be performed between all CnH+
x species

for the PAHs. The resulting covariance maps for the FLU fragment ions are plotted as a matrix in

Figure 3, providing a rich basis for elucidating the formation mechanisms for each fragment. The

initial focus is on the covariance maps along the main diagonal of the matrix, highlighted by black

squares in Figure 3. These correspond to the two-body dissociations of the doubly-charged parent,

similar to the reaction FLU2+ → C3H
+
x + C10H

+
y discussed above. Clear covariance signals can be

seen for each of the ion pairs, demonstrating that, except for loss of a single carbon atom, all two-

body dissociation processes of the carbon framework resulting in two monocations are possible from the

PAH2+ parent. This may seem surprising given the extensive rearrangement of the carbon backbone

that must occur for several of the dissociation pathways. Calculated dissociation energies for various

channels of PAH+ and PAH2+, resulting in neutral, singly-, and doubly-charged fragments, are shown

in Section S1 of the supplementary material. These energies were calculated assuming that absorption

of an XUV photon primarily populates highly excited states where dissociation occurs rapidly without

time for isomerization. Pathways that correspond to a doubly-charged parent ion fragmenting into two

singly-charged ions, for example C10H
+
7 + C3H

+
3 or C9H

+
6 + C4H

+
4 , are predicted to have relatively low

dissociation energies, which are energetically consistent with the observation of many such fragmentation

channels in the covariance map images. Each of the two-body dissociation processes also shows excellent

momentum matching in the covariance maps, as plotted in Figure 2(c)(i)-(v).

In addition to seeing covariances between the ion pairs that have masses totaling the molecular mass,

prominent covariances are seen between ion pairs that are an even number of carbon units deficient

from the parent mass. Ion pairs that are two and four carbon units deficient from the parent mass

are highlighted with blue and red squares, respectively, in Figure 3. The covariance signal between

C3H
+
x and C8H

+
y in Figure 3 demonstrates a dissociation pathway that would be consistent with the

reaction C13H
2+
10 → C3H

+
x + C8H

+
y + C2H2, and the velocities of the C3H

+
x and C8H

+
y ions match

the Coulombic repulsion expected between two monocations. Similarly, the covariance signals between

C3H
+
x and C6H

+
y demonstrate two-body dissociation from the parent dication with four carbon atoms

lost in neutral fragments. Previous PEPIPICO studies investigating the dissociative ionization of PAH

7
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(a) velocity-map images

(b) recoil-frame covariance images
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Figure 2: (a) Velocity-map images and (b) covariance-map images for the C3H
+
x and C10H

+
y fragment ions

arising from dissociative ionization of FLU, C13H10. Each image is individually normalized. The velocity-
map images are presented without symmetrization or Abel-inversion to provide a better comparison to
the covariance images. The small areas lacking signal near the center of the velocity-map images are
attributed to damage in the MCP/phosphor detector. Black arrows in the covariance images indicate
the direction of the reference ion. (c) Momentum profiles of the ion pairs resulting from the two-body
dissociative ionization of fluorene. An angular integration is performed on the covariance images, and
the spatial coordinates are converted to momentum units. Cov(A, B) refers to the covariance of ion A
with B as the reference ion. Discrepancies between the plots in (i) are attributed to physical defects in
the detector and background ions affecting the ion images differently.
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cov(C H , C H )8 x 3

+ +

y

cov(C H , C H )6 3x y

+ +

cov(C H , C H )10 3x y

+ +

Figure 3: (a) The covariance-map images between all ion species produced from FLU. Axis labels
refer to the number of carbons in the monocationic species and omit the number of hydrogen atoms.
Fragment ion pairs that have a total number of carbons greater than that of the parent ion, for example,
between C8H

+
x and C9H

+
x , show no covariance as they cannot be formed as partners from the same parent

molecule; these have been omitted for clarity. Any ion species will also always show covariance with itself
(autocovariance), and these entries have also been omitted. Notably, signal in the cells along the main
diagonal of the matrix (highlighted in black) corresponds to the two-body dissociation pathways from the
FLU2+ ion. Additionally, the cells highlighted in blue and red correspond to the dissociation pathways
where two and four carbon atoms, respectively, are lost in neutral co-fragments. Inset: expansions for
the maps corresponding to cov(C10H

+
x , C3H

+
y ), cov(C8H

+
x , C3H

+
y ), cov(C6H

+
x , C3H

+
y ) showing increased

blurring as more carbon atoms are lost in neutral co-fragments. The black arrow indicates the direction
of the reference ion in all covariance-maps.
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molecules at XUV wavelengths have attributed similar observations to the loss of one or more neutral

acetylene (C2H2) molecules.13,14

It is observed that as more carbon atoms are lost in neutral molecules, the covariance maps be-

come successively more blurred, e.g. as shown in the insets in Figure 3 comparing cov(C10H
+
x , C3H

+
y ),

cov(C8H
+
x , C3H

+
y ), and cov(C6H

+
x , C3H

+
y ). Assuming that the two carbons are lost as a neutral C2H2

molecule, this may result either from secondary fragmentation (PAH2+ → m+
1 + m+

2 → m+
1 + m+

3 +

C2H2) or from deferred charge separation reactions (PAH2+ → C2H2 + m2+
1 → C2H2 + m+

2 + m+
3 ).

In both cases, blurring in the covariance images would be expected. These pathways would usually be

differentiated by observing the gradient of the regression line in an ion-TOF ion-TOF covariance plot,33

as previously performed for naphthalene-d8, demonstrating deferred charge separation.14 The ion-TOF

ion-TOF partial covariance plots for the PAH molecules in our study are shown in Section S2 of the SI,

following correction for the FEL and IR shot-to-shot intensity fluctuations. Some two-body dissociation

pathways from the parent dication are visible, but three-body dissociations cannot be discerned above

the noise level, preventing this technique from being applied. There is currently ongoing work exploring

the use of the ion images to create an ion-momentum ion-momentum covariance plot to differentiate the

dissociation pathways.

The recoil-frame covariance results for PHE and PYR are shown in Section S3 of the SI. These simi-

larly demonstrate a propensity for dissociation pathways from the parent dication into two monocations,

with either zero or an even number of carbon atoms lost in neutral co-fragments. The signal levels for

PYR2+ fragmentation are notably lower than for FLU2+ and PHE2+, matching previous studies com-

menting that larger PAH molecules such as PYR tend to form stable parent cations and undergo less

dissociative ionization compared to smaller PAHs.34,35

B. Time-Dependent Results

In this section, we present the effect of applying a 30.3 nm XUV pulse and 810 nm pulse at various delays

on the three PAHs. This analysis integrates the electron VMI, ion VMI, and ion TOF measurements.

Analysis of the helium carrier gas photoelectron sideband lines in the electron images provides an

independent and accurate measurement of when the two laser pulses overlap in time (t0), outlined in
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more detail in Section S4 of the SI. For the PAHs in this investigation, there are two major two-color

reaction pathways depending on which laser pulse arrives first, as shown in the schematic in Figure 4(b):

• Scenario 1: The XUV pulse interacts with the PAH to produce an electronically excited charged

molecule, which can rapidly decay to produce a vibrationally hot parent species. Absorption of one

or more IR photons before electronic relaxation can cause electronic excitation and/or promote the

molecule to the next charge state. If further ionization is induced, the ejected electron typically

has low kinetic energy (LKE), as each IR photon is low in energy. In this analysis, LKE electrons

are defined as having a kinetic energy lower than 2 eV, compared to the 1.53 eV of the IR photons.

Increasing the delay between the XUV and the IR pulse allows the molecule to electronically relax,

thus increasing fragmentation caused by the IR pulse through loss of H, C2H2 or other neutral or

charged species.

• Scenario 2: The IR pulse interacts with the PAH, producing a vibrationally and electronically

excited neutral molecule by multiphoton excitation. In the excited state, absorption of an XUV

photon has an increased probability of leading to ionization or dissociative ionization. Evidence for

this scenario is demonstrated in the analysis of the time-dependent PAH parent ions described be-

low, where the fits were significantly improved by introducing a channel representing this pathway,

i.e., before t0. The IR pulse is strong enough to produce PAH+ ions directly but in a negligible

quantity compared to the XUV pulse. Comparative TOF spectra are shown in Section S5 of the

SI.

For all PAHs, the XUV/IR laser regime creates significant quantities of both fragment and parent ions.

The delay-dependent yields of these are considered separately in the following sections.

B.1 Fragment Ions

The XUV/IR pump-probe experiments create all possible singly-charged ions with the exception of

CH+
x , consistent with previous studies.13,14 For each fragment ion, a velocity-map image was extracted

from the PImMS data and Abel-inverted using the polar onion-peeling method.36 After performing an

angular integral, the velocity distribution was converted to momentum and plotted as a function of
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Figure 4: (a) The C3H
+
x momentum profile formed from FLU as a function of XUV-IR laser pulse delay.

The IR pulse interacting with the molecular beam before the XUV pulse gives negative pump-probe
delay values, whereas for positive pump-probe values, the XUV pulse interacts first. Channels and
numbered features are described in the text. White arrows highlight the shift in channel yields from
pathway β and γ to pathway δ, as denoted in (b). The vertical black dotted line indicates t0 determined
by the helium electron sidebands. (b) Schematic of the PAH states involved in this experiment. Solid
black lines and dashed lines represent bound and dissociative electronic states, respectively. Blue and
red arrows represent the effects of the XUV laser and IR laser pulses, respectively. The pump pulses are
able to populate a multitude of electronic states, as represented by the blue and red shaded areas for the
XUV and IR pulses, respectively. Electronic relaxation of the wavepacket over time is represented by
the curvature in the shaded areas. The change in electronic states due to relaxation alters the product
of the probe pulse. (c) Integrated plots of the (1, 0), (1, 1), and (1, 2) channels from (a). Plots are
normalized to the maximum signal detected in the (1, 1) channel, and t0 is represented by the dotted
black line.
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pump-probe delay. This discussion focuses on the C3H
+
x ion formation from FLU, shown in Figure 4(a),

which had strong signal levels across the three PAHs studied. Momentum plots for C3H
+
x from PHE and

PYR are shown in Section 3 of the SI, and other fragments will be discussed in a follow-up publication.

The momentum plot can be divided into three regions:

• high momentum, referred to as the (1, 2) channel, with the C3H
+
x ion primarily recoiling against

a dication or two other monocations.

• medium momentum, referred to as the (1, 1) channel, where C3H
+
x recoils against a monocation.

• low momentum, referred to as the (1, 0) channel, where there is no charged partner in the disso-

ciation.

The (1, 2) and (1, 1) channels were confirmed by performing a covariance analysis between ion pairs, as

described above. The integrated channel yields are plotted in Figure 4(c).

A transient increase in signal around t0 is highlighted as feature (1) in Figure 4(a). At negative

pump-probe delays, the IR pulse arrives before the XUV pulse, creating vibrationally and electronically

excited PAH∗ molecules. If the pump-probe delay is short (-100 to 0 fs), the PAH∗ molecules remain in

an excited state and the XUV pulse can induce ionization to PAHn+ (n = 1, 2, 3) states, as represented

by path ε in Figure 4(b). Dissociation from the PAH3+ states produces fragments in the (1, 2) channel,

explaining the increase in signal in feature (1) before t0. After t0, the XUV pulse precedes the IR

pulse, and the XUV-only mass spectrum in Figure 1 demonstrates that the primary products are PAH+

and PAH2+ ions. The IR pulse can induce dissociative ionization of the electronically hot PAH2+∗,

represented by pathways α and β in Figure 4(b). This also produces ions in the (1, 2) channel.

Electronic relaxation following the initial laser pulse is represented in Figure 4(b) by the curvature

in the blue and red shaded areas for the XUV pulse and IR pulse, respectively. Electronically excited

PAH2+∗ molecules produced by the XUV pulse relax during the time of the pump-probe delay; as

the delay is increased, more energy is required from the IR pulse to initiate dissociative ionization.

Consequently, the (1, 2) channel yield diminishes, and the IR pulse begins to favor dissociating the

PAH2+ ion instead of promoting it to a PAH3+ state. This is represented in Figure 4(b) by pathways

α, β, and γ converting to pathway δ as the molecule relaxes and is similar to the wavepacket evolution
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identified for the PAH2+ ion in a previous HHG study.21 This causes a signal increase in the (1, 1)

channel after approximately 250 fs, labeled as feature (4) in Figure 4(a).

In the (1, 1) channel, an increase in signal can be seen around t0, labeled feature (2). As noted for

the (1, 2) channel, prior to t0, the IR pulse primarily creates PAH∗ molecules. Whilst electronically

excited, the XUV pulse can more easily promote PAH∗ to a dissociative PAH2+ state, as represented by

pathway ε with n = 2. At positive pump-probe delay values, the XUV pulse creates significant quantities

of PAH+ and PAH2+, which are subsequently promoted to a dissociative PAH2+ state by the IR pulse.

These processes are represented by pathways β and δ with n = 1 and 2, respectively.

Two increases in signal are visible in the (1, 0) channel, one beginning at t0, labeled feature (3),

and one beginning after approximately 250 fs, labeled feature (5). Feature (3) is attributed primarily

to the XUV pulse creating excited PAH+∗, which is dissociated by the IR pulse. This is represented by

pathway δ with n = 1. Notably, the signal increase only begins after t0, implying that the IR-pump,

XUV-probe regime contribution to this channel is negligibly small. Feature (5) has a similar origin to

feature (4) – the XUV pulse initially creates an ensemble containing highly excited PAH+∗ ions which

can be readily promoted to a PAH2+ state by the IR laser pulse at short pump-probe delays. However,

at longer delay values, the ions electronically relax causing the IR laser to induce dissociation rather

than ionization. Again, this can be represented as a shift from pathways α, β, and γ to δ.

An overall increase in signal is seen when the IR pulse arrives after the XUV pulse, even for very

long pump-probe delays; for example the signal level in feature (6) compared to the signal before t0.

This is attributed to the XUV pulse creating excited parent ions PAH+∗, PAH2+∗, and PAH3+∗, which

relax to their ground electronic states. The IR pulse induces dissociation in a fraction of the molecules

so the PAH+, PAH2+, and PAH3+ ions contribute to the (1, 0), (1, 1), and (1, 2) fragment channels,

respectively. This is shown by pathway δ in Figure 4(b).

B.2 Parent Ions

The delay-dependent formations of all ions can be plotted by integrating the appropriate arrival times

of the TOF spectrum recorded from the MCP current. This provides a more accurate quantification of

the ion signal compared to the ion images which are susceptible to saturation, particularly for parent
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ions, which are always incident in the center of the detector. In addition, the behavior of LKE electrons

can be monitored using the electron velocity-map images. Yields for the LKE electrons, the PAH2+

parent, and the (1, 2) C3H
+
x ions extracted from the ion images for FLU, PHE and PYR are shown in

Figure 5. A Monte Carlo sampling procedure was used to produce the relaxation times of the excited

PAH, PAH+, and PAH2+ species.37 A summarized description of the analysis is detailed below, and the

analysis procedure is described briefly in the Methods section and in full in S6 of the SI. The relaxation

constants for all PAH species are given in Table 1.
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Figure 5: Delay-dependent yields of the LKE electrons, PAH2+, and C3H
+
x ions from the (1, 2) channel

formed from FLU, PHE, and PYR. The vertical black line represents t0. LKE electrons are defined
as having a kinetic energy below 2 eV. Details for the fitting procedure are described in the Methods
section. The blue and green peak functions represent the XUV-pump, IR-probe and the IR-pump,
XUV-probe laser regimes, respectively. The red sigmoidal curves represent the change in the PAH
ionization states due to the pump laser. The PYR2+ curve additionally contains another peak function
(in yellow) to account for slowly changing IR-pump dynamics reproduced over multiple measurements.
The black curves show the sum of the peak functions and sigmoidal. Each data point in the PAH2+

plots results from averaging 1300 ± 200, 2000 ± 400, and 900 ± 400 measurements for FLU, PHE, and
PYR, respectively (variation arises from jitter in the FEL pulse timing).

PAH+∗ Lifetime When the IR pulse induces ionization, the molecule absorbs IR photons until the

ionization energy is reached and the electron is ejected. As each photon is low in energy, the electron

typically has low kinetic energy (LKE), defined in this study as below 2 eV. Figure 1 demonstrates that

PAH+ is the dominant product after interaction with the XUV pulse. This suggests that the transient
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Table 1: Exponential decay lifetimes for the excited state of various charged parent species.
The listed error values refer to the fit errors.

Exponential Lifetime / fs
Charge State FLU FLU (Theory) PHE PYR

PAH∗ 35 ± 8 54 ± 2 29 ± 17 62 ± 71
PAH+∗ 57 ± 13 42 ± 8 76 ± 14 24 ± 11
PAH2+∗ 17 ± 5 – 74 ± 19 28 ± 10

increase in the LKE electron yield is primarily due to ionization of PAH+∗ to PAH2+ by the IR pulse.

By fitting the LKE electron yield, the PAH+∗ lifetime can be extracted for each PAH.

PAH∗ Lifetime There are a significant number of possible processes leading to both the creation

and depletion of the PAH2+ ion. For example, the XUV photon may form PAH2+∗ directly, which is

depleted by further ionization or dissociation by the IR pulse. However, as the yields of the other parent

and fragment species are comparatively low, it is reasonable to fit the transient behavior using two

major pathways, namely (i) the absorption of an XUV photon to form PAH+∗ followed by ionization

to PAH2+ by the IR pulse; and (ii) the IR pulse interacting with the molecule to generate an excited

neutral PAH∗, which is ionized by the XUV pulse to generate PAH2+. The transient behavior is therefore

dependent on the relaxation times of both the PAH+∗ and PAH∗ species. By using the values for t0

and the PAH+∗ relaxation lifetimes determined from the electron data, the fitting procedure can isolate

the PAH∗ relaxation times. The PYR2+ trace was found to have a slow decrease in signal at t0 (visible

in Figure 5) that was reproduced over multiple scans. An additional peak function was used to fit this

trace in order to produce the associated PYR* lifetime.

PAH2+∗ Lifetime As discussed in Section B.1, the transient signal increase for C3H
+
x in the (1, 2)

channel is dependent upon two pathways. Firstly, before t0, the IR pulse creates an excited neutral PAH∗

species, which undergoes dissociative ionization with an XUV photon to a PAH3+ state. Secondly, after

t0, the XUV laser pulse induces formation of PAH2+∗, which the IR laser pulse promotes to a dissociative

PAH3+∗ state. The time-dependence of the C3H
+
x ions in the (1, 2) channel is therefore governed by

the lifetimes of the PAH∗ and PAH2+∗ states, which can be determined from the fitting procedure.

The transient increase showed a good fit using a single Gaussian representing XUV-pump, IR-probe

(centered after t0), indicating the IR-pump, XUV-probe contribution to be small. Therefore, the (1, 2)

channel for C3H
+
x was fitted using only the XUV-pump, IR-probe channel, allowing the PAH2+∗ lifetime
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to be extracted.

Theoretical Model Extensive theoretical calculations were performed to support the experimental

results. Due to the computational requirements, these studies were restricted to calculating the FLU∗

and FLU+∗ electronic lifetimes. The approaches are described in the Methods section and in more detail

in Section S8 of the SI.

To calculate the FLU∗ lifetime, the effect of the IR laser pulse on an ensemble of molecules in various

orientations was simulated explicitly. Following this, DFT-based trajectory surface hopping molecular

dynamics (TSH-MD) calculations were used to track the dynamics of the states formed over 400 fs. The

photoionization cross section of each electronic state was calculated to simulate the XUV laser pulse

probing these states. Combining the population of the states and the photoionization cross section

allows the time-dependent change in FLU+ yield to be estimated at 54 ± 2 fs.

For the FLU+ lifetimes, the effect of the XUV pulse on a ground state FLU molecule was simulated.

480 FLU+ electronic states can be populated by an XUV photon, of which 180 are high enough in

energy to be further ionized to FLU2+ by a 810 nm photon. Given the high number of states and

the complicated potential energy surface topology, a linear vibronic coupling (LVC) model was used

to perform TSH-MD simulations over 50 fs. The population that can be ionized by a 810 nm photon

decreases as the population decays over time, thus giving rise to a decay constant of 42 ± 8 fs for the

FLU+ ion.

III Discussion

The PAHs studied are different sizes with different levels of bonding between the carbon rings; nonethe-

less, ultrafast electronic relaxation in the range 10-100 fs was observed for all molecules in all charge

states, indicating that electronic relaxation on this timescale is likely to be ubiquitous across PAHs.

Theoretical calculations show that with the high range of accessible electronic states, the populations

resulting from IR or XUV excitation undergo ultrafast relaxation within this time range. Our value of 24

± 11 fs for the PYR+∗ lifetime (Table 1) roughly matches the measurement of 37 ± 3 fs by Marciniak et

al ,21 with discrepancies primarily attributed to the difference in XUV photon energy (16-20 eV compared

to 40.9 eV in this study).
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Overall, our results provide a comprehensive view of the electronic and fragmentation dynamics of

PAH molecules. The propensity for molecules to fragment with neutral fragments containing zero or an

even number of carbon atoms provides valuable information for modelling the ISM, both in terms of

the species that might be detected and potential reagents for interstellar chemistry. The abundance of

accessible dissociation pathways consistent with the loss of one or more neutral C2H2 echoes the widely-

accepted model for PAH growth called the hydrogen abstraction C2H2 addition (HACA) model.38–40

Furthermore, the ubiquity of ultrafast relaxation times indicates that electronically-excited PAHs are

generally short lived and such molecules in the ISM can be assumed to be in the electronic ground

state. This greatly simplifies interstellar chemical modelling involving PAHs by reducing the number of

accessible reaction pathways. Our work demonstrates how ultrafast XUV experiments can be used to

simultaneously investigate the dissociation and ionization dynamics of complex systems and provide a

more complete picture of the molecular processes.

IV Methods

A. Experiment

The time-resolved pump-probe experiments were performed at FLASH41 using the CFEL-ASG Multi

Purpose (CAMP) endstation42 at beamline 1 (BL1). The CAMP endstation houses a double-sided

velocity-map imaging (VMI) spectrometer for simultaneous measurement of the electron and ion kinetic

energy and angular distributions. The FEL provided 30.3 nm (40.9 ± 0.4 eV) XUV pulses, which,

from the electron pulse durations, were estimated to be 90 fs FWHM with a pulse energy of 25 µJ. In

addition, to perform pump-probe measurements, the present study used 60 fs FWHM IR laser pulses at

810 nm. By measuring the IR laser pulse intensity and the focal spot size before the beam enters the

chamber, the intensity of the IR laser pulse is estimated to be 1 × 1013 W/cm2. The intensity was tuned

so that the IR laser pulse was strong enough to induce a small level of single ionization of the parent

molecules without causing significant fragmentation or double ionization (see supplementary material).

An overview of the laser settings is given in Section S7 in the SI, and the laser is described by Redlin et

al.43
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The sample molecules FLU (C13H10, melting point (mp) = 116 ◦C), PHE (C14H10, mp = 101 ◦C),

and PYR (C16H10, mp = 145 ◦C) were purchased from Sigma-Aldrich with 98% purity and used without

further purification. The structures of these molecules are shown in Figure 1. The samples were placed

in an in-vacuum reservoir and heated to approximately 220–230 ◦C to increase their respective vapor

pressures. Using helium as a carrier gas (1.5-2 bar backing pressure), the molecules were then introduced

into vacuum via a supersonic expansion produced by an Even-Lavie high-temperature pulsed valve,44

using valve opening times of a few tens of microseconds. The resulting molecular beam was skimmed

twice to yield well-collimated pulses of isolated PAH molecules.

In terms of the laser pulses employed, two experiments were performed: a) irradiating the molecules

with the XUV light only, in order to explore its effect on the molecules and to allow the FEL pulse

intensity to be tuned to minimize multi-photon effects by the FEL and b) time-resolved pump-probe

experiments employing both the 30.3 nm FEL and 810 nm laser pulses. In the pump-probe experiments,

the two laser pulses interacting with the molecules have a defined, adjustable time delay with respect

to each other. The pump-probe delay is derived by subtracting the arrival time of the XUV pulse from

the arrival time of the IR pulse; hence a positive pump-probe delay refers to the XUV pulse interacting

with the molecules first, while a negative pump-probe delay refers to the IR pulse interacting with the

molecules first. All pump-probe data was sorted into delay bins according to the bunch arrival monitors

of the FLASH FEL in order to account for the FEL jitter.45

Ions were velocity-mapped onto a position-sensitive detector comprising a pair of microchannel plates

(MCPs) coupled to a P47 phosphor screen.46,47 The ion time-of-flight (TOF) spectra were recorded by

coupling out the voltage drop at the back side of the MCP with a 2 GHz ADC (ADQ412AC-4G-

MTCA) through a resistor-capacitor circuit. The ion images from the phosphor screen were captured

by a Pixel Imaging Mass Spectrometry 2 (PImMS2) multi-mass imaging sensor housed within a PImMS

camera,48,49 enabling images to be acquired for all fragment ions on each laser cycle. Data from the

PImMS2 sensor was processed to obtain time-of-flight mass spectra and two-dimensional projections

of the three-dimensional momentum distribution for each detected product. These were analyzed to

extract their kinetic energy and angular distributions.36 A conversion curve from spatial coordinates to

kinetic energy was created by modeling the instrument using SIMION.50
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Electrons were velocity-mapped onto a separate position sensitive detector mounted opposite to

the ion detector. This comprised a pair of MCPs and a P20 phosphor screen. Electron images on the

phosphor screen were recorded with a CCD camera (PIKE F145B). Following background correction, the

2D projections of the electron momentum distributions were fully symmetrized (top/bottom/left/right),

corrected for ellipticity, and Abel-inverted to obtain time-resolved electron kinetic energy spectra.51

B. Recoil-Frame Covariance Analysis

Details of the covariance-mapping procedure have been provided in previous publications.28–31 Perform-

ing this analysis requires the data for each species of interest to be recorded for each experimental cycle,

in this case, using the PImMS sensor to record the ion image for each species for every laser pulse.

Applying recoil-frame covariance analysis to the ion-imaging data allows the investigation of channels

producing two or more cations. Covariance analysis is optimal for regimes such as FLASH1, where the

FEL operates at 10 Hz with each laser pulse producing significant quantities of ions (e.g. > 100). Con-

versely, lasers operating in the 1 kHz or faster regime generally produce better results under coincidence

conditions, in which fewer than one event is detected per laser pulse.

Briefly, the covariance between two variables A and B is defined as the product of their deviations

from their mean values:

cov(A,B) = 〈(A− 〈A〉)× (B − 〈B〉)〉 = 〈AB〉 − 〈A〉〈B〉 (1)

where 〈〉 indicates a mean. Here, A and B are the velocities of the two fragments of interest, and 〈AB〉

and 〈A〉〈B〉 are referred to as the ‘coincidence image’ and ‘false covariance image’, respectively. The

covariance of a two-dimensional ion image with another two-dimensional ion image produces a four-

dimensional covariance dataset; however, such a data set is generally difficult to interpret. In practice,

for each laser pulse, the signal for ion A is rotated relative to the reference ion B and summed into

the coincidence term. In the common case where more than one A or B ion associated with that laser

pulse is detected, the process is repeated for each B ion and a proportionate signal for A is added to the

covariance image. The false covariance image is constructed in a similar manner using the mean A and
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B ion images from the whole data set, i.e., 〈A〉 and 〈B〉. For each pixel in the 〈B〉 image that contains

signal, the 〈A〉 image is rotated to the reference direction, and a proportional amount of signal is added

to the false covariance image. Subtracting the false covariance image from the coincidence image yields

the covariance image. The covariance images shown in this study are referred to as ‘positive covariance

images’ where negative values have been set to 0 for clarity.

C. Fitting of the Delay Dependent Yields

The equations used to derive the PAHn+∗ relaxation lifetimes are given in Section S6 of the SI. Briefly,

the functions used to approximate the LKE electrons, PAH2+, and (1, 2) C3H
+
x ions consist of the

following components:

• A sigmoidal curve centered at t0. t0 is independently determined from the He(1s) photoelectron

line, described in more detail in Section S4 of the SI. The sigmoidal curves represent the change in

the signal due to the pump pulse altering the molecular charge state; for example, as demonstrated

in Figure 5, the yield of PAH2+ for the PAHs studied is always greater at a pump-probe delay

of -0.5 ps compared to +0.5 ps. Before t0, this is interpreted as the IR pulse primarily causing

internal excitation and the XUV pulse promoting the excited neutral PAH to PAH2+. After t0, the

XUV pulse interacts with the PAH first and can generate PAH2+. Following electronic relaxation

to the PAH2+ ground state, the IR pulse can induce dissociation causing the PAH2+ yield to be

depleted.

• A transient peak function representing electronic relaxation following excitation by the XUV-pump

pulse, probed by the IR pulse. Specifically, the XUV pulse is expected to initiate ionization and

electronic excitation, and the peak function accounts for the change in IR-probe yield as electronic

relaxation takes place. The maximum of this transient appears after t0.

• A transient peak function representing electronic relaxation following excitation by the IR-pump

pulse, probed by the XUV pulse. The IR pulse primarily creates electronically excited neutral

PAH molecules; electronic relaxation will change the effect of the XUV pulse. This maximum of

this transient appears before t0, and it is only used when fitting PAH2+.
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The model sampled two types of non-linear parameters: relaxation lifetimes of the intermediate

PAH species and cross-correlation time, which accounts for the finite duration of the pump and probe

pulses, the number of pump and probe photons involved in creating the observed product, and the

jitter between the pulses. The parameter distributions were obtained using Monte-Carlo sampling

of the likelihood function with the Metropolis algorithm.52 The sampling procedure also sampled the

determined uncertainty in t0, with the initial t0 value determined by analysis of the helium photoelectrons

(Section S4 in the SI).

D. Dissociation Energies Computations

For all three PAHs, structural optimizations on the ground electronic states of the neutral species

were performed. Based on these geometries, we calculated the vertical ionization potentials (VIP) and

estimated bounds for the dissociation energy corresponding to reactions of the types m0PAHq0+ →
m1(PAH-X)q1+ + m2Xq2+, where q and m are the charge and multiplicity of the species, X = H, C2H2,

C3H3, and C4H4, and (PAH-X) refers to a fragment where the moiety X has been removed from the

PAH. For this purpose, single point energy calculations of the PAHs, (PAH-X), and X fragments at the

geometries of the ground state optimized PAHs were performed. All calculations were performed at the

UKS-DFT/def2-TZVPP level using the ORCA 4.0 software53 with ωB9754 and M06-2x55 functionals.

The latter functionals have been shown to reproduce various properties of PAHs and aromatic allotropes

of carbon.56,57

E. Simulation of the Beyond-Born-Oppenheimer Internal Conversion

Trajectory surface hopping molecular dynamics (TSH-MD) simulations58 of FLU were done with the

SHARC software59–61 interfaced with Orca 4.53 All the simulations were performed with or based on

calculations at the PBE/def2-SV(P) level of theory.62,63 Excited states were calculated with TD-DFT

at the chosen level of theory using the Tamm-Dancoff approximation (TDA). To speed up the (TD-

)DFT calculations the resolution-of-identity (RI) approximation was used.64–66 Simulations of the FLU+

dynamics excited to the correlation bands were done using a linear vibronic coupling (LVC) model67

as implemented in SHARC.68 The initial conditions for trajectories were sampled from the Wigner
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distribution of the ground vibrational state. A full description of the procedure including the calculation

of the photoionization cross-sections is available in Section S8 of the SI.
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Kuleff, A.; Vrakking, M.; Kornilov, O. et al. Few-femtosecond passage of conical intersections in

the benzene cation. Nature communications 2017, 8, 1–7.

(19) Bazzi, S.; Welsch, R.; Vendrell, O.; Santra, R. Challenges in XUV photochemistry simulations:

A case study on ultrafast fragmentation dynamics of the benzene radical cation. The Journal of

Physical Chemistry A 2018, 122, 1004–1010.

(20) Curchod, B. F.; Mart́ınez, T. J. Ab initio nonadiabatic quantum molecular dynamics. Chemical

reviews 2018, 118, 3305–3336.
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(67) Köuppel, H.; Domcke, W.; Cederbaum, L. S. Advances in Chemical Physics ; John Wiley & Sons,

Ltd, 1984; pp 59–246.
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Absorption of x-ray photons by atomic inner shells of light-element organics and biomolecules often leads
to formation of dicationic electronic states and to molecular fragmentation. We investigated the x-ray-induced
dissociation landscape of a representative medium-sized organic molecule, thiophene, by femtosecond x-ray
pulses from the Super Photon Ring-8 GeV (SPring-8) Angstrom Compact Free-Electron Laser (SACLA). Holes,
created in the sulfur 2p orbital by photoemission, were filled by the Auger process that created dicationic
molecular states within a broad range of internal energies—a starting point particular to x-ray-induced dynamics.
The evolution of the ionized molecules was monitored by a pump-probe experiment using a near-infrared
(800 nm) laser pulse. Ion-ion coincidence and ion momentum analysis reveals enhanced yields of ionic fragments
from multibody breakup of the ring, attributed to additional ionization of the highly excited fraction of the
dicationic parent molecular states. The transient nature of the enhancement and its decay with about a 160-fs
time constant indicate formation of an open-ring parent geometry and the statistical survival time of the parent
species before the dissociation events. By probing specific Auger final states of transient, highly excited nature
by near-infrared light, we demonstrate how pump-probe signatures can be related to the key features in dynamics
during the early period of the x-ray-induced damage of organic molecules and biomolecules.

DOI: 10.1103/PhysRevResearch.3.013221

I. INTRODUCTION

Absorption of light by molecules leads to a rich variety
of photochemistry and photophysics. These processes can be
initiated by nonionizing absorption of ultraviolet (UV) light,
such as the ubiquitous and important π → π∗ transitions in
organic molecules [1,2], by valence ionization with vacuum
ultraviolet (VUV) radiation, or by deeper atomic inner-shell
ionization using x rays. The latter originate from either natural
or artificial sources as in medical imaging and radiother-
apy. When x rays interact with biomolecules and organic
molecules consisting mainly of light elements, they remove
electrons from the atomic inner shells. In a few femtoseconds,
the electronic structure transitions to a lower-energy state via a
radiationless Auger process, in which the inner-shell vacancy
is filled, another electron is emitted, and two outer-shell va-
cancies are created. The resulting doubly ionized molecules
most likely break up, releasing neutral and charged fragments

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

into the surroundings, spreading radiation damage. In this
paper, we focus on the early period following inner-shell
(core) ionization by x rays of the organic molecule thiophene.
This aromatic nine-atom molecule is in the size range of
the building blocks of large biomolecules and was chosen
for its feature-rich dissociation landscape representing diverse
molecular dynamics. Thiophene is also the basis of poly-
and oligothiophenes that are promising organic materials for
technological applications [3].

Fundamental interest in the early photoinduced dynamics
in small quantum systems arises since it largely defines the
dissociation landscape—the various fragmentation pathways
and the branching ratios between them. Theoretical treatment
of the evolution during the first tens and hundreds of femtosec-
onds following photoionization is challenging due to strongly
coupled and concurrent electron and nuclear dynamics in the
system [4,5]. Furthermore, the properties of dicationic states
and their dynamics, in which Coulomb repulsion and charge
separation play an important role [6], are very different from
the dynamics of cations, prevalently created by VUV and
extreme ultraviolet (XUV) absorption.

The emergence of short-pulse ionizing light sources such
as free-electron lasers (FELs) and high-order-harmonic gen-
eration (HHG) sources has revolutionized femtochemistry

2643-1564/2021/3(1)/013221(12) 013221-1 Published by the American Physical Society
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and related physics, allowing us to follow photodynamics
in real time [7]. Various pump-probe techniques combining
two light pulses with either the same or even vastly different
wavelengths provide glimpses into the evolution of quantum
systems ranging from single atoms to molecules and to clus-
ters of thousands of atoms [8–10]. A popular approach to
study ultrafast molecular dynamics is realized by ionizing the
valence or inner-valence orbitals by VUV or XUV light and
then probing the development of the cationic states by pulses
of longer wavelength such as near-infrared (NIR) light [11].
NIR radiation has been shown to successfully probe VUV-
or XUV-induced photodynamics, from the classic experiment
of the acetylene isomerization [11–14] to the much more
complex processes in thymidine [15]. In the x-ray regime,
experimentalists often take advantage of the extreme intensity
of the short FEL pulses, creating highly charged exotic states
by multiphoton absorption that undergo destructive Coulomb
explosions [16–19,19–24]—a dynamics again very different
from the evolution of a low-charge state. In contrast, in this pa-
per we used strongly attenuated short (60 fs), soft x-ray pulses
produced by a FEL to create a core-ionized state. We demon-
strate how the subsequent probing of the photodynamics by
NIR pulses reveals the early evolution of a much gentler but
at the same time much more common and practically relevant
event in organic molecules and biomolecules: single-photon
core ionization followed by Auger decay.

Time-resolved probing of the early period of the x-ray-
induced dissociation landscape allows us to address some key
factors defining the final dissociation landscape and test the
underlying assumptions in theoretical modeling of the photo-
dynamics. It can reveal, for example, whether the molecules
embark on a certain pathway immediately after the Auger
decay of the parent dicationic species, or have a certain “sur-
vival” time. With the increasing size of the system, answering
such questions by detailed mapping of the potential-energy
surfaces of the many states involved becomes infeasible.
However, simulation results of molecular dynamics of thio-
phene dications [25] suggest another description: The system
embarks on a chosen dissociation pathway once the inter-
ference of the many vibrational modes creates a favorable
local concentration of energy for bond breaking. Depending
on the average energy of the vibrational modes and the ini-
tial conditions such as the charge state, such an event could
occur with a significant delay. In time-resolved experiments
with highly charged small quantum systems, survival of the
intact system for any significant time is unlikely as a vio-
lent Coulomb explosion immediately follows the intense FEL
pulse. However, in a doubly charged system even with very
high excess internal energy—the most common starting point
of x-ray-induced molecular dynamics of organic molecules
and biomolecules—the parent survival time might be a very
significant factor in the formative period of the dissociation.

A characteristic feature of the early dynamics is the rapidly
changing electronic structure, the details of which are sen-
sitive to how the initial state is created. Auger decay can
leave the molecule in highly excited electronic states tens
of eV above the lowest dicationic level. Recent research in
biomolecular building-block molecules (in the size range of
thiophene) has found that electronic relaxation of excited
states through conical intersections is much more common

FIG. 1. Schematic of the experiment.

than once thought [13,15,26]. How quickly do such processes
happen, how do they affect the dissociation landscape, and
what are the implications for theoretical modeling of the
molecular dynamics? In a common approximation the elec-
tronic relaxation to the dicationic ground state is assumed
to be so fast that all electronic energy is converted to heat
that then drives the dynamics on the dicationic ground-state
potential-energy surface. However, if this energy conversion
happens on a timescale comparable to or even longer than the
time period in which the dissociation pathways are chosen, a
more rigorous theoretical treatment of excited electronic states
could be required.

Last but not least, this study introduces a novel approach
for obtaining experimental time-dependent information on the
very complex electron-nuclear dynamics of the very common-
place dicationic molecular states, created by x-ray absorption
after the initial Auger relaxation of the core hole. We em-
ploy the near-infrared laser probe pulse to follow up on the
x-ray ionization event. Such a probe would not be sensitive
to these Auger final states but for the recently discovered
(single photon) laser-enabled Auger decay (LEAD) effect
[27]. We demonstrate how the LEAD-activated NIR-probe
technique works and creates strong time-dependent signatures
of the state of the system—not only a medium-sized organic
molecule as in the present case but also a biosystem under-
going x-ray absorption and subsequent radiation damage in
radiotherapy, for example.

II. EXPERIMENTAL SETUP

The experiments were carried out at Beamline 1 [28] of
the Super Photon Ring-8 GeV (SPring-8) Angstrom Compact
Free-Electron Laser (SACLA) FEL facility [29] operating at
a repetition rate of 60 Hz, with the approval of the Japan Syn-
chrotron Radiation Research Institute (JASRI) (Proposal No.
2018B8014). The arrangement of the experiment is depicted
in Fig. 1. The sample [thiophene (� 98.0% purity), purchased
from Nacalai Tesque] was evaporated at room temperature
from liquid phase without further purification and introduced
into the focal spot of the FEL and NIR beams through a pulsed
valve.
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The duration of the FEL pulse was estimated to be about
60 fs. The photon energy of 180 eV was selected as the
third harmonic of the undulator radiation, tuned to the max-
imum cross section of the sulfur 2p photoabsorption. The
first harmonic was removed by a 0.1-μm Sn filter with a
0.016% transmission at 60 eV and about 4400-times-higher
transmission at 180 eV. The fraction of the total FEL-pulse
energy that contained the third harmonic is 0.15–0.6%. The
removal of the first harmonic thus greatly reduced the pulse in-
tensity, bringing the experiment to the intended single-photon
inner-shell absorption regime. The 800-nm NIR pulses were
generated by a Ti:sapphire laser and arrived at the interaction
point with an adjustable time delay (positive or negative)
relative to the arrival of the FEL pulse. The pulse duration
of the NIR laser was about 30 fs [30], the chosen attenuated
pulse energy was 150 μJ (FWHM), and the power density
in the waist of the beam was about 6 × 1013 W/cm2. The
NIR-pulse intensity for this experiment was chosen to mini-
mize direct multiphoton ionization of the thiophene molecules
by NIR radiation only, while maintaining a sufficient cross
section for the NIR pulses to interact with the FEL-ionized
target.

The beamline is equipped with a cross-correlation pulse
arrival time monitor [30]. Recording the measured FEL-to-
NIR delays for each pump-probe pulse allows us to take into
account the timing jitter and improve the instrumental delay-
time resolution by removing the jitter component, which in
the present experiment had a standard deviation of 55 fs. The
narrowest recorded broadening was w = 35(7) fs at the rising
edge of Xe2+ (from Xe clusters) yield, fitted by Eq. (3).

Positive ions were detected by a multicoincidence
momentum-imaging ion time-of-flight (TOF) spectrometer
equipped with a Roentdek HEX120 position-sensitive ion de-
tector [31]. Multiple ions could be detected per pump-probe
event, and for each ion, its TOF and the hit coordinates on the
120-mm-diameter detector were recorded. From these vari-
ables, the mass-to-charge values of the ions as well as their
momentum vectors were derived.

III. RESULTS

A. Dissociation landscape of the thiophene dication after core
ionization

Before presenting our experimental findings and their in-
terpretation in light of the above questions, we review briefly
the dissociation landscape of thiophene dications and the pre-
dictions of theoretical simulations.

Interleaved with time-resolved measurements, the disso-
ciation products of the thiophene dication were recorded in
a single-pulse “FEL-only” experiment at a photon energy of
180 eV. The raw data consist of fragment ion TOF values and
reconstructed momentum vectors for all ions, collected for
each FEL pulse. The FEL-only experiment provided reference
values for the analysis of pump-probe data.

A schematic representation of the electron and nuclear
dynamics is presented in Fig. 2. In the absence of the second,
NIR pulse, the molecule evolves mostly along the various
dicationic potential-energy surfaces guiding it to any of the
possible dissociation pathways.

FIG. 2. Schematic depiction of the processes involved in the x-
ray-pump–NIR-probe experiment of thiophene following S 2p core
ionization. The x-ray-induced transitions and evolution of the system
on the dicationic (M2+) potential-energy surfaces are marked in
yellow, while the absorption of the NIR radiation lifting the dynamics
onto the (M3+) surfaces is shown in red. The evolution of molecular
geometry is shown at a few points in time. The actual number of the
surfaces is much larger than the few sketched.

The FEL-only measurement can be summarized in the
form of a two-dimensional histogram, the photoion-photoion
coincidence (PIPICO) map as shown in Fig. 3, plotting all
possible ion pairs that can be formed from the ions per each

FIG. 3. Photoion-photoion coincidence (PIPICO) map of the
dissociation of the thiophene dication following the S 2p core ioniza-
tion. The time-of-flight ranges of ionic species are indicated by the
row and column of labels near the corresponding axis. The regions
surrounded by the red line indicate the ion pairs for which strong
pump-probe effects were observed. The region within the dashed
blue line covers the two-body processes.

013221-3

211



E. KUKK et al. PHYSICAL REVIEW RESEARCH 3, 013221 (2021)

FEL pulse against their flight times. The false-color scale
represents the counts of ion pairs, and the islands appearing in
the PIPICO map represent the various dissociation pathways.
Thus the full PIPICO map is an experimental representation
of the dissociation landscape of the thiophene dication. In
constructing the PIPICO map of Fig. 3, the contribution from
false coincidences (ion pairs formed by ions from different
parent molecules) was subtracted. The ion TOFs depend not
only on the ions’ mass-to-charge ratio but also on the kinetic-
energy release (KER) in the dissociation process. Ion pairs
with significant KER form patterns with negative slopes in
the PIPICO map due to the momentum correlation between
the two ions; such patterns are a reliable indication of true
coincidence events. Some patterns, (O+, O+), (H+, O+), and
(H+, OH+), are due to residual water or molecular oxygen
ionization. All ions contributing to Fig. 3 are singly charged,
except a weak pattern at around (TOF1 ≈ 4300, TOF2 ≈
5600), where the first ion is C3H2+

3 .
Figure 3 shows a very feature-rich dissociation landscape.

For classification purposes, we will use the terms two-body
and multibody dissociation, referring to the number of C- and
S-containing ring fragments that are produced. The emission
of hydrogen atoms or protons is referred to as H loss, and it
can accompany both the two-body and multibody processes
or occur from a stable parent dication.

The intense, narrow patterns surrounded by the dashed blue
line are due to two-body fragmentation, often accompanied by
H loss and/or migration (creating the narrow stripes within the
patterns). The central region of the PIPICO map encircled by
the red line shows a number of more diffuse patterns that are
due to a multibody fragmentation, also frequently accompa-
nied by H loss or migration, such as

C4SH2+
4 → C2H0,+

n + SH0,+
m + C2H0,+

p + kH0,+,

C4SH2+
4 → C3H0,+

n + SH0,+
m + CH0,+

p + kH0,+,

k = 4 − n − m − p.

(1)

All combinations of the localization of the two positive
charges on the right side of (1) are observable in Fig. 3. Ion
pairs involving an ejected proton correspond to the encircled
steeply sloped patterns on the left-hand side of the PIPICO
map.

B. Initial stages of dissociation as predicted by theory

Although prior experiments [25,32] could not follow the
early dynamics in the thiophene molecular dication, it could
be investigated by theoretical self-consistent charge-density-
functional tight-binding (SCC-DFTB) simulations, where the
internal energy of the molecular dication was in the form of
heat (the vibrational motion of atoms). In Ref. [25], a total
of 12 000 dissociation trajectories were simulated for internal
energies ranging from 5.2 to 27 eV, and the individual trajec-
tories at each temperature point were obtained by randomly
varying the initial atomic velocity vectors at a set total kinetic
energy.

Let us concentrate on the features of the simulations in the
first few hundred femtoseconds. The calculations showed that
fragmentation is almost universally preceded by a very fast
opening of the ring and the formation of a transient linear

FIG. 4. Population of the transient linear geometry of the parent
dication during molecular dynamics according to the SCC-DFTB
simulations shown as a function of time and dependent on the in-
ternal energy of the molecule. Red curves mark the times of reaching
the half-maximum population.

geometry of the parent dication. The location of the open-
ing bond along the ring varies, with the highest (54–66%)
probability for the C-S bond to open. Once the ring opens,
two-body or multibody fragmentation follows. Two example
animations of such trajectories are given in the Supplemental
Material [33]. The ring opening and fragmentation are often
accompanied by H loss or migration.

Figure 4 shows how the transient linear geometry is created
by ring opening and then depleted by dissociation, from a sta-
tistical analysis of 500 trajectories simulated for each internal
vibrational energy value. Figure 4 thus represents the birth
and survival of the transient geometry in the parent molecular
dication. We can see a strong dependency of the relevant time
constants (red curves) on the internal energy. In the present
experiment, large internal energies of over ≈ 40 eV in the
molecular dication arise from populating highly excited final
states in the course of the Auger decay [25,32].

In general, the SCC-DFTB simulations [25] match well
with the observed dissociation landscape. The strongest in-
dividual dissociation pathway in both is

C4SH2+
4 → CSH+ + C3H+

3 . (2)

The simulations predict all the observed two-body pathways
(surrounded by dashed blue line area in Fig. 3) and also the
numerous multibody fragmentation pathways, corresponding
to the regions encircled by red lines in Fig. 3 (see also the
animations in the Supplemental Material Ref. [33]) and single
or multiple H-loss events. Only two-body events occur at the
internal energies below 12 eV, while the multibody events
become significant at higher energies.
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FIG. 5. (a) Measured ion-pair yield (CSH+, C3H+
3 ) from the

strongest two-body pathway and (b) multibody fragmentation ion-
pair yield (S+, C2H+

n ), per 1000 pump-probe events. (c) Total
multibody ion-pair yield from the areas encircled by the red lines
in Fig. 3. Dashed lines are the yield values from a FEL-only mea-
surement, and the blue curves are fits of the model function of (3) to
the data. The shaded area in (c) shows the internal-energy-averaged
population of the transient linear geometry from the SCC-DFTB
simulations, convoluted by the temporal instrument function. Data
error bars are based on Poisson statistics of ion-pair counting.

C. Time-dependent effects of adding the NIR probe

We begin the quantitative analysis of the structures already
seen in the PIPICO map (Fig. 3) as ion-pair yields, adding the
dimension of time delay between the FEL and the NIR pulses
(the “NIR delay”; Fig. 5). In the experiment, the arrival time
of the NIR pulse was scanned continuously across the FEL
pulse, so that it in fact became the pump pulse at the negative
delay values and the probe pulse at the positive ones. The data
points of the yield curves in Fig. 5 were obtained by counting
specific types of ion pairs formed in the pump-probe events.

The dashed lines indicate the ion-pair yields in the reference
FEL-only measurement.

Figure 5(a) shows the ion-pair yield in the strongest
individual two-body dissociation pathway (2), where one can
see a clear drop of about 20% starting from a NIR delay of
≈ 110 fs. The effect is mostly transient with a slow recovery
time of several hundred femtoseconds. From all two-body
pathways seen in Fig. 3, only this pathway (2) shows statis-
tically significant NIR-induced effects; overall the two-body
processes are affected very little (see Appendix). Analyzing
the yields of individual ions in this pathway narrows the effect
down further as the depletion of the C3H+

3 ion yield, while
the SCH+ population remains unaffected by NIR.

Figure 5(b) is an example of ion-pair yield (CH+
n ,

S+) from a multibody pathway C4SH2+
4 → C2H+

n + S+ +
C2H4−n. Here, a dramatically different behavior is seen: The
yield more than doubles immediately when the NIR pulse
arrives together with or after the FEL pulse. This strong
transient enhancement is more short-lived than the negative
effect in the two-body channel. Similar behavior, although
of varying strength, is exhibited by all individual multibody
ion-pair yields (see Appendix), and so we summarize our
main experimental finding as a single curve in Fig. 5(c). It
shows the multibody events corresponding to the ion pairs
from the regions encircled by red in the PIPICO map in Fig. 3.
Comparing the total multibody ion-pair yield [Fig. 5(c)] in the
pump-probe experiment with the FEL-only yield confirms that
an early NIR pulse (negative NIR delay) has no statistically
significant effect. In the FEL-pump–NIR-probe region, one
can identify a persistent component and a transient component
of the enhancement. The ion, ion-pair, and ion-triplet yield
curves were fitted using the following model function:

Y (t ) = Y0 + Aperf
( t − t0

w

)
+ At exp

( −(t − tg)2

(w + wt>tg )2

)
, (3)

where the broadening parameter w of the error function also
defines the left-hand-side width of the asymmetric Gaussian.
The half-maximum position of the Gaussian is aligned with
the zero crossing of the error function by the term tg = t0 +√

ln 2w, creating a common rising edge, and the right-hand-
side width of the Gaussian is modified by the additional broad-
ening wt>tg . The intensity parameters are Y0, Ap, and At . The
FEL-delay scale was calibrated by the rising-edge position
obtained from the fit of Fig. 5(c) (zeroing the model parameter
t0). All yield curves in Fig. 5 (see also additional yield curves
in the Supplemental Material Ref. [33]) are given on this delay
scale, regardless of their own fitted edge positions t0 (see Ta-
ble I). Using the Xe2+ yields from reference measurements for
the delay scale calibration according to Ref. [34] is compatible
with the above procedure within ±20 fs. Additional ion pair
and triplet yields are given in the Appendix.

The blue curves in Fig. 5 show the fit of a model function
representing both the persistent (error function) and the tran-
sient (asymmetric Gaussian) effects. The time constants from
the fits of the multibody ion-pair yields in Fig. 5(b) and others
are given in Table I.

From the fit of the ion-pair yield in Fig. 5(a), the NIR
effect on the two-body process is delayed by 106(15) fs, but
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TABLE I. Edge positions and the edge and decay widths (in
femtoseconds) of the transient NIR enhancements from least-squares
fitting of ion-pair yields. Time delay t0 = 0 is defined as the edge
position in the fit of the combined multibody ion yield. The width
parameters are according to Eq. (3) (wedge = w and wdecay = w +
wt>tg).

Pair t0 wedge wdecay

Multibody yields
CHn, CHn −7(15) 63(35) 222(91)
CHn, C2Hn −8(7) 44(17) 214(43)
CHn, S 11(7) 60(16) 173(36)
CHn, C3Hn 9(10) 27(33) 241(78)
C2Hn, S 9(9) 71(21) 128(44)
S, C3Hn −21(18) 105(37) 80(78)
Hn, CHn 10(6) 81(14) 145(31)
Hn, C2Hn −24(13) 85(31) 190(71)
Hn, S 8(7) 69(15) 104(31)
Hn, C3Hn −11(12) 12(134) 198(253)
Combined 0.0(2.2) 66(5) 158(12)

Two-body yield
CSH, C3H3 106(11) 42(30) 455(98)

then the falling-edge width of 42(30) fs can be fully ascribed
to the temporal instrument function. The transient depletion
partly recovers with the width of 455(100) fs. From the total
multibody ion-pair yield in Fig. 5(c), we obtain a transient
enhancement of 55% over the FEL-only level and a persistent
enhancement of 13%. The broadening of the rising edge is
66(5) fs, and the decay width is 158(12) fs.

Comparing the pump-probe effects in the curves in
Figs. 5(a) and 5(c), the first observation to make is that
both the transient and persistent enhancements in the total
multibody yields are much stronger than the decrease in the
two-body yield. If the NIR effect were mainly enhanced
dissociation due to the increase in the internal energy by
nonionizing absorption, it would transfer intensity from the
two-body yield to multibody yield, with mirroring behavior.
This is not observed, leading to the conclusion that the NIR
effect is primarily ionizing, transferring the post-Auger sys-
tem evolving along any of the M2+ potential-energy surfaces
(Fig. 2) to the M3+ surfaces. The primary consequence of this
is the increased number of ionized multibody fragments pro-
duced (at the expense of the neutral fragments in multibody
processes), leading to a higher count of all possible multibody
ion pairs. In the experiment, total ion-pair count from multi-
body processes increased by as much as 70% [Fig. 5(c)].

With the transient enhancements in ion-pair yields due to
additional NIR ionization of the dicationic transient geometry,
we expect changes also in the multibody kinematics, since
an additional charged fragment would increase the momenta
of individual ions in dissociation. The clearest experimental
momentum data were obtained by investigating the S+ ion,
since it shows transient enhancements in all channels in which
it appears and is accompanied by only a very low contribution
of SH+ ions, making its momentum determination the most
accurate among the multibody fragments.

FIG. 6. Top: momentum distribution of S+ ions as a function of
the NIR delay, after subtracting the averaged NIR-early momentum
distribution (NIR delay < −300 fs). The color scale is set relative
to the peak value of the distribution function over the shown range
of ion momenta and pulse delays. Bottom: momentum distribution
of the S+ ions in the transient (between the red lines in the top
panel) and off-transient regions of the NIR delay. Dots with a fitted
Gaussian function are the difference of the two curves. The ion
kinetic energies corresponding to the peak maxima are marked.

The top panel of Fig. 6 is a two-dimensional histogram of
the momenta of all the S+ ions detected in the pump-probe
measurement, binned according to the NIR delays of the
pump-probe events producing them. The histogram is given
as a difference from the NIR-pump–FEL-probe momentum
distribution, by subtracting the distribution curve of the S+
ions produced in the events where the NIR pulse arrives more
than 300 fs before the FEL pulse. It is clearly seen that the ions
from the NIR enhancement fall into a well-defined momentum
range around 140 a.u., with a time profile of the transient
enhancement region.

The bottom panel of Fig. 6 shows the S+ ion’s momentum
distributions within and outside the transient NIR-delay range
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FIG. 7. Momentum distribution of S+ ions in various NIR-delay
ranges and in the FEL-only measurement (black line). The range of
the transient effects was set to the 20-to-190 fs FEL-NIR-pulse delay
(red curve) and also the pre-transient (cyan curve), after-transient
(dashed pink) and long FEL-delay (dashed yellow) ranges are shown.

and Fig. 7 gives a more detailed breakdown of the dependency
of the momentum distribution on the pump-probe delay. Both
momentum distribution curves in Fig. 6 show a first maximum
corresponding to very small kinetic energy which is attributed
to the residual O+

2 contamination or a small amount of S+
fragments from direct valence ionization. The main maximum
corresponds to 2.8-eV kinetic energy, while the ions from
the transient enhancement have an average of 4.5-eV kinetic
energy.

Ion triplet yields provide even more dissociation-channel-
specific information on multi-body fragmentation events, but
suffer from lower statistics than the ion-pair yields.

We confirmed the assignment of the two maxima to
the two- and three-ion pathways by a simple point-charge
Coulomb explosion model [24,35], starting from the linear
transient geometry and using the centers of mass of the
fragments as starting coordinates. In a three-body concerted
dicationic dissociation where, in addition to S+, only one
C2H2 fragment obtains charge, the S+ ion receives either
1.34 or 2.22 eV of kinetic energy. If one considers also the
possibility of a two-step process, first releasing the S+ ions by
C4SH2+

4 → S+ + C4H+
4 , then S+ obtains 2.35 eV of energy.

In a concerted dissociation of a triply charged system with S+
and two C2H+

2 ions, S+ receives 4.19 eV of kinetic energy
(4.46 eV in the case of a two-step process C4SH2+

4 → S+ +
C4H2+

4 ). These guideline values support our interpretation of
the transient enhancement as due to quite a different process
from the prevalent dicationic dissociation, namely, the more
energetic breakup of a triply charged system.

IV. DISCUSSION

A. Probing the early dynamics

At the starting point of molecular dynamics, the Auger
decay populates numerous dicationic potential-energy sur-

faces (PESs), two of which are shown schematically in
Fig. 2, up to about 40 eV above the double-ionization
potential (DIP) [25]. Some of these states lie above the
triple-ionization potential (TIP) and can therefore decay fur-
ther onto the triply ionized PESs, leading to triple ion
coincidences observable already in the FEL-only experi-
ment (see Appendix for the ion-triplet yields). Consistently,
the momentum distribution of the S+ ions (Fig. 6, blue
curve) has a tail in the region corresponding to the
triply ionized dissociation even without the NIR-induced
enhancement.

We concluded that the NIR probe facilitates the transfer of
the system to the triply ionized PESs. First, we calculated the
ionization potentials along one chosen dissociation trajectory
from the SCC-DFTB simulations. The calculated TIP lies
above the DIP by 23.3, 19.9, or 17.4 eV in the ground-state,
open-linear, and dissociated (with the S, C2H2, and C2H2

fragments) geometries, respectively. (The edges of the bottom
M2+ and the M3+ surfaces in Fig. 2 are from this calculation.)
This energy is too high for efficient NIR ionization from M2+
to M3+ PESs. In the basic picture, Auger decay replaces the
inner-shell vacancy with two vacancies in the outer- or inner-
valence molecular orbitals. Such a description of the Auger
final states has been shown to be rather simplified, however,
since due to the correlated motion of all valence electrons,
an electron can transfer to an initially empty, Rydberg-like
orbital [36]. These excited electrons have smaller binding
energies than valence electrons, more easily overcome by the
absorption of one or a few NIR photons. The combination of
high-energy Auger final states and the presence of excited
electrons due to electron correlation creates a suitable en-
vironment for efficient NIR ionization, such as observed in
the laser-enabled Auger decay (LEAD) process [27,36,37].
It is worth emphasizing the key point of the NIR probing
of the particular electron-correlated dicationic states involv-
ing an excited electron. The NIR probe acting on the pure
two-hole states (in valence and inner-valence orbitals) would,
consistent with the present experimental results, be quite in-
sensitive to such a system, and the FEL-NIR pump-probe
approach would not be a suitable one to study the dynamics
in dicationic states that are prevalent after x-ray absorption in
organic molecules and biomolecules. However, the electron
correlation of the two-hole states with the states involving
an excited Rydberg electron (three-hole, one-excited-electron
states) makes the NIR probe sensitive to the dicationic
states.

Such an environment arises very shortly after the core
ionization, following the core-hole lifetime of a few fem-
toseconds, and creates the observed fast-rising edge of the
transient NIR effects. The next questions are, What changes
in the evolving systems cause these effects to fade, and what
transient properties do we actually probe?

Let us first look at the early evolution of the molecular
geometry. Figure 4 showed the population of the transient
geometry of the parent dication as a function of time and
internal energy, from the SCC-DFTB simulations. In Fig. 5(c),
it is compared with the experimental total multibody ion-pair
yield, after calculating a weighted average over the Auger
final-state energies according to their theoretical density of
states in the Auger spectrum [25]. The Auger final states
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with less than 10 eV (10 000 K) internal energy were ex-
cluded, since the likelihood of NIR-induced third ionization
from these states should be negligible. This particular cutoff
energy was also chosen since neither the simulated trajecto-
ries nor the electron-energy-resolved experiment [25] show
any multibody fragmentation channels below that energy. As
the comparison shows, the temporal behavior of the transient
linear parent geometry is quantitatively well matched with the
NIR enhancement.

Turning to the changes in the electronic structure, one rec-
ognizes that the relaxation of the high-energy dicationic states
towards the lowest-energy state can take place over time. This
internal conversion transfers energy from electrons to the
nuclear motion and is a fundamental mechanism of energy
dissipation in organic molecules [2,38,39]. As the energy is
transferred from the electronic to the nuclear subsystem, the
initially excited dicationic electronic states are depleted, and
the NIR-ionization probability by LEAD decreases accord-
ingly. The internal conversion is not a process easily modeled
and can occur in different systems over a broad time range
[40]. Our observation of the decay width of the transient
enhancement, about 160 fs, sets the lower limit to the internal-
conversion time constant.

It is of interest to consider briefly the relevant findings in
other studies, although their different photoexcitation condi-
tions (involving valence rather than the inner electron shells)
do not allow for a direct comparison. Photoinduced thiophene
ring opening has been observed following neutral excitations
from the ground state to the S1 state by Weinkauf et al.
[1], who determined in a UV pump-probe experiment a time
constant of 80 fs, associated with the ring opening by the
cleavage of the C-S bond (the prevalent cleavage site in our
simulations also [25]). A subsequent theoretical study of the
S1 excited state in thiophene found that the subsequent dynam-
ics of the open-ring structures is characterized by the interplay
of internal conversion and intersystem crossing [41]. Other
femtosecond pump-probe studies in the XUV energy range
have drawn inferences about the timescale of the internal
conversion in a dissociating molecular system. In a study by
Månsson et al. [15], the authors observed transient effects in
cationic states of thymidine. Their decay time constants of
less than 200 fs were interpreted as due to rapid decay via
nonadiabatic coupling between electronic states. In another
study of the radiosensitizer molecule 5-fluorouracil, both fast
nonadiabatic-relaxation (30 fs) and slow (2.3 ps) internal-
conversion timescales were proposed as creating the transient
pump-probe effects [42].

B. Probing the late dynamics

In the FEL-pump–late-NIR-probe region beyond the tran-
sient structures we observe weak persistent enhancements
over the FEL-only baseline in multibody ion-pair yields, such
as the plateau beyond ≈ 400-fs delay in Fig. 5(c). The plateau
continues to much longer FEL-NIR delays (was observed
even at 5 ps) and therefore must be related to the interaction of
the NIR pulse with the fragment species, produced by the FEL
ionization. The most likely persistent NIR contribution to the
multibody ion-pair yields comes from the ionization of neutral

fragments, such as C1–3H1–4. The ionization energies of the
neutral fragments are comparable to or even lower (starting
from 6.6 eV for the cyclopropenyl radical C3H3 [43]) than
that of neutral thiophene, which is weakly ionized by the
NIR pulse. Fundamentally, the persistent and transient NIR
interactions are similar, but the former occurs in a nonevolv-
ing environment of stable neutral fragment species likely as
multiphoton ionization.

The ion momentum distributions are also useful in
probing the late dynamics. The S+ ions showed a clear
triple-ionization high-momentum transient enhancement. In
contrast, the momentum distributions in the late persistent
enhancement region are identical in shape to the pretran-
sient region and also to the FEL-only distribution (more
detailed ion momentum curves are given in the Appendix).
The persistent component is seen as a slight increase in the
ions with momenta corresponding to the doubly charged pro-
cess. Although the NIR pulse eventually releases the third
charge, the neutral fragments are ionized at larger separa-
tions where its Coulomb interaction with the two initially
charged fragments is much weaker. Since the fragment sep-
aration at the time of the arrival of the NIR pulse is delay
dependent, shorter pump-probe delays close to the transient
region should give a larger change in the momenta of ions,
and at long delays the change becomes negligible. Some
tentative indications of such delay dependency of the momen-
tum of the persistent enhancement are seen in the top panel
of Fig. 6.

Lastly, we note that the NIR-probe effect on two-body
channels can only be depletive. Generally, the two-body path-
ways are affected very little in our experiment. This is readily
understood since the NIR pulse requires highly excited dica-
tionic states for efficient ionization (depleting the two-body
channels) but the two-body pathways are primarily associated
with the low-energy dicationic states. The only two-body pro-
cess exhibiting the NIR effects [Fig. 5(a)] exhibits a delayed
onset of the transient NIR effect. The ≈ 100-fs delay is well
in line with the fragment separation time in the two-body pro-
cess (2): A point-charge calculation using the center-of-mass
positions of the two fragments in the ground-state geometry
of thiophene as a starting point showed that in 100 fs their
separation increases from 1.9 to 6.4 Å—a reasonable distance
to describe a fragmented system. The slow decay time of
about 500 fs of the depleting NIR effect likely represents
the timescale of the internal conversion of electronic energy
within the C3H+

3 fragment and/or geometry relaxation, slowly
reducing the NIR pulse’s ability to interact with it.

V. SUMMARY

We have demonstrated how the FEL-NIR pump-probe
experiments shed light on the early period of the x-ray-
induced molecular dissociation of organic molecules and can
be suitable also for larger biomolecules. We suggest that
the NIR enhancement is linked to the creation of highly
excited electronic states by the Auger decay of the core-
ionized molecules, as a particular feature of x-ray ionization.
These excited states likely involve electrons promoted to
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Rydberg-type orbitals, allowing the NIR probe to interact effi-
ciently. However, this interaction is transient since the highly
excited states are continually depleted by internal conversion,
transferring energy to vibrational motion. Exactly how the
electronic structure changes and accommodates to the chang-
ing geometry has a direct bearing on the ability of the NIR
probe to interact with the system.

The observations on our sample system, thiophene, in com-
bination with theoretical modeling led us to conclude that
the cyclic parent thiophene dication quickly opens up into a
linear geometry, which then dissociates. Calculations suggest
that the dissociation has a certain latency, since that linear
geometry can occasionally survive for tens, even hundreds, of
femtoseconds, even at high internal energies. We suggest that
it is this open-ring parent geometry that ibeing probed and
that the time structure of the transient NIR-induced enhance-
ments reflects the statistical survival probability (lifetime) of
this transient geometry. Eventually, the NIR effect fades into
much weaker, persistent interaction with the stable fragment
species. Perhaps surprisingly, our study also leads to the con-
clusion that the decay of the energetic electronic states by
internal conversion is slow enough, over ≈ 160 fs, to allow
for significant concurrent nuclear dynamics.

The prominence of electronic relaxation and geometry
changes in the early photodynamics underscores the im-
portance of nonadiabatic couplings in this period. Both the
survival of the parent dication even at strongly unfavor-
able conditions and the redistribution of the internal energy
over time are properties that have relevance well beyond the
technicalities of pump-probe experiments. The first might sig-
nificantly affect the final extent and nature of the radiation
damage as fragments are released over time by the primary
and secondary (electron and fragment collisions) ionizations.
The second affects our ability to accurately model the disso-
ciation landscape in larger quantum systems.

New time-resolved experimental opportunities offered by
the FEL facilities with very high pulse repetition rates will
certainly reveal new details of the formative periods of the
photodissociation landscapes of molecules. Here, we demon-
strated how, in the FEL-NIR pump-probe scheme, the NIR
probe becomes sensitive to transient excited dicationic states
of the molecule, created by the Auger relaxation of core-
hole states. We showed the feasibility of this experimental
approach in the example of a medium-sized organic molecule.
This technique would likely also be beneficial, for example, in
time-tracing the early evolution of x-ray radiation damage in
the molecular building blocks of much larger biomolecules.

Using pump-probe schemes such as the one in this paper
and adding selectivity to the internal energy by also recording
the Auger electrons’ energies will help in investigating the
parent molecule’s survival times and the fast energy conver-
sions following the ionization event.
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APPENDIX: ION-PAIR AND ION-TRIPLET YIELDS

In this appendix, further details on the ion-pair and ion-
triplet yields as a function of time are presented. Firstly, Fig. 8
shows the total ion-pair yield from all detected two-body
dissociation channels.

Figure 9 gives ion-pair yields from eight observed strong
multibody dissociation channels within the circled regions of
Fig. 3.

Ion-triplet yields provide even more dissociation-channel-
specific information on multibody fragmentation events but
suffer from lower statistics than the ion-pair yields. Some
examples are shown in Fig. 10.

FIG. 8. Combined ion-pair yield of all two-body channels, as a
function of NIR-delay. Dashed line is the yield value from a FEL-
only measurement.
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FIG. 9. Ion-pair yields of multi-body fragmentation events, as a
function of NIR-delay. Dashed lines are yield values from a FEL-
only measurement.

FIG. 10. Ion triplet yields of some prominent multi-body chan-
nels, as a function of NIR-delays. Dashed lines are the yield values
from a FEL-only measurement.
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Abstract: We perform wavefront measurements of high-order harmonics using an extreme-
ultraviolet (XUV) Hartmann sensor and study how their spatial properties vary with different
generation parameters, such as pressure in the nonlinear medium, fundamental pulse energy and
duration as well as beam size. In some conditions, excellent wavefront quality (up to λ/11) was
obtained. The high throughput of the intense XUV beamline at the Lund Laser Centre allows us
to perform single-shot measurements of both the full harmonic beam generated in argon and
individual harmonics selected by multilayer mirrors. We theoretically analyze the relationship
between the spatial properties of the fundamental and those of the generated high-order harmonics,
thus gaining insight into the fundamental mechanisms involved in high-order harmonic generation
(HHG).

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

High-order harmonic generation (HHG) in gases [1, 2] is a highly nonlinear process which
provides spatially and temporally coherent ultrashort pulses [3, 4] in the extreme ultraviolet
(XUV) and X-ray domains [5–7]. HHG has applications in many research fields, such as nonlinear
XUV optics [8], attosecond physics [9, 10], XUV spectroscopy [11], and plasma physics [12, 13].

Generating high-order harmonic beams with high spatial quality is of crucial importance for
applications like imaging [14], holography [15], or as a seed of a plasma amplifier [16] or a
free-electron laser [17]. Good spatial quality also allows for tighter focusing [18–21], leading to
higher intensities, important for experiments involving nonlinear phenomena, such as two-photon
ionization of gases [22, 23]. The study of harmonic wavefronts can lead to better knowledge of
the physical process of HHG, and suggest new ways of optimizing the resulting XUV beams in
terms of power and spatial quality.

One of the first experiments performed to study the wavefronts of high-order harmonics made
use of the technique of point diffraction interferometry [24] with, however, limited precision in the
wavefront measurements. Furthermore, only the defocus was characterized, without measuring
other aberrations such as astigmatism or coma. Other similar techniques include lateral shearing
interferometry [25] and slit diffraction, also called spectral wavefront optical reconstruction by
diffraction (SWORD) [26,27]. The latter involves measuring the radiation diffracted from a slit
scanned in front of a spectrometer, thus measuring the wavefronts and intensity profiles along
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one direction for all harmonic orders simultaneously. This method is well suited for sources
where rotational symmetry can be assumed, which is not the case in the present work. Complete
two-dimensional measurements of the wavefront can be achieved by rotating the measurement
setup by 90◦. In either case, this technique always requires many laser shots per measurement.
XUV Hartmann wavefront sensors (WFS), while lacking the spectral resolution found in

SWORD, provide high accuracy and allow for the measurement of the two-dimensional wavefront
and intensity profile of a light pulse simultaneously [28]. Previousmeasurements of the wavefronts
of high-order harmonics with this method use multiple shots [29, 30], required for HHG with
infrared (IR) lasers with pulse energies in the few mJ range, repetition rates of the order of kHz,
and short focal lengths. Thousands of shots are typically needed to be accumulated in order to
record usable wavefront and intensity maps, thus providing only averages and no information on
shot-to-shot stability. Hartmann sensors have, however, the potential for single-shot acquisitions
provided that the measured pulse carries enough energy.
In HHG, a spectrum of several odd-order harmonics of the fundamental is obtained, corre-

sponding in the time domain to an attosecond pulse train (APT). Depending on the application, it
is interesting to measure the wavefront of the APT or of the individual harmonic components. The
latter measurements require separation or selection of the harmonics, e.g. with multilayer mirrors,
or the use of spectrally-resolved techniques such as SWORD or the Hartmann sensor-based
method developed in [31]. Full beam APT wavefront measurements are useful to optimize and
characterize the focus of attosecond pulses [21].

In this paper, we report the results of an experiment carried out at the intense XUV beamline
at the Lund Laser Centre, with the main goal of investigating how the harmonic wavefront relates
to the spatial properties of the driving IR beam. Another goal was to study in detail how it varies
depending on the generation parameters, such as pressure of the nonlinear medium, diameter of
the fundamental beam, and its pulse energy and duration. This is, to the best of our knowledge,
the first systematic study of the effects these parameters have on the wavefronts of APTs based
on single-shot measurements. Such measurements were made possible by the high throughput
of this beamline, and provide useful information about the shot-to-shot variations of the XUV
wavefronts. Additionally, we used multilayer mirrors to measure how the spatial properties
change with the harmonic order. The obtained data can thus give insight on the fundamental
mechanisms involved in HHG. We then present a new theoretical model of the wavefront transfer
from the fundamental pulse to the harmonics, as well as numerical simulations based on it
to explain the data from the experiment. Lastly, we use a deformable mirror (DM) on the IR
beampath to modify the wavefront of the driving beam, and we studied its influence on the
harmonic wavefronts. We found that using it led to significant improvement of the spatial quality
of the high-order harmonics as well as the conversion efficiency.

2. Experimental setup

The setup used in this experiment is shown in Fig. 1(a). The Ti:Sapphire laser emits linearly
polarized 40-fs pulses of 800-nm wavelength, at a repetition rate of 10 Hz. The high-order
harmonics are generated in loose focusing geometry to optimize the conversion efficiency [32],
by using a lens with a focal length of 8.7 m, and a 6-cm-long cylindrical gas cell filled with argon.
The IR beam, which has a 1/e2 diameter of 35 mm, can be apertured by an iris placed before
the lens. Between this iris and the lens there is a DM used at normal incidence. It contains 32
actuators which can modify the IR wavefront aberrations as well as its curvature. The DM was
not used for the measurements reported in sections 3 and 4.
After the cell, the harmonic and IR beams propagate towards a fused silica plate, set at a

grazing angle of 10◦. The plate reflects XUV radiation (R = 50%), but transmits most of the IR
energy thanks to an anti-reflective coating. The beams then propagate through a 200-nm-thick
aluminum filter, that blocks the remaining IR field, and towards a gold-coated flat mirror. The
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mirror can be rotated in order to reflect the harmonic beam towards a spectrometer, the XUV
Hartmann WFS, or a CCD camera to record its far-field intensity profile. The camera has been
calibrated so that it can measure XUV energies as well. Figure 1(b) shows a typical harmonic
spectrum generated in this setup.
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Fig. 1. (a) Schematic drawing of the experimental setup for the measurement of single-shot
high-order harmonic wavefronts. The Au mirror can be rotated to send the beam towards the
XUV CCD camera or the spectrometer as well. (b) Typical harmonic spectrum generated
in argon, including raw data showing the beam divergence. (c) Working principle of the
XUV Hartmann wavefront sensor. The sensor contains an array of square subpupils and
a CCD camera. An incoming wavefront is diffracted in each of them and propagated in a
direction depending on the local slope. The resulting diffraction pattern is recorded on the
CCD camera allowing for wavefront reconstruction. AR: Anti-reflective, FS: fused silica.

The working principle of the XUV HartmannWFS is illustrated in Fig. 1(c). The WFS consists
of a mask, also called a Hartmann plate, containing an array of holes, subsequently referred to as
subpupils, placed before a CCD camera at a known distance. The direction of propagation of the
beamlets upon diffraction by the subpupils is given by the local slope of the wavefront at the
plane of the plate. The resulting diffraction patterns are recorded by the CCD camera, and their
positions are then compared to reference positions, obtained via a previous calibration of the
WFS, in order to reconstruct the wavefront [33].

The sensor used in this experiment was built and calibrated by the Laboratoire d’Optique
Appliquée and Imagine Optic. The Hartmann plate contains 34x34 square subpupils of side 110
µm, separated by 387 µm. They are rotated by 25◦ to prevent adjacent diffraction patterns from
overlapping each other on the CCD camera [28], which is placed 211 mm after the Hartmann
plate. Due to the low divergence of the harmonic beam, of the order of 0.2 mrad (see Fig. 1(b)),
the sensor had to be placed as far as possible from the gas cell, about 9.5 m, in order to illuminate
enough subpupils for an accurate wavefront reconstruction. The leakage from a flat mirror was
used to monitor the wavefront of the driving IR beam with a Shack-Hartmann WFS [34].

It is important to note that the harmonic beam is reflected by two mirrors before being measured
by the WFS. These optics introduce additional aberrations in the wavefront which might be
significant, and must then be taken into account. To do so, we calibrated the optics by spatially
filtering the high-order harmonic beam with a 100-µm pinhole placed in the beam path. This
creates a beam with a known reference wavefront which is then reflected by the optics and
measured by the WFS. Any aberrations present on this beam are thus solely caused by the optics.
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3. Full-beam wavefronts

3.1. Single-shot high-order harmonic wavefronts

Throughout this experiment, we measured single-shot wavefronts for different values of the
generation parameters. Figure 2 shows one such measurement, taken in the same generation
conditions as the spectrum presented in Fig. 1(b). The measured quantity is the spatial phase
variation perpendicular to the propagation axis. The obtained wavefront is compared to a
perfect parabolic wavefront, and the difference is expressed in units of the central wavelength
λ, where one λ corresponds to a 2π radian phase variation. The quality of the wavefront is
characterized by the root mean square (RMS) of the difference. In our case, the central wavelength
is λ = λH19 = 42 nm, corresponding to the 19th harmonic order. All RMS values are given as
averages of five shots, together with the corresponding standard deviation, in order to show the
shot-to-shot stability of the high-order harmonic beam.

As shown in Fig. 1(b), our HHG spectrum comprises mainly five harmonics. Using a theoretical
model described in [42], in the conditions used in the present work, we find that the curvature
difference between the harmonic wavefronts stays lower than 5% and close to the curvature of
the full beam. In general, the full beam wavefront is expected to be an average of that of the
individual harmonics.
Figures 2(a) and 2(b) show the intensity distribution and wavefront, respectively, of a single

APT, after filtering out the defocus (i.e. the Zernike polynomial 2r2 − 1) and tilt components. In
this case, the generated wavefront has an RMS value of (0.287 ± 0.064)λ, close to λ/4, averaged
over five separate single-shot measurements.

It is dominated by astigmatism at 0◦, which is consistent with previous experiments carried out
at high repetition rates [29]. The contribution of astigmatism to the wavefront can be numerically
filtered out, resulting in Fig. 2(c). In this case, the RMS is only (0.062 ± 0.006)λ, indicating the
much lower contribution of all other aberrations, such as coma or spherical aberration.
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Fig. 2. Typical single-shot intensity distribution (a) and wavefront (b) of the harmonic beam,
along with the resulting wavefront after numerically ruling out astigmatism (c).

The main results obtained during the experiment are summarized in Fig. 3, where the harmonic
wavefront RMS values are plotted with the energies of the APTs, measured with the calibrated
CCD camera, when varying the IR pulse energy, the aperture diameter, the argon pressure, and
the IR pulse duration (and with it the IR intensity). The latter is modified by introducing group
delay dispersion (GDD) to the pulse with the compressor of the Ti:Sapphire laser chain. In each
set of measurements, one parameter was varied, while the other ones were kept constant. All
data points represent the average of five consecutive single-shot measurements, and the error
bars represent the standard deviation.
The wavefront RMS was observed to vary significantly as a function of the generation

conditions, even becoming as low as λ/10 or as high as λ in some cases. It is also interesting
to note that high APT energies are often paired with larger wavefront aberrations, so that a
compromise must be made between having higher energies or better wavefronts. In all cases,
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Fig. 3. Main data obtained in the experiment, representing the average wavefront RMS
(black) of a single APT as well as its average energy (blue) as a function of (a) IR pulse
energy, (b) iris diameter, (c) argon back pressure, and (d) GDD. The latter includes the
calculated FWHM (full width at half maximum) duration of the IR pulses for each case, in
fs, next to each data point.

however, the harmonic wavefronts were dominated by astigmatism, which may be corrected
with appropriate focusing optics [21, 35, 36]. Additionally, the relative standard deviation for the
wavefront RMS takes values between 15% and 20% in most cases, thus revealing a relatively
good source stability, except for the most extreme cases such as those where the pressure was too
high, or the iris was fully open.
The astigmatism always has similar directions, with only slight variations. We investigated

the possibility that this direction is defined by the polarization of the IR beam by measuring
harmonic wavefronts with three different IR polarization angles: vertical, horizontal, and at 45◦.
The direction of astigmatism, as well as the wavefront itself, remained constant, showing that the
IR polarization has barely any influence on it or none at all. The calibration wavefront measured
prior to the experiment has an RMS of (0.022 ± 0.005)λ, around 10 times smaller than the full
wavefront, indicating that the optics do not introduce any significant aberrations.

3.2. Relation between the IR and harmonic wavefronts

Being a secondary source of radiation, the spatial properties of harmonic radiation are expected to
be influenced by those of the driving pulse. For this reason, the IR wavefront was measured prior
to the experiment, by placing the IR Shack-Hartmann WFS 1.5 m after the gas cell (see Fig. 1).
This step was carried out at atmospheric pressure and without argon in the gas cell. Several
neutral-density filters were placed before the focus to protect the sensor and to avoid nonlinear
effects in air. A single-shot IR wavefront is shown in Fig. 4, obtained with typical beamline
conditions. After these measurements, the sensor was placed behind a mirror to monitor the
IR wavefront during generation through a leak in a mirror. Both positions of the IR sensor are
equivalent in terms of distance to the focusing lens.
The IR beam is slightly elliptical, and the measured wavefront has an average RMS value

of (0.095 ± 0.003)λIR, better than λIR/10. Astigmatism, which largely dominates every XUV
wavefront measured throughout the experiment, is much less significant in the driving beam.
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Additionally, the IR wavefront was observed to be constant throughout the experiment.
The IR focal spot in the gas cell reconstructed via back propagation of the measured far-field

wavefront can be seen in Fig. 5(a). It has a slightly elliptical shape as well, and the average
FWHM size was 239 ± 1 µm along the major axis and 178 ± 1 µm along the minor axis. Figure
5(b) presents the calculated harmonic source shape, obtained through back propagation of the
measured spatial profile for typical generation conditions (see Fig. 2). Its average FWHM size
was 211 ± 5 µm and 104 ± 3 µm along both axes. The size of the harmonic source was observed
to vary depending on the generation conditions used, being smaller than the IR focal spot. This,
in turn, is most likely caused by the nonlinearity of the HHG process, since the outer parts of the
IR focus are not intense enough to efficiently generate XUV radiation.
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Fig. 5. Side by side comparison between the reconstructed infrared focus (a) and high-order
harmonic source (b). Both images represent typical generation conditions.

4. Wavefronts of single harmonic orders

Different harmonic orders have been found to contain differences in their wavefronts [27]. For
this reason, we used three dielectric multilayer mirrors, with peak reflectivities at different
wavelengths, in order to isolate single harmonic orders in different parts of the spectrum and
compare their wavefronts to each other and to that of the full beam. The optics were placed
before the silica plate and the XUV Hartmann WFS was moved to a new position, as shown in
Fig. 6. Since the silica plate is no longer used to filter the IR beam, two flat silicon mirrors at
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Brewster’s angle are placed instead shortly before the mirrors. The multilayer mirrors consist of
alternating layers of Al/Mo/SiC on fused silica substrates. They are all made for optimal use
at 45◦ incidence, providing reflectivities around 35% for the wavelengths 41.4 nm (H19), 35
nm (H23) and 23.9 nm (H33). A 200-nm-thick aluminum filter is placed before the WFS. A
calibration procedure such as the one described in section 2 was performed with each mirror, in
order to rule out any aberrations they might introduce on the beam upon reflection [37].
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Fig. 6. Experimental setup for the measurement of single harmonic orders with the use of
multilayer mirrors, showing the new placement of the XUVWFS. Inset shows a side view of
the silicon plates used to attenuate the IR beam. MLM: multilayer mirror.

Although only one harmonic order was reflected by each mirror, the APTs had enough energy
to allow for single-shot wavefront acquisitions, mostly due to the higher reflectivities of the
involved optics, as well as the beam being smaller on the sensor due to the shorter distance to
the cell, close to 7 m. As was done previously, five single-shot measurements were taken and
averaged, to account for instabilities. Harmonics 19 and 23 were generated with very similar
conditions. However, in order to observe a sufficient intensity of harmonic 33, the pressure and
the aperture diameter had to be significantly increased. The XUV intensity profiles obtained
with the three mirrors are presented in Figs. 7(a)-7(c). In general, the beam profiles are very
similar for single harmonics and for the full beam shown above, except for the 33rd order, which
is more elongated. This shape was also observed for the full beam at high pressures, which were
required in order to generate this order efficiently.
The obtained wavefronts are presented in Figs. 7(d)-7(f), each represented in terms of its

corresponding wavelength (denoted as λH19, λH23, and λH33). The aberrations introduced by
the mirrors were calibrated and subtracted from these measurements. It can be seen that the
19th order presents no astigmatism, in contrast with the full beam, where astigmatism at 0◦ was
always present. Slight astigmatism appears in the 23rd order, but it is still very low compared
to the full beam. The 33rd order, on the other hand, is completely dominated by astigmatism at
0◦. In particular, its angle of astigmatism is, on average, 8.0◦, very close to the typical values
observed in the full beam.
The average RMS values corresponding to the three orders were 0.062λH19 = λH19/16,

0.084λH23 = λH23/12, and 0.715λH33 = λH33/1.3. In terms of units of length, these RMS values
are 2.57 nm, 2.94 nm, and 17.09 nm, respectively. The relative standard deviation is close to
10% in all cases. In comparison, the full-beam wavefronts seen in Fig. 3 present values typically
around λH19/4 and λH19/3 for conditions similar to those used for harmonics 19 and 23, which are
observed to have much better wavefronts when isolated. Harmonic 33 is not generally observed
in the setup, so the generation conditions were different from the other two orders. In particular,
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Fig. 7. Single-shot high-order harmonic intensity distributions (a-c), wavefronts (d-f), and
reconstructed harmonic sources (g-i) for the 19th, 23rd, and 33rd harmonic orders. Note that
the wavefronts are expressed in terms of each order’s particular wavelength.

the pressure and IR pulse energies had to be increased, leading to distortions of the IR pulse
in the medium via nonlinear effects [38], which may account for the more aberrated wavefront
found in this harmonic order.

Lastly, the harmonic sources for each harmonic order, obtained via back propagation, are also
presented in Figs. 7(g)-7(i). As expected from the measured wavefronts, the calculated sources
for the 19th and 23rd orders are regular and slightly elliptical, similar to the best cases measured
for the full harmonic beam, while it is slightly larger and highly distorted for the 33rd. This order
has, however, much lower intensity than the other two in typical working conditions, so it will
not provide a large contribution to the shape of the full beam.

5. Theoretical interpretation

In order to better understand the spatial properties of high-order harmonics, we develop a simple
model based on propagation by means of diffraction integrals and on a semi-classical description
of the HHG process, neglecting propagation effects. The fundamental field evaluated in a certain
plane zIR (see Fig. 8) can be written as a product of an amplitude and a phase term, as

E(x, y, zIR) ∝ |E(x, y, zIR)| exp (−iφ(x, y, zIR)). (1)

This field is then propagated to the generation position by calculating [39]
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E(x, y, zG) = FT−1
[
Ẽ(kx, ky, zIR) exp

(
−i(zG − zIR)

√
k2 − k2

x − k2
y

)]
, (2)

where Ẽq(kx, ky, zIR) is the spatial Fourier transform of the IR field E(x, y, zIR). zG was chosen
to be -80 mm for H19 and H23 in the simulations presented below, and -130 mm for H33, in
order to be consistent with the experimental measurements shown above.

1: measure IR2: propagate IR to 
generation plane

3: generate XUV

4: propagate XUV 
to far �eldzIR=1.5 m zXUV=7 mzGzXUVF zIRF=0

5: propagate to XUV focus

Fig. 8. Principle of the simulations. The IR field is obtained from the experimental
wavefronts and intensity maps recorded at position zIR. It is back propagated to the position
zG, where the harmonics are generated. The harmonic field is then propagated to the position
zXUV, where it is analyzed. Finally it can also be back propagated to its focus zXUVF.

The generated qth harmonic field is approximated by

Eq(x, y, zG) ∝ |E(x, y, zG)|
p exp [−iqφ(x, y, zG) − iφd(x, y, zG)]. (3)

The amplitude is assumed to vary slowly with the amplitude of the fundamental field, with a
power p typically of the order of 4 [40]. The phase of the harmonic field is the sum of q times the
phase φ(x, y, zG) of the IR field and the dipole phase φd(x, y, zG) originating from the generation
process. Note that this simple model does not take into account propagation in the nonlinear
medium or phase-matching effects. Considering only the short trajectory of the electron in the
continuum, assumed to be classical, and neglecting spatially-independent terms, this phase can
be approximated as [41, 42]

φd(x, y, zG) =
γs(q − qp)

2ω2

I(x, y, zG)
, (4)

where γs = 1.030 × 10−18 s2Wcm−2 for 800 nm wavelength and I(x, y, zG) is the IR intensity.
The intensity is chosen to be 3 × 1014 W/cm2 for H19 and H23, and 4 × 1014 W/cm2 for H33, in
order to replicate the experimental conditions. The quantity qp is defined as Ip/~ω, where Ip is
the ionization potential and ω is the IR frequency. The harmonic field is then propagated to a
plane where it is spatially characterized (zXUV) as in Eq. (2). It can also be back propagated to its
focus (zXUVF).
Figure 9 presents calculations of the 19th, 23rd and 33rd harmonic fields using the measured

IR field presented in Fig. 4. These simulated results can be compared with the experimental
results in Fig. 7. In each case, we present the far field profile calculated at z = zXUV = 7 m, the
wavefront and the reconstructed XUV source, calculated via back propagation. Experiments
and simulations agree reasonably well for the far field intensity profiles. The beams were quite
astigmatic around the XUV focal region in the simulations. The presented results are those
obtained at approximately the medial focus. Finally, the XUV wavefronts are found to be
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Fig. 9. Simulations of high-order harmonic intensity distributions (a-c), wavefronts (d-f),
and reconstructed harmonic sources (g-i) for the 19th, 23rd, and 33rd harmonic orders.

dominated by astigmatism, as in the experiment. The simulations reproduce qualitatively the
measured wavefront.

In Fig. 10, we show the respective influence of the IR phase aberrations which are transferred
to the XUV and the effect of the dipole phase, which depends on the elliptical intensity profile of
the IR, on the spatial properties of the 19th order. Comparing the wavefronts plotted in Figs. 10(e)
and 7(d), we can conclude that the wavefront of the 19th harmonic, which exhibits astigmatism
at ' 45◦, is mostly influenced by the IR phase. However, the harmonic intensity profile (see
Fig. 9(a)) cannot be reproduced by considering only the IR phase transfer, and shows a strong
influence of the dipole phase. In conclusion, both effects must be taken into account in order to
understand the spatial properties of the generated harmonics, since they have a similar order of
magnitude. Note that the interplay between IR phase transfer and dipole phase strongly depends
on the generation conditions.

6. Using IR adaptive optics to improve the XUV wavefronts

Having demonstrated that the spatial properties of the high-order harmonics are strongly influenced
by the wavefront and focusing of the driving pulses, it should then be possible to improve them
by modifying the IR focus by means of adaptive optics. In this study, we analyzed how the spatial
properties of the high-order harmonic beam, as well as the conversion efficiency, are modified
with the use of the IR DM.

DMs have been used in the past to modify the wavefront of the driving beam for HHG in
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Fig. 10. Simulations of intensity distributions (a-c) and wavefronts (d-f) for the focused IR
beam and far-field 19th harmonic with the IR-phase transfer only and with dipole phase only.

setups with high repetition rates. This has been done to modify the astigmatism in the harmonic
wavefront [29], and also to improve phase matching and thus the energy in the resulting APTs [43].
In the present work, we investigate the influence of the IR wavefront on the spatial properties of
single high-order harmonic APTs, including all generated harmonic orders.
We simultaneously measured IR and harmonic wavefronts for different DM configurations,

while all other previously mentioned generation parameters were kept unchanged. Figure 11
presents several measurements of the IR wavefront and the wavefront of the full harmonic beam,
taken while modifying the DM in order to improve the latter. Each wavefront is normalized to its
corresponding wavelength, with the RMS values included in the figure. The harmonic spectrum
did not change significantly when varying the settings on the DM (see Fig. 1(b)).
Each column of Fig. 11 shows the IR and harmonic wavefronts, as well as the harmonic

intensity distribution for one of the three cases presented. The first IR wavefront, seen in
Fig. 11(a), has larger IR astigmatism than the rest. The resulting harmonic wavefront presents
large astigmatism as well, but at 45◦. The beam is also larger and has low energy. Figure 11(b)
presents an intermediate case, where the DM configuration improves the IR wavefront and thus
both the conversion efficiency and the harmonic wavefront. The resulting harmonic beam is
smaller and less elliptical than observed in Figs. 2 and 7, as well as three times more energetic.
However, consistently with previous measurements, the harmonic wavefront is mainly astigmatic
at 0◦, whereas the IR wavefront presents more astigmatism at 45◦. In the final configuration,
shown in Fig. 11(c), the IR wavefront presents less aberration than in both 11(a) and 11(b).
However, this improvement does not significantly change the harmonic wavefront, which is only
slightly better, having an RMS of λ/11. The energy was not further increased from the previous
measurement. In summary, by tweaking the DM to improve the IR wavefront, we were able
to reduce the average XUV wavefront aberrations from λ/4 to λ/11, as well as to increase the
energy of the APTs by a factor of 3.
These results again show the importance of the IR beam’s spatial properties on the HHG

process, since it affects not only the high-order harmonic beam wavefront, but also its shape
and size, as well as the conversion efficiency. The experimental results clearly show that the
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Fig. 11. Direct comparison between the IR wavefronts measured with three different DM
configurations (a-c) and the corresponding full-spectrum single-shot XUV wavefronts (d-f)
and far-field intensity distributions for each case (g-i). The RMS values are included under
each wavefront. Note that the intensity scale is different in (g) to make the beam more visible
due to its lower energy.

XUV wavefront results from more than a just a direct transfer from the IR to the XUV, which is
confirmed by the model presented above. The IR wavefront, however, is especially important due
to how it affects its focusing. The use of the DM provided significant wavefront improvement
with respect to the values typically found in previous measurements performed without it. The
control it provides on the XUV wavefront is complex, since changing the IR wavefront modifies
the intensity distribution at focus and thus the dipole phase during HHG (see previous section).
Nonetheless, using an IR DM provides a cheaper alternative to the use of less accessible DMs for
the XUV domain [44].

7. Conclusions

The XUV Hartmann sensor provides a versatile tool for spatial metrology of pulsed XUV beams.
The single-shot harmonic wavefronts measured in this experiment had typical RMS values of the
order of λ/4. The high XUV energies obtained in this beamline allowed us to take single-shot
high-order harmonic wavefront measurements, in turn providing information on the shot-to-shot
wavefront stability. The relative standard deviation of the wavefront RMS takes values between
15% and 20% in most cases, thus revealing a relatively good source stability, except for the most
extreme cases such as those with the highest pressures, or where the iris was fully open. It is also
interesting to note that high XUV energies are often paired with larger wavefront aberrations.
The results of our single-shot wavefront measurements are similar to previously published
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studies involving multishot measurements in beamlines with high repetition rates, in that the
harmonic wavefront always presents a very prominent astigmatism, which was not observed in
the IR beam. The fact that astigmatism is also observed in other high-order harmonic beamlines
can be attributed to the difficulty in focusing the IR beam in a perfectly symmetrical manner.
The observed predominant direction of astigmatism, around 0◦, might be due to the optics used
to handle the IR beam. These include in particular a compressor at the end of the amplification
chain, which has a similar geometry in most Ti:Sapphire laser systems and might introduce small
aberrations that cause the focal spot to deviate from a perfect Gaussian profile. Other aberrations
such as coma or spherical aberration are much less significant. In fact, if the astigmatism is
corrected with appropriate focusing optics, RMS values lower than λ/10 can be obtained, even
diffraction-limited beams in some of the cases reported here before the use of the DM. It was
found, however, that the best wavefronts are generally obtained at the cost of low harmonic
energies. During this experiment, we also confirmed that the direction of polarization of the IR
pulse has no influence on the harmonic wavefront. Additionally, the study of single harmonic
orders by means of multilayer mirrors suggests that not all orders carry the same amount of
astigmatism.
The experimental data indicate that the full spatial profile (amplitude and phase) of the IR

affects the harmonics, rather than just its wavefront. We thus propose a theoretical model which
describes the transfer of the spatial profile from the IR to the harmonics through two effects, the
direct transfer from IR wavefront to XUV wavefront by frequency upconversion and the transfer
from the IR intensity profile to the XUV wavefront through the dipole phase. The curvature
induced by the dipole phase is generally comparable in magnitude to that due to the IR beam
curvature, so it must be taken into account as well. It must be noted that the model does not
account for phase matching effects or propagation of the IR pulse in the gas, so its results are not
perfectly accurate at this stage. The simulations presented here show a satisfactory agreement
with the experimental data when using typical generation conditions.

In conclusion, while the generation parameters affect the harmonic wavefront RMS, the shape
of the IR focus was found to have a larger impact on the spatial properties of the XUV beam. We
demonstrate that they can be improved to a large extent by using IR adaptive optics to modify the
IR wavefront, and thus its focus. This also had a significant effect on the APT energy, increasing
it by a factor of up to three compared to previous measurements without the DM. Being able to
tailor the spatial properties of the harmonics with this method provides a useful alternative to the
use of a more expensive DM for the XUV domain, which would also provide lower reflectivity.
Furthermore, a computerized closed-loop program could be implemented in the beamline, which
would use data from the XUV sensor to find the DM configuration which provides the best
harmonic wavefront, the highest energy, or the most circular beam shape.

Future steps involve improving the theoretical model as well as performing further experiments
to learn more about the transfer of spatial properties in order to improve the quality of the
generated XUV beams, as well as to compare the experimental results with the simulations. This,
in turn, will lead to better focusing and thus higher XUV intensities.
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Abstract: We present an optical system based on two toroidal mirrors in a Wolter configuration to focus
broadband extreme ultraviolet (XUV) radiation. Optimization of the focusing optics alignment is carried
out with the aid of an XUV wavefront sensor. Back-propagation of the optimized wavefront to the focus
yields a focal spot of 3.6 × 4.0 µm2 full width at half maximum, which is consistent with ray-tracing
simulations that predict a minimum size of 3.0 × 3.2 µm2. This work is important for optimizing the
intensity of focused high-order harmonics in order to reach the nonlinear interaction regime.

Keywords: high-order harmonic generation; ultrafast nonlinear optics; extreme ultraviolet;
XUV focusing; wavefront sensing; attosecond pulses

1. Introduction

High-order harmonic generation (HHG) [1,2] in gases is one of the main sources of attosecond
pulses in the extreme ultraviolet (XUV) and soft X-ray regime [3,4]. These pulses, generated through
highly nonlinear interaction between laser pulses and atoms, are coherent and of broad bandwidth,
typically several tens of eV wide. If sufficiently intense, they can be used to investigate multiphoton
phenomena in atoms and molecules to unravel ultrafast dynamics [5–8]. These nonlinear experiments
require high intensity, on the order of 1012–1014 W/cm2. Numerous studies report optimization of
the pulse energy. The highest energies, up to the µJ level, were demonstrated through loose focusing
scaling techniques [9–13]. The generation of extremely short pulses of the order of 100 as or shorter
was also reported [14,15]. Short isolated attosecond pulses in the µJ range have even been generated
using a combination of two-color field synthesis and energy-scaling aforementioned techniques [16].
However, few studies tackle the problem of focusing the HHG radiation [17,18]. The challenge is to
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focus an XUV beam to a small focal spot, while maintaining the broad bandwidth of the radiation and
the short pulse duration, as well as minimizing the loss in the pulse energy.

Refractive optics cannot be used for XUV radiation, since it is strongly absorbed when propagating in
materials. Spherical mirrors, used at near-normal incidence, allow high-aperture beams to be focused on
small focal spots. However, they are effectively designed only for narrow bandwidth radiation. Although
larger bandwidths can be handled by aperiodic multilayer mirrors, their reflectivity is often very
low [18,19]. Diffractive optics, such as zone plates [20], also have low transmission and are designed
for monochromatic radiation. The best option to focus a broadband XUV beam with high reflectivity is
therefore by using curved mirrors at grazing incidence [21]. Ellipsoidal mirrors are in principle able to
perfectly focus the radiation in the second focus of the ellipsoid, if the point source is located in the
first focus. An ellipsoidal mirror was used to focus harmonics between 24 and 38 nm (33 to 51 eV) with a
full width at half maximum (FWHM) measured to be 2.5 µm [22]. However, these mirrors are challenging
to manufacture as well as to align, since strong aberrations appear if the source is extended or if it moves
slightly out of the first focus of the ellipsoid [23].

Configurations with multiple toroidal mirrors have been used [21] to overcome the
limitation of ellipsoidal mirrors. The concept is to mutually compensate the coma [24] with
successive mirrors. A Z-shape configuration with two toroidal mirrors was used to focus high-order
harmonics between 30 and 70 nm (17 to 38 eV) to an 8-µm FWHM spot [17,25]. In the 1950s,
Wolter [26] demonstrated that some combinations of two confocal conic sections, such as ellipsoids,
paraboloids, and hyperboloids, can minimize aberrations. This idea is widely used in astronomy for
X-ray telescopes [27], for focusing neutron beams [28,29], and for inertial confinement fusion imaging
experiments [30,31].

Focusing of XUV radiation requires not only good optics but also precise alignment and
therefore accurate measurement techniques. The focus size can be determined by knife-edge [32],
point diffraction [33], slit diffraction [34], lateral shearing interferometry [35], or direct imaging
with a microscope [17]. This direct technique requires the insertion of a component in the focus,
which hinders simultaneous application experiments. Wavefront sensors [36], on the other hand,
can be located far from the focus and thus provide on-line diagnostics of beam spatial characteristics.
Shack–Hartmann sensors, based on microlens arrays, are routinely used in the visible or infrared
regime, but their use in the XUV regime is more challenging [37]. Therefore, the Hartmann
technique, based upon diffraction through small apertures, is often used [36]. This sensor allows the
determination of wavefront aberrations after focusing, and thus provides convenient feedback for the
alignment of the focusing optics. The focus location and spot shape can be estimated by performing
back-propagation calculations.

In this work, we use two toroidal mirrors in a Wolter configuration to focus broadband high-order
harmonic radiation between 20 and 50 eV. This design allows us to use a large demagnification of
approximately 35 between the HHG source, located at 6 m from the optics, and the image position, at
170 mm from the mirror pair. We optimize the focusing of an XUV beam with an XUV wavefront sensor,
using single-shot measurements, and back-propagate the measured intensity profile and wavefront
to the focal plane which yields a spot of 3.6 × 4.0 µm2 FWHM. These results are consistent with
ray-tracing simulations that predict a minimum size of 3.0 × 3.2 µm2 FWHM.

In Section 2, we describe the experimental setup, including the XUV generation and focusing
geometry. Wavefront measurements and focal spot optimization are presented in Section 3. We conclude
in Section 4.

2. Experimental Setup

2.1. Beamline

The intense XUV beamline [8] (Figure 1a) is driven by a Ti: sapphire chirped pulse amplification
laser system delivering pulses at a 10-Hz repetition rate with duration of 45 fs, energy around 20 mJ,
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and a beam diameter of 24 mm (FWHM). The vertically polarized beam, apertured to a diameter of
22 mm, is focused by a 8.7-m focal length lens into a 60-mm-long gas cell statically filled with argon.
Prior to focusing, residual aberrations of the infrared (IR) beam are compensated by a deformable
mirror operating in closed loop with an IR wavefront sensor. The mirror also allows for adjustment of
the focal position with respect to the cell in 1-mm steps. The aperture size, the gas pressure, the position
of the cell, and the laser focus are optimized for the maximum of the XUV signal. The IR and XUV
radiation are then co-propagating towards a fused silica (FS) plate placed at a 10◦ grazing angle 4 m
after the gas cell. The plate is given anti-reflection (AR) coating to transmit the IR while the XUV beam
is reflected. The residual IR radiation is blocked by a 200-nm-thick aluminum filter. In the next chamber,
a gold-coated mirror on a rotation stage is used to fold the XUV radiation towards an XUV flat-field
spectrometer. A typical HHG spectrum is shown in Figure 1b. It is composed of nine harmonic orders,
from 15 to 31, with photon energies from 23 to 45 eV. Their spatial profiles in the far field are plotted
in the inset. The divergence is estimated to 0.33 mrad (FWHM) for harmonic 19. The transmission
of the beamline from the generation cell to the entrance of the application chamber is estimated to
be 22%, for XUV photons with energies from 20 to 50 eV. This value is calculated using the measured
transmission of the Luxel aluminum filter (34%) and the calculated reflectivity of the AR-coated fused
silica plate (the top layer of the coating is SiO2 with reflectivity of 65%). During nonlinear experiments,
the XUV beam is focused into a target gas jet, and a double-sided ion/electron spectrometer is placed
around the focus as shown in Figure 1.
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Figure 1. (a) Scheme of the intense extreme ultraviolet (XUV) beamline; (b) typical high-order harmonic
generation (HHG) spectrum; and (c) double toroidal mirror setup in a Wolter configuration. The black
lines indicate the translation axes (straight solid arrows) and the pivoting axes for the revolutions
(curved solid arrows). AR: anti-reflection; FS: fused silica.

2.2. Micro-Focusing

With the intent of maintaining the broad spectrum and high throughput, the XUV radiation is
focused in the experimental region by means of two toroidal mirrors in grazing incidence configuration.
The XUV beam is not recollimated prior to refocusing, but instead the object, i.e., the generation
volume in the gas cell, is imaged into the interaction region in the application chamber. The object arm
measures approximately 6 m, while the image arm measures 170 mm, resulting in a demagnification
of 35. The combination of the two toroidal mirrors is designed to achieve a total deflection of 60◦,
arising from a 15◦ grazing incidence on each mirror.
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Figure 1c shows a schematic representation of the Wolter assembly. It is composed of two
toroidal mirrors which are 30 mm long and 10 mm high. The center-to-center distance between
the two mirrors is 30 mm. The mirrors are coated with gold because of its broadband reflectivity
in the XUV range. In fact, between 20 and 50 eV, the gold layer yields a 61% reflectivity for
s-polarized light and for a 15◦ grazing angle. The theoretical throughput of the optical setup is
then 37%. However, the roughness of the surface is not taken into account in this calculation and
the real throughput is expected to be smaller. The two mirrors were installed and pre-aligned by
the manufacturer Thales SESO (Aix-en-Provence, France). This assembly is mounted on a 5-axis
stage, whose degrees of freedom are sketched in Figure 1c. These axes are actuated by piezo-driven
stick-and-slip positioners in open-loop configuration.

As mentioned in the introduction, ellipsoidal mirrors are in principle the ideal solution for
imaging. However, the toroidal surface represents a good local approximation to the ellipsoidal surface
with the advantage that the two focal lengths, fT and fS, corresponding to the tangential (the plane
which includes both the optical axis and the normal to the mirror surface) and the sagittal (normal to
the tangential plane and containing the optical axis) planes, respectively, are not coupled and can be
set independently according to the following equations:

fT =
RT sin θ

2
, (1)

fS =
RS

2 sin θ
, (2)

where R denotes the radius of curvature, and the subscripts T and S refer to the tangential and sagittal
planes, respectively. θ is the grazing angle. Table 1 shows the curvatures and focal lengths of the
individual mirrors in the two planes, as well as the combined focal length.

Table 1. Radii of curvature (provided by the manufacturer), focal lengths of the individual mirrors in
the two planes, and the equivalent focal length of the assembly.

Tangential Sagittal

RT [mm] fT [mm] RS [mm] fS [mm]

First mirror 2050 265.3 137.2 265.0

Second mirror 4213 545.2 281.8 544.4

Combined Focal length = 164.2 mm

The curvatures of each of the two mirrors are adjusted so that the resulting focal lengths in both
planes are almost the same, to prevent astigmatism. The equivalent focal length of the assembly
is about 164 mm (from the center of the second mirror), calculated in the paraxial approximation.
This implies that our source, located 6 m before the mirrors, is imaged at 170 mm from the center of
the second mirror.

2.3. Direct Focus Measurements

In order to directly record an image of the focal spot, we used a Ce-doped yttrium aluminum
garnet (Ce:YAG) scintillation crystal [17,25,38], which converts the XUV radiation into visible light
with 550-nm central wavelength. The resulting luminescence spot was imaged onto a cooled electron
multiplying charge-coupled device (EMCCD) camera by using an optical system composed of a
microscope objective (Mitutoyo M Plan Apo 100X) and two lenses for relay imaging (see inset
to Figure 1a). The crystal was fixed to a thin fused silica window and placed under vacuum,
while the imaging system with the camera was under atmospheric pressure. The field of view
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and resolution were estimated to be 50 µm and 2 µm, respectively. A limiting factor for the
measurement was the nonlinear dependence of the luminescence yield as a function of the XUV
intensity [17,39] and, in particular, its saturation. To limit this phenomenon, we used a 2-µm-thick
Al filter after the fused silica plate (see Figure 1), which decreased the HHG energy by two orders
of magnitude. Consequently, the luminescence yield was reduced, and the detection required a
single-photon-sensitive camera. Furthermore, it was crucial to record single-shot images of the
focal spot, since accumulating several shots led to a seemingly larger spot size, because of the pointing
instability of the incoming beam.

These measurements confirm that the Wolter optics compensate efficiently for coma aberrations.
Astigmatism could be observed in non-optimized focusing conditions. However, it was not possible to
determine precisely the spot size, which was found to be systematically a factor two or three times
larger than the wavefront-based measurements presented in Section 3. This probably indicates that this
measurement method is still hampered by the nonlinearity of the crystal or other technical limitations.

3. Wavefront Measurements and Optimization of the Focal Spot Size

3.1. Hartmann Wavefront Sensor

The wavefront sensor, presented schematically in Figure 2a, is composed of a Hartmann mask
and an XUV charge-coupled device (CCD) camera [36]. Flat, non-tilted wavefronts result in individual
diffraction spots being equidistantly distributed on the camera chip (see black dots in Figure 2b),
whereas in the case of distorted wavefronts, the positions deviate (red dots). These deviations are
compared to a reference measurement with a known wavefront profile, here a spherical wavefront
created from the diffraction of an HHG beam onto a pinhole. The local wavefront slopes in the mask
plane, (∂W/∂x, ∂W/∂y) with W denoting the wavefront, are proportional to these deviations (~h in the
figure), and are calculated for each hole. Subsequently, a wavefront reconstruction is performed to
retrieve the wavefront over the whole aperture.

Mask
XUV CCD

a)
Application
chamberXUV

WFS

XU
V

W
FSXUV

beam

b)Focusing
optics

Double sided ion/electron
spectrometers

Au mirror

Figure 2. (a) Positions of the sensor in the beamline; and (b) principle of the Hartmann wavefront sensor.
WFS: Wavefront sensor.

To measure XUV wavefronts after the focusing setup, we used a wavefront sensor (collaboration
between Imagine Optics and the Laboratoire d’Optique Applique, LOA) placed 50 cm after the focus.
This distance was chosen to match the beam size to the sensor aperture. The Hartmann mask is
a 100-µm-thick nickel plate, which contains an array of 34 × 34 holes. The holes are squares with a size
of 110 µm and a pitch of 387 µm, and are tilted to prevent the diffraction patterns from consecutive
holes to overlap. During previous calibration measurements performed at the LOA, the absolute
accuracy of the sensor was estimated to be 0.6 nm root mean square (RMS), which corresponds to
λ/70 RMS for a wavelength of 42 nm. The sensor was mounted on a manual hexapod to ensure
optimal alignment. The analysis was performed for the 19th harmonic (42 nm/29.5 eV ), chosen as the
weighted center of our spectrum. The validity of single-wavelength wavefront retrieval for broadband
radiation in the visible regime was discussed with a Shack–Hartmann sensor [40] and was proven to
be satisfying.
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There are two main types of wavefront reconstruction from the measured slopes [41]. The first one
is called zonal reconstruction, which corresponds to the direct numerical integration of the local slopes.
The other type is modal reconstruction, a decomposition of the wavefront in the basis of orthogonal
polynomials, which correspond to a set of different aberrations. It thus allows the aberrations to
be extracted independently, with the drawback of fitting them over a circular pupil, which is not
always matching real beam profiles and leads to slightly underestimated aberrations [42]. The basis of
orthogonal polynomials is provided by Zernike polynomials Zm

n (x, y), which are often the preferred
choice to extract and study aberrations independently. The wavefront is then expanded as:

W(x, y) = ∑
m,n

cm
n Zm

n (x, y), (3)

where cm
n are the weights of the individual polynomials. The first coefficients in Equation (3) are known

as piston (c0
0), x-tilt (c−1

1 ), y-tilt (c1
1), defocus (c0

2), astigmatism at 0° (c2
2), astigmatism at 45° (c−2

2 ), and
coma at 0° (c1

3) and 90° (c−1
3 ). The coefficients can be determined by fitting the polynomials’ derivatives

to the measured local slopes.
For the analysis of the wavefronts presented in this work, when using the zonal method,

the pupil was chosen to be the entire illuminated area, about 10 × 10 mm2. When using the modal
method, a circular pupil with a radius of 2.3 mm was centered around the peak of the beam profile.
The analysis was performed using the first 32 Zernike polynomials with a standard peak-to-valley
(PV) normalization. All wavefronts presented here are single-shot measurements. Contributions from
defocus and tilts have been numerically removed.

3.2. Alignment of the Focusing Optics

In order to evaluate the sensitivity of the wavefront aberrations to the alignment of the focusing
optics, we scanned the rotation stage and goniometers described in Figure 1c while recording
single-shot wavefronts. As there is no absolute characterization of the stage rotation angles, we express
them in number of steps. We extracted the RMS of the wavefronts by zonal reconstruction, as well
as the corresponding Strehl ratio [43], which is defined as the ratio of the peak intensities of the focal
distribution in the aberrated and unaberrated cases. A good approximation of the Strehl ratio S, used in
the present work, is given by S = exp(−σ2/λ2), where σ is the wavefront RMS [44].

The results are presented in Figure 3, where Figures 3a, 3b and 3c correspond to scans of the
rotation stage, and the horizontal and vertical goniometers, respectively, with the other axes around
the optimum. Due to shot-to-shot fluctuations, for each point, the average value of several (∼ 5)
single-shot measurements with corresponding RMS error bars is plotted. A sharp V-shaped trend is
visible for every graph. It means that for each actuator, it is possible to find a position minimizing the
aberrations. The RMS minima are 0.028± 0.015 λ (' λ/36) in Figure 3a, 0.088± 0.012 λ in Figure 3b
and 0.111± 0.034 λ in Figure 3c. The values for Figure 3b and Figure 3c are slightly higher because of
residual aberrations or misalignments.
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Figure 3. Evolution of the XUV wavefront root mean square (RMS) as a function of the focusing optics
relative angle (number of steps) along the different axes: (a) rotation stage; (b) horizontal goniometer;
and (c) vertical goniometer. The RMS is plotted in black dots in units of lambda for λ = 42 nm (left axis),
with error bars coming from several single-shot measurements. The corresponding Strehl ratios are
plotted in blue dots (right axis). The qualitative trends are plotted in dashed lines.

In order to better understand which aberrations are accounting for most of the wavefront
distortions, we used the modal technique to decompose the wavefronts in a weighted sum of Zernike
polynomials, as explained above. Our analysis shows that astigmatism is the dominant aberration,
accounting for most of the deviation from a perfect wavefront. Figure 4 presents the Zernike coefficients
for astigmatism (0° and 45°) and coma (average value of 0° and 90°) as a function of the number of
steps. For all three cases, the coma is found to be negligible, which means that if the first mirror
introduces coma, it is completely compensated by the second one, thus validating the double toroidal
mirror Wolter configuration. The horizontal goniometer introduces mostly 0° astigmatism while the
rotation stage and the vertical goniometer introduce 45° astigmatism. These different behaviors allow
us to determine which axis is misaligned, and is thus very useful for fast optimization. For example,
during the vertical goniometer scan shown in Figure 4c, there was residual 0° astigmatism (green dots),
meaning that the horizontal goniometer was not perfectly aligned in this case. Good alignment could
be reached after a few iterations.

In order to validate these results, we carried out simulations of the XUV beam propagation through
the setup with the ray-tracing software FRED Optical Engineering (Version 14, Photon Engineering
LLC, Tucson, AZ, USA), based upon Gaussian beamlet decomposition [45]. The wavelength was
chosen to be 42 nm, corresponding to harmonic 19. The results are plotted in Figure 4 as solid lines,
using the same colors as the experimental data for the different coefficients. Here, the relative angle
is indicated in degrees. The ray-tracing simulations show the same behavior as the experimental
data, with the sharp V-shape for the dependence of the main Zernike coefficient for a given axis.
The simulations also confirm that each goniometer is affecting mainly a specific aberration. For the
Zernike coefficients, simulations and respectively experimental data have been normalized to 1 at
−0.8 degrees (respectively at −160 steps) of the rotation stage in Figure 4a. We also used the zonal
wavefront reconstruction method for both experiment and simulation to extract the wavefront RMS.
This allowed us to estimate the step size as a function of rotation angle for each axis.

247



Appl. Sci. 2017, 7, 1159 8 of 12

Angle (°)

R
el

at
iv

e
Ze

rn
ik

e
co

ef
fic

ie
nt

s

−1 −0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1
−170 −80 0 80 170

−0.4 −0.2 0 0.2 0.4
0

0.2

0.4

0.6

0.8

1
−150 −75 0 75 150

−0.4 −0.2 0 0.2 0.4
0

0.2

0.4

0.6

0.8

1
−200−100 0 100 200

Number of stepsa) b) c)Number of steps Number of steps

Angle (°) Angle (°)

Figure 4. Relative Zernike coefficients for the main aberrations as a function of the angle of the
(a) rotation stage; (b) horizontal goniometer; and (c) vertical goniometer. The experimental data
are represented as circled colored dots, plotted as a function of the number of steps (top axis).
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Figure 5 is a comparison between the beam before the focusing optics, intensity and wavefront
in Figure 5a,c respectively, and after optimization (Figure 5b,d). The beam before focusing optics has
some 0° astigmatism, with an RMS value of 0.11 λ (=λ/9). After optimization of the focusing optics,
we obtain an RMS value of 0.028± 0.015 λ (λ/36). It shows that the focusing optics can not only be
aligned to introduce the least possible aberrations, but can also correct the pre-existing ones.
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3.3. Size of the Focal Spot

To estimate the focal spot size, the measured wavefront and spatial intensity distribution are
back-propagated to the focus by applying a Fourier transform. The wavefront W(x, y) is written
as the sum of the first three terms in the expansion (tilts and defocus, the piston is ignored) plus a
residual wavefront W̃(x, y). The contributions of defocus and tilts to the wavefront are strong and
usually dominate the higher-order aberrations. Their back-propagation requires a very fine sampling
of the xy-plane over the pupil such that the wavefront never changes by more than a fraction of the
wavelength from one sample point to the next. We thus need to treat the defocus and tilt contributions
separately in order to optimize the numerical calculation. The wavefront tilts represent the propagation
direction of the beam and they can be added later to obtain the final result. The electric field E(x, y, z),
at the position of the Hartmann mask (z = 0), is described by

E(x, y, 0) = U(x, y, 0) e−ikc0
2Z0

2(x,y) with U(x, y, 0) =
√

I(x, y, 0) e−ikW̃(x,y) . (4)
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I(x, y, z = 0) is the spatial intensity distribution measured at the position of the mask and k = 2π/λ
the wavevector. Since the defocus component c0

2Z0
2 describes a quadratic phase, E(x, y, 0) represents

the field after an ideal lens with focal length f = r2/(4c0
2), with r being the pupil radius, and U(x, y, 0)

being the field before the lens. The field in the focus is then given by the Fourier transform of U(x, y, 0)

I(x′, y′, z f oc = f ) = |E(x′, y′, z f oc)|2 ∝
∣∣∣ ∫∫ U(x, y, 0) ei2π(νx x+νyy) dx dy

∣∣∣2 . (5)

Taking into account the tilts’ contribution to the focal spot position, the rescaled coordinates in the
focal plane are x′ = νxλ f + c−1

1 f /r and y′ = νyλ f + c1
1 f /r. The defocus component of the wavefront

determines the focus position along the beam path, whereas the tilts determine its position in the
x′y′-plane.

With this method, we back-propagated the least aberrated field (optimized alignment of the
focusing setup), presented in Figure 5b,d, and obtained the focal spot plotted in Figure 6a. The focus
size is estimated to be 3.6×4.0 µm2 (FWHM).

We also performed ray-tracing simulations for aligned focusing optics, assuming a perfect
Gaussian beam, with the experimentally measured divergence. The focal spot is shown in Figure 6b with
its profiles. The FWHM beam size is 3.0 × 3.2 µm2. The focal spot size obtained by back-propagation
of the wavefront is in good agreement with the one obtained by the ray-tracing simulations.
The 20% difference in size can be explained by the difficulty of estimating precisely the divergence of
the beam used for the ray-tracing simulations, and by distortions of the experimental intensity profile.
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Figure 6. Focal spot (a) calculated from wavefront measurement by back-propagation; and (b)
calculated from ray-tracing simulations.

The intensity of the focused attosecond pulse train is estimated to 7 × 1012 W/cm2, using the
back-propagated spot size of 3.6 × 4.0 µm2 and typical energies of 5 nJ, measured in the focal region
with a calibrated Andor XUV camera and an XUV photodiode. For this estimation we assume a train
of 15 pulses with individual duration of ≈300 as [8].

4. Conclusions

We have presented a micro-focusing setup for a broadband harmonic beam based on two
toroidal mirrors in a Wolter configuration. The setup is capable of focusing the beam to a spot size
of 3.6 × 4.0 µm2, which was optimized and characterized using an XUV wavefront sensor. The focus
dimensions agree well with the expected value according to the ray-tracing simulations. The wavefront
sensor was found to be an excellent tool to optimize the focusing optics alignment, providing quick and
precise feedback. Pre-existing aberrations of the XUV beam could also be corrected. The non-invasive
property of wavefront measurements makes it possible to control the focusing quality and thus
guarantees the highest intensity on target during experiments.
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Abstract: We report on the design and performance of a velocity map imaging (VMI) spectrometer
optimized for experiments using high-intensity extreme ultraviolet (XUV) sources such as laser-driven
high-order harmonic generation (HHG) sources and free-electron lasers (FELs). Typically exhibiting
low repetition rates and high single-shot count rates, such experiments do not easily lend themselves
to coincident detection of photo-electrons and -ions. In order to obtain molecular frame or reaction
channel-specific information, one has to rely on other correlation techniques, such as covariant
detection schemes. Our device allows for combining different photo-electron and -ion detection
modes for covariance analysis. We present the expected performance in the different detection modes
and present the first results using an intense high-order harmonic generation (HHG) source.

Keywords: high-order harmonic generation; velocity map imaging; extreme ultraviolet; covariance;
ultrafast nonlinear optics; particle correlation

1. Introduction

During recent years, emerging short pulse high-intensity extreme ultraviolet (XUV) and X-ray
sources such as laser-driven high-order harmonic generation (HHG) [1–5] and free-electron lasers
(FELs) [6–9] have opened up new fields of science. They made it possible to study ultrafast dynamics
induced and probed with wavelengths in the XUV/X-ray regimes on femtosecond (FELs) [10]
and even attosecond (HHG) [11,12] time scales. In addition, the high intensities and short pulse
durations enable the study of hitherto inaccessible ionization processes [13–16], as well as single shot
imaging of macromolecular complexes [17,18] by circumventing the resolution limit set by radiation
damage for long exposures [19]. However, compared to traditional laser or synchrotron experiments,
experiments using short pulse high-intensity XUV and X-ray sources typically have to deal with very
large single-shot signals (∼1000 events/shot), often at relatively low repetition rates (∼10–100 Hz),
which calls for adapted detection schemes.

In experiments employing photo-induced ionization or fragmentation, the information about
the interaction process lies in the energy and angular distribution of the emitted photo-electrons and
-ions. One way of obtaining this information is by means of the application of a reaction microscope
(REMI) [20], where the initial three-dimensional momentum of particles is deduced from measurements
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of their impact coordinates on the detector, as well as from the flight time, acquired by means of,
e.g., delay-line detectors. REMI gives access to complete, correlated, 3D velocity information of all
particles detected in coincidence, as long as the count rates are sufficiently low (<1 event/shot) to
avoid detecting fragments from more than one target atom or molecule on the same shot.

With high-intensity sources, the repetition rates are typically low, while the single-shot count
rates can be very high, which in many cases makes it difficult to use techniques relying on detecting
coincidences. Another approach is to use the so-called velocity map imaging (VMI) technique [21],
which uses an extraction field configuration that makes the impact coordinates on the detector
independent of the location of the ionization event within the interaction volume, as well as of
the momentum along the detector axis. This allows for the use of a micro-channel plate (MCP) and
a phosphor screen where the impact of a large number of particles can be accumulated on every shot.
Under the condition of cylindrical symmetry of the ionization process, the initial three-dimensional
momentum distribution of the particles can be recovered from the measured two-dimensional
projection using numerical inversion procedures [22,23].

There are several demonstrations of using VMI, under low count rate conditions, for photoelectron-
photoion coincidence spectroscopy (PEPICO) [24], for example using electron VMI combined with ion
time-of-flight (TOF), ion VMI together with electron spectroscopy and electron VMI with ion VMI [25–29].

An obvious drawback of VMI in high count rate conditions is that one cannot rely on
coincidence detection for extracting information about different electrons or ions coming from the
same target molecule. An elegant way to overcome this lack of correlated information in VMI,
without sacrificing the high count rates, is to use covariance mapping [30]. Briefly, for any two variables,
X = [X1, X2, . . . , XN ] and Y = [Y1, Y2, . . . , YN ], sampled synchronously in a repetitive measurement,
one can calculate the covariance, which is a measure of how well correlated the variations of the
two variables are. Covariance mapping has successfully been applied in several laser and FEL
experiments for different detection schemes, demonstrating ion-ion, electron-electron and ion-electron
covariance mapping [31–34]. There are also a few examples where not only the mass or energy,
but also the momentum of the particles has been studied through so-called covariance imaging [35–38].
Recently, a double-sided electron-ion momentum imaging spectrometer has been installed at the
Laser Applications in Material Processing (LAMP)end-station at the Linac Coherent Light Source
(LCLS). It features a complex lens design that allows operation either as a REMI or a VMI spectrometer,
and for the simultaneous detection of scattered XUV/X-ray photons on a pn charge-coupled device
(pnCCD)photon detector [39]. While offering high flexibility, such devices by necessity compromise
the imaging capabilities to some extent, due to the adapted electrode design, as well as to the absence
of additional shielding of the interaction region from external fields.

Here, we present the design and performance of a double VMI spectrometer (VMIS) for covariance
imaging of electrons and positively-charged ions, optimized for experiments using high-intensity
XUV and X-ray sources. With minimal compromising of the imaging capabilities, the instrument is
versatile and allows for combining photo-electron and -ion detection modes, such as ion TOF, ion VMI
and electron VMI, in different ways, depending on the required information and the process under
study. The performance of the different detection modes is estimated with simulations and tested in
experiments using an intense HHG source, with promising first results using the ion TOF signal for
species selection in ion VMI and extraction of channel-specific information from electron VMI data.

In Section 2, we describe the design of the apparatus, discuss technical requirements and the
motivation of important design details such as the electrode geometry and the mounting, which allow
floating voltages. Further, we describe the simulation procedure and present data on the estimated
performance in the different operation modes. In Section 3, we show results from measurements
with the spectrometer at the high-intensity XUV beamline at the Lund Attosecond Science Center.
Finally, we conclude in Section 4.
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2. Apparatus

The design of the double VMIS is an extension of the standard VMIS suggested by Eppink and
Parker in 1997 [21]. The standard VMIS, corresponding to the left side in Figure 1a, consists of a repeller
plate, an open extractor plate and a field-free flight tube. In the simplest case, where the flight tube is
grounded (Ve

F = 0), the ratio between the extractor voltage (Ve
E) and the repeller voltage (VR) defines

the imaging mode of the VMIS. In the general case, the ratio can be written as:

η =
Ve

E − Ve
F

VR − Ve
F

. (1)

Figure 1. Drawing of the double velocity map imaging spectrometer (VMIS) (a) and an expanded view
of the electrode package (b); dimensions are in mm. The indicated voltages are applied to the electron
side flight tube (Ve

F ), the electron side extractor (Ve
E ), the repeller (VR), the ion side extractor (Vi

E) and
the ion side flight tube (Vi

F). A photo of the spectrometer mounted in the experimental chamber is
shown in (c). The sliding µ-metal shield is marked by the letter µ.

By changing η, the curvature of the field in the interaction region is changed, allowing for different
imaging modes. Velocity map imaging mode is usually achieved for η ≈ 0.75, with the exact value
depending on the specific design geometry [21]. In this mode, electrons (or ions) with the same
momentum in the plane parallel to the detection plane will be projected onto the same spot on the
detector even if they are generated at different positions in the interaction region.

257



Appl. Sci. 2018, 8, 998 4 of 18

The full three-dimensional momentum distribution can be obtained through inversion procedures,
as long as there is an axis of cylindrical symmetry in the ionization process [22,23]. Another mode of
operation, often referred to as the spatial imaging mode, is achieved for η ≈ 1 [40]. The particle impact
position on the detector is then most sensitive to where the charged particle is created, and therefore,
the interaction region can be imaged. This is a useful mode for alignment purposes, providing a means
of ensuring precise positioning of the XUV light focal spot, as well as good overlap between the laser
beam and the molecular beam [40]. Moreover, by choosing η between 0.78 and 0.8, a Wiley–McLaren
ion time-of-flight mode can be achieved [41].

2.1. Design

The design of the double VMIS was made with the following goals: First, we wanted to add the
capability to detect positively-charged ions without compromising the resolution on the electron side
as compared to a standard VMIS. Second, as molecules have a typical ionization potential of 7–15 eV
and, with HHG, the typical photon energies are up to 100 eV, the spectrometer should be able to focus
electrons with energies up to ≈90 eV and ions with kinetic energies up to ≈10 eV, typical for, e.g.,
Coulomb explosion. Third, the spectrometer had to be compatible with the existing experimental
chamber of the high-intensity XUV beamline at the Lund Attosecond Science Center containing the
all-reflective short focal length XUV focusing optics [42,43].

Extending the single-sided spectrometer to be able to record positively-charged ions and electrons
simultaneously was the aim of this work. To that end, the design of the electron side, adapted from [44],
was retained and the repeller electrode replaced by an electrode with a mesh, as shown in Figure 1b. On
the ion side, an open extractor electrode and a flight tube, similar to that on the electron side, were
added. There are two advantages with this choice of design. First, we are not changing the imaging
conditions on the electron side, and second, once the optimum voltages have been found for the
electrons, the voltages on the ion side can be tuned independently without affecting the electron
image quality. The drawbacks are that the ions are to some extent scattered by the mesh, which has a
transmission of ∼80%, and that they pass through a drift region before they pass the repeller and are
focused by the fields on the ion side. This affects the energy resolution that can be achieved for the ion
imaging, which will be discussed in Section 2.3.

The maximum electron or ion energy is restricted by the fact that the electrons or ions move
away from the detector axis due to their initial velocity perpendicular to it. To increase the maximum
detectable energy, one needs to either decrease the flight tube length, increase the flight tube and
detector diameters or use higher acceleration voltages. In our case, the maximum detector size and the
flight tube diameters were set by the existing chamber to ∼100 mm, leading to the choice of a standard
MCP detector with a diameter of 75 mm, mounted on a CF160 flange. Similarly, the minimum flight
tube lengths were set by the flange-to-flange distance (690 mm) of the existing experimental chamber
to 345 mm. In principle, shorter flight tube lengths could have been achieved by a design where the
MCPs are mounted inside the vacuum chamber, but this would have led to a more complicated design
and a deteriorated TOF resolution, and was thus avoided.

With restrictions imposed on the detector size and flight tube length, the ratio between the
maximum detectable kinetic energy and the acceleration voltage scales approximately as (r/L)2,
where r is the detector radius and L is the flight tube length. Under the chosen conditions, this means
that particles with kinetic energies up to ≈1% of the acceleration voltage can be detected, meaning that
a total voltage difference of almost 10 kV between the front of the electron MCP and the front of the
ion MCP is required to detect electrons and ions with 90 eV and 10 eV of kinetic energy, respectively.

The design of the assembly was made in such a way that both detectors, electrodes and flight tubes
could be supplied with floating voltages of ±10 kV. While the front of the MCPs are not electrically
connected to the flight tubes, for the following discussion and simulations, we assume that the same
voltage is applied to the front of the MCP and the flight tube.
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The resulting design of the double VMIS is shown in Figure 1 together with the relevant
dimensions. The spectrometer is mounted horizontally, and the electron and ion sides are separable
between the repeller electrode and the ion extractor electrode to facilitate mounting of the spectrometer
on the two opposite CF200 flanges of the experimental chamber. The mounting flanges are CF200 to
CF160 zero-length reducers, allowing for convenient mounting of the detectors after the spectrometer
has been installed. In order to allow for floating voltages on the flight tubes, ceramic spacers are used
between these and the supporting grounded mount tubes, which are made of stainless steel. While the
ion flight tube is made of stainless steel, the electron flight tube is made of µ-metal to provide shielding
from external magnetic fields. In addition, a sliding µ-metal cylinder with holes for the laser beam and
the molecular beam, visible on the far left in Figure 1c, can be moved in to shield also the electrode
assembly. The flight tubes have a front brim, which is supported by four rods via ceramic spacers
(white parts in Panel (b)) and bushings (yellow parts in Panel (b)). These brims also hold the electrodes,
which can be conveniently reached and exchanged from the top of the chamber without unmounting
the flight tube assemblies. The electrodes are mounted with ceramic bushings (yellow parts in Panel
(b)) on rods made out of Vespel R©, separated by ceramic spacers (white parts in Panel (b)). No electrode
or grounded parts are closer than 10 mm apart to allow for large voltage differences without the risk
of arcing.

The final design offers a large versatility by allowing for voltages of ±10 kV to be applied to
any of the spectrometer components (electrodes or flight tubes), and the choice of a mesh in the
repeller electrode allows for independent tuning of the ion sides without affecting the electron imaging.
The physical design makes it easy to mount and dismount the whole or parts of the spectrometer, and
while being dimensioned for use in the existing experimental chamber, the assembly can be easily
transferred also to chambers with other geometries.

2.2. Operation Modes

The spectrometer can be operated in different photo-electron and -ion detection modes. A selection
of spectroscopically-relevant modes is listed below:

1. High resolution ion modes:

(a) Ion TOF,
(b) Ion VMI.

2. High resolution electron modes:

(a) Electron VMI, ion TOF,
(b) Electron VMI, ion VMI.

In the high resolution ion modes, the voltages are set to accelerate and detect ions on the electron
side, as a standard single-side VMI, either in TOF mode (1(a)) under Wiley-McLaren conditions [41]
or in VMI mode (1(b)). With this setting, the mesh in the repeller electrode does not impose any
restriction on the achievable mass or energy resolution, since the ion side of the spectrometer is not
used (see Figure 1). In the high resolution electron modes, the electron side of the spectrometer is
configured for optimum VMI conditions for electrons, while the ion side voltages are set either for ion
TOF (2(a)) or ion VMI (2(b)). The different modes are explored in Section 2.3.

2.3. Simulations

To evaluate the expected performance of the spectrometer, simulations were carried out using
SIMION [45] for the different operation modes listed above. An interaction region, defined by the
overlap between the laser beam and the molecular beam, with a conservatively chosen size of
(100 × 100 × 2000) µm3 was used. For the VMI calculations, electron kinetic energies were chosen
in steps of 5 eV from 10–90 eV and ion kinetic energies in steps of 1 eV from 2 to 10 eV. For each
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operation mode, we found optimum voltages, defined as the voltages for which the best resolution is
obtained for electrons with a kinetic energy of 30 eV and singly-charged ions with a kinetic energy
of 6 eV and a mass of m = 100 u. The kinetic energies were chosen based on the typical energies of
the photoelectrons and photoions of interest using high-order harmonics generated in argon to ionize
molecules with ionization potentials in the 10–20-eV range, and the mass was chosen because it is
typical for systems that are of current scientific interest, like small polycyclic aromatic hydrocarbons.

To find the optimum voltages for the VMI modes, a simplified simulation procedure was used,
in which the trajectories of 27 particles arranged on a 3 × 3 × 3 grid covering the interaction region
and with their velocity component perpendicular to the detector axis were calculated and the energy
or mass resolution calculated from the particle impact position distribution on the detector. For the
optimum voltages found (summarized in Table 1), a procedure based on Monte Carlo sampling was
used [46], resulting in more realistic resolution estimates. The method consisted of launching a large
number of electrons or ions (∼106) with a random starting position chosen from a Gaussian distribution
over the interaction volume and with a random, isotropically-distributed 3D initial momentum. The
particle impacts on the detector were then sampled to generate a simulated detector image or TOF
trace, which was treated similarly to experimental data in order to extract the resolution. The simulated
images were inverted using an iterative algorithm [23] to retrieve the 3D momentum distribution from
the 2D image. From the 3D momentum distribution, the energy spectrum was calculated, and the
energy resolution, ∆E/E, was estimated by obtaining ∆E from the full width at half maximum of a
Gaussian fit to the peaks in the spectrum. For the TOF simulations, only the Monte Carlo method
was used, and the mass resolution, m/∆m, was calculated by obtaining ∆m from the full width at half
maximum of a Gaussian fit to the peaks in the mass spectrum. They were performed both for ions with
zero kinetic energy and for ions with an initial velocity in the direction of the molecular beam. The
latter represents the more realistic scenario of target molecules with a mass of 100 u that are brought
into the interaction region by a carrier gas, e.g., helium. This carrier gas typically travels at a speed of
1000 m/s, which corresponds to a kinetic energy of 520 meV for molecules with a mass of 100 u.

Table 1. Simulated optimum voltages for the different operation modes. For Mode 1(a), the exact
optimum voltage Ve

E depends on the initial velocity of the ions.

Operation Mode η (Equation (1)) Ve
F (kV) Ve

E (kV) VR (kV) V i
E (kV) V i

F (kV)

1(a) Ion TOF 0.76–0.78 0 2.275–2.354 3.000 not used not used
1(b) Ion VMI 0.76 0 2.275 3.000 not used not used
2(a) Electron VMI + ion TOF 0.76 5.000 −5.775 −9.200 −10.000 −10.000
2(b) Electron VMI + ion VMI 0.76 5.000 −5.775 −9.200 −8.802 −10.000

2.3.1. High Resolution Ion Modes

For the high resolution ion modes, ions are detected on the electron side of the spectrometer,
and for the simulations, the choice was made to ground the front of the MCP and the flight tube
(Ve

F = 0 kV). The repeller voltage was set to VR = 3 kV. Figure 2a shows the resulting mass resolution in
Operation Mode 1(a) for extractor voltages from 1400–3000 V. For zero kinetic energy ions, the optimum
extractor voltage was found to be Ve

E = 2.354 kV (η = 0.78, black curve). The resolution of m/∆m =

35,000 is clearly over-estimated, and for the more realistic case of ions with an initial drift velocity, the best
resolution of m/∆m = 2000 was found for a voltage of Ve

E = 2.275 kV (η = 0.76, blue curve).
Figure 2b shows the resulting energy resolution for ion VMI in Operation Mode 1(b) for three

different settings for the extractor voltage, Ve
E , calculated using the 27-particle model (blue, green

and orange lines). The optimum extractor voltage, for which the best resolution was achieved for
a photoion kinetic energy of 6 eV, was found to be Ve

E = 2.275 kV (η = 0.76), and for this setting, the
resulting energy resolution from the Monte Carlo simulation is shown (black line), indicating an energy
resolution better than 1.5% for kinetic energies between 6 and 10 eV. In Figure 2c,d, the corresponding
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simulated detector image and the 3D momentum distribution after inversion are shown, respectively.
Figure 2e shows the kinetic energy spectrum calculated from the 3D momentum distribution.
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Figure 2. Simulation results for the high resolution ion modes. (a) shows the resulting mass resolution
at mass m = 100 u as a function of extractor voltage, Ve

E , for ions with zero initial kinetic energy
(black) and ions with an initial velocity of v0 = 1000 m/s in the direction of the molecular beam
(blue); (b) shows the resulting VMI energy resolution for three different extractor voltages (Ve

E ) using
the 27-particle model (blue, green and orange lines) and the Monte Carlo model for the optimum
setting (black line); (c,d) show the simulated detector image and the 3D momentum distribution after
inversion, for the optimum voltages; (e) shows the kinetic energy spectrum calculated from the 3D
momentum distribution.

2.3.2. High Resolution Electron Modes

For the high resolution electron modes, electrons and ions are detected on their respective sides of
the spectrometer. To maximize the possible total voltage difference over the spectrometer, the voltage
on the electron side flight tube (and thus, the front of the electron MCP) was set to Ve

F = 5 kV, so that
the phosphor screen could still be operated at its full voltage bias of 5 kV relative to the front of
the MCP without exceeding the limit of the electrical feedthroughs. The repeller voltage was set to
VR = −9.2 kV to allow for detection of electrons with kinetic energies up to 90 eV, while allowing for
extraction and imaging of ions with kinetic energies up to 10 eV.
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Figure 3a shows the resulting energy resolution for electron VMI for three different settings
for the extractor voltage, Ve

E , calculated using the 27-particle model (blue, green and orange lines).
The optimum extractor voltage, for which the best resolution was achieved for a photoelectron energy
of 30 eV, was found to be Ve

E = −5.775 kV (η = 0.76), and for this setting, the resulting energy
resolution from the Monte Carlo simulation is shown (black line), indicating an energy resolution
better than 2% for photoelectron energies between 30 and 85 eV. In Figure 3b,c, the corresponding
simulated detector image and the 3D momentum distribution after inversion are shown, respectively.
Figure 3d shows the photoelectron energy spectrum calculated from the 3D momentum distribution.
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Figure 3. Simulation results for high resolution electron VMI mode. (a) shows the resulting energy
resolution for three different extractor voltages (Ve

E ) using the 27-particle model (blue, green and orange
lines) and the Monte Carlo model for the optimum setting (black line); (b,c) show the simulated detector
image and the 3D momentum distribution after inversion, for the optimum voltages; (d) shows the
photoelectron energy spectrum calculated from the 3D momentum distribution.
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With the electron side conditions optimized for electron VMI and the voltage on the ion side flight
tube set to Vi

F = −10 kV to detect ions with kinetic energies up to 10 eV, the ion side can be tuned either
for TOF (Operation Mode 2(a)) or VMI (Operation Mode 2(b)) by varying the ion extractor electrode
voltage, Vi

E.
Figure 4a shows the resulting mass resolution in Operation Mode 2(a) for ions with an initial

velocity of 1000 m/s in the direction of the molecular beam, for different extractor voltages, Vi
E. It is

clear that it is not possible to reach Wiley–McLaren conditions within the voltage limits of the setup,
due to the initial drift region between the interaction point and the mesh through which the ions
have to travel. In addition, the best mass resolution of m/∆m = 110, achieved for Vi

E = −10 kV,
is a factor of 18 worse than that achieved in Operation Mode 1(a). In fact, the mass resolution is in
this case limited by the influence of the drift region and not by the initial velocity of the ions, and the
mass resolution for zero kinetic energy ions (not shown) coincides with the mass resolution shown
in Figure 4a. Figure 4b shows the resulting energy resolution for ion VMI in Operation Mode 2(b)
for three different settings for the extractor voltage, Vi

E, calculated using the 27-particle model (blue,
green and orange lines). The optimum extractor voltage, for which the best resolution was achieved
for a kinetic energy of 6 eV, was found to be Vi

E = −8.802 kV, and for this setting, the resulting energy
resolution from the Monte Carlo simulation is shown (black line), indicating an energy resolution
better than 2.5% for kinetic energies between 3 and 10 eV. This is a small degradation in resolution
as compared to the resolution obtained in Operation Mode 1(b) (shown by the dashed black line),
but it is still an acceptable resolution for ions in most experiments. It is interesting to note that even in
Operation Mode 2(b), for Vi

E = −8.802 kV, the mass resolution of the ion TOF is m/∆m = 100, which is
acceptable unless isotope resolution of heavier fragments is required. In Figure 4c,d, the corresponding
simulated detector image and the 3D momentum distribution after inversion are shown, respectively.
Figure 4e shows the kinetic energy spectrum calculated from the 3D momentum distribution.
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Figure 4. Cont.
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Figure 4. Simulation results for ion detection when the electron side is optimized for electron VMI
(Operation Modes 2(a) and 2(b)). (a) shows the resulting mass resolution as a function of extractor
voltage, Vi

E, for ions with an initial velocity of v0 = 1000 m/s in the direction of the molecular beam;
(b) shows the resulting VMI energy resolution for three different extractor voltages using the 27-particle
model (blue, green and orange lines) and the Monte Carlo model for the optimum setting (solid black
line). The dashed black line shows the resolution in Operation Mode 1(b) obtained by the Monte Carlo
method, reproduced from Figure 2; (c,d) show the simulated detector image and the 3D momentum
distribution after inversion, for the optimum voltages; (e) shows the kinetic energy spectrum calculated
from the 3D momentum distribution.

3. Experimental Results

To evaluate the performance of the instrument, measurements have been done at the high-intensity
XUV beamline at the Lund Attosecond Science Center [42], where high-flux XUV pulses generated
through the HHG process were focused by reflective optics into the interaction region of the double
VMIS. The target gas was introduced using a pulsed molecular beam from an Even–Lavie solenoid
valve, able to produce high density pulses with durations as short as 10 µs [47,48]. In Figure 5,
the spectrum of the XUV pulses generated in argon and recorded by an XUV spectrometer is displayed.
It contains photons from harmonic order 13 (20.0 eV) up to harmonic order 29 (44.7 eV). Lower photon
energy contributions and the remaining driving laser light are absorbed by a 200 nm-thick aluminum
filter. The XUV light is redirected to the XUV spectrometer by a rotatable gold mirror prior to the
focusing into the interaction region of the double VMIS, and thus, the spectrum cannot be recorded
during measurements with the double VMIS. The displayed XUV spectrum has been corrected for the
spectral responses of the employed grating and MCP detector. In the further analysis, the corrected
spectrum is used.
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Figure 5. XUV spectrum recorded by the XUV spectrometer. The spectrum contains photons from
harmonic order 13 (20.0 eV) up to harmonic order 29 (44.7 eV), indicated above the peaks.
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Figure 6. Experimental results in the high resolution electron mode 2(b) using high-order harmonics
generated in argon to ionize N2. (a,d,g) show ion TOF data (a), with the calibrated mass spectrum in
(d) and the correlation between the total ion TOF signal and the XUV intensity measured by the XUV
photodiode visualized by a color-coded scatter plot in (g); (b,e,h) show ion VMI data, with the average
detector image (left part) and inverted image (right part) in (b). The inverted images represent the
reconstructed initial 3D momentum distributions obtained by inversion of the 2D projections recorded
on the detector [23]. The photoion kinetic energy spectrum is displayed in (e) with its attributed
contributions shaded in different colors, calculated from the inverted image (b). The correlation
between the total ion VMI signal and the XUV intensity is exhibited in (h); (c,f,i) show electron VMI
data, with the average detector image (left part) and inverted image (right part) in (c). The photoelectron
kinetic energy spectrum is displayed in panel (f) with the attributed electronic molecular channels and
the color-coded corresponding harmonic orders. The correlation between the total electron VMI signal
and the XUV intensity is shown in (i). The slight bend observed for low intensities in the correlation
plots is likely caused by a non-linear behavior of the photodiode in this signal region.

To be able to apply covariance analysis, synchronized single-shot data need to be acquired.
At the high-intensity XUV beamline, the repetition rate is 10 Hz, and acquisition of single-shot
data is relatively straightforward. However, the intensity of the XUV light generated by laser-driven
HHG typically varies on a shot-to-shot basis, introducing false correlations between channels that
are physically not correlated. To circumvent this problem, a partial covariance method was used [49],
through which the covariance maps were corrected for the fluctuating source intensity, recorded on a
single-shot basis by an in-vacuum XUV photodiode placed after the focus of the XUV pulses. In this
section, we describe the acquisition of data and the subsequent proof-of-principle application of ion-ion
and ion-electron covariance mapping.

265



Appl. Sci. 2018, 8, 998 12 of 18

3.1. Data Acquisition

The successful implementation of the partial covariance analysis technique, discussed above,
requires that the different single-shot observables can be reliably recorded in a synchronized fashion.
In order to achieve this, a timestamp server was set up. After receiving the trigger from the laser
master clock, the acquisition programs signal their readiness to the server. If all programs signal within
a set timeout, the server responds with a timestamp. Otherwise, it orders the programs to cancel the
acquisition and to wait for the next trigger pulse. Typically, about 5% of the shots are discarded by
the server. To fully evaluate the performance of the instrument, the acquisition of four synchronized
signals is required:

• Ion time-of-flight trace
• Ion velocity map image
• Electron velocity map image
• XUV intensity from photodiode

The ion TOF trace was obtained by decoupling the current from the back of the ion MCP and
converting it into a voltage signal. The XUV photodiode generates a current, which is converted to
a voltage signal by means of a transimpedance amplifier. These analog ion TOF and XUV photodiode
voltage traces are subsequently converted into digital signals using a two-channel, 1-GHz sampling
rate, analog-to-digital converter (Agilent Acquiris DP1400), which acquires 20,000 samples per laser
shot in each of the channels, with a dynamic range of eight bits. The ion and electron VMI data are
recorded with two one-megapixel Allied Vision Technology Pike F-145B cameras that have an 8 bit
dynamic range and a maximum frame rate of 30 Hz. In terms of storage rate, this amounts to more
than 2 MB of data per shot, or 20 MB/s.

As a benchmark molecule, we used N2. Figure 6 shows simultaneously-acquired data from N2,
acquired using voltage ratios corresponding to Operation Mode 2(b), i.e., optimized for electron and
ion VMI, but with absolute voltages adapted for a maximum electron kinetic energy of 30 eV. The data
were recorded for 25,000 laser shots, corresponding to just above 40 minutes of acquisition time and
amounting to ∼50 GB of data. The molecules were ionized using the harmonics 13–29 generated in
argon, corresponding to photon energies between 20 and 45 eV, as displayed in Figure 5. The typical
on-target pulse energy was ∼5 nJ, which corresponds to approximately 109 photons per pulse over the
whole bandwidth and 108 photons per pulse and harmonic. The count rates were on the order of 500
particles detected per shot for the ions, as well as the electrons.

Considering that the maximum available photon energy is just above the double ionization
threshold of N2 (42.88 eV [50]), a number of electronic states in N2 with ionization potential (IP)
in the range can be accessed: X2Σ+

g , A2Πu, B2Σ+
u , C2Σ+

u , F2Σ+
g and H2Σ+

g . The average ion mass
spectrum in Figure 6d exhibits two main features, which were assigned to the N+ and N+

2 channels.
While the former also contains a contribution coming from stable N2+

2 ions, only photons from the
29th harmonic or higher can contribute, and considering the low intensity at these photon energies
(Figure 5), the contribution from this channel is expected to be negligible. The mass resolution was
estimated to m/∆m = 60 for a mass of 28 u.

Figure 6b shows the photoion momentum distribution of all the ionic fragments that were
generated in the interaction region, averaged over 25,000 shots. The anisotropy of the distribution,
peaked in the vertical direction, is due to the fact that the cross-section for excitation to the dissociative
states is higher for molecules aligned along the laser polarization direction. The faint horizontal ripple
pattern in the images is a result of ions scattering on the mesh in the repeller electrode. In Figure 6e,
the corresponding photoion kinetic energy is displayed. It reveals three main features: a peaked
contribution shaded in blue, a broader feature shaded in green and another broad contribution almost
spreading out to the edge of the detector shaded in orange. We attribute the strongest feature (shaded
blue) to low kinetic energy N+

2 ions and predissociation of the N+
2 C2Σ+

u state [51]. The contribution
shaded in green has previously been assigned to dissociation from the F2Σ+

g state, and the features in
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the area shaded in orange are associated with dissociation from the highly-excited Rydberg-like states
of N+

2 and the H band [51–53].
Figure 6c,f shows the photoelectron momentum distribution and the photoelectron kinetic energy

spectrum, respectively. From the photoelectron spectrum, it is apparent that the resolution of the
spectrometer is limited by the bandwidth of the harmonics (∼0.5 eV) rather than by the electron
imaging. Figure 6f contains the assigned contributions originating from the X2Σ+

g , A2Πu and B2Σ+
u

states, after taking their respective branching ratios, cross-sections [54,55] and the relative XUV intensity
at the photon energies contained in the XUV spectrum into account. The ratio of the contributions
is displayed by a stacked bar plot, where each state has a specific color assigned. The much
weaker contributions of the other cationic and dicationic states are not shown for clarity [53,54,56,57].
The signal at kinetic energies smaller than 1 eV can be assigned to highly excited inner valence states
of N+

2 and possibly the first electronic states of N2+
2 [52,53,57].

As mentioned earlier, in order to extract information about the correlation between the different
single-shot datasets, it is important that the sets are acquired simultaneously and can be analyzed in a
synchronized fashion. That this is indeed the case for the acquired dataset readily verified by studying
the color-coded scatter plots in Figure 6g–i, indicating a high degree of correlation between the XUV
intensity measured by the photodiode and the other three detector signals.

3.2. Covariance Analysis

Once the synchronized acquisition of data from all the detectors is established, covariance analysis
can be applied to different variables to reveal more information about the underlying physical processes
during and after the photoionization. As a proof-of-principle demonstration, we use covariance
mapping to achieve post-acquisition mass selection of different ionic species. The aim is to extract
the momentum distributions for individual ionic species from the average momentum distribution
Figure 6b by calculating the covariance image with respect to the corresponding peak in the ion TOF
spectrum shown in Figure 6a. For mass selection, temporal windows around the two features in the
time-of-flight spectrum in Figure 6a were chosen. For this, the partial covariance [49], pcov(X, Y),
between every pixel in the ion velocity map image (X) with the total signal in the studied channel in
the time-of-flight spectrum (Y) was calculated.

The resulting covariance maps are displayed in Figure 7a for the N+
2 channel and in Figure 7b

for the N+ channel. As expected, the N+
2 map (a) is dominated by the zero kinetic energy parent

ions from ionization to the X2Σ+
g , A2Πu and B2Σ+

u states. The N+ map (b) shows correlation both at
low kinetic energies, previously attributed to the predissociation of the N+

2 C2Σ+
u state and, at higher

kinetic energies, previously attributed to dissociation from the F2Σ+
g state, highly excited Rydberg-like

states of N+
2 and the H band. Further, in order to compare it to the accumulated ion VMI data, the same

inversion procedure was applied to the covariance maps. The results are shown side by side with
the reproduced inverted data from Figure 6b in the left halves of Figure 7c for N+

2 and Figure 7d for
N+, with the right halves being the inverted covariance maps. These results clearly show that mass
selection via covariance is a viable method to extract correlated information about the products of
photoionization using the proposed instrument.

A natural next step is to consider ion-electron covariance using this scheme. Consequently,
the photoelectron covariance maps were calculated in an analogous way to the ion covariance maps
shown in Figure 7a,b. Due to insufficient statistics, it was not possible to adequately invert the resulting
covariance maps, and instead, the results of an angular integration of these are shown in Figure 8. Since,
as shown in Figure 6f, the photoelectron spectrum primarily contains electrons from the X2Σ+

g , A2Πu

and B2Σ+
u states that are all coupled to the N+

2 channel, these completely dominate the covariance at
photoelectron momenta between 1 and 2.6 yNs. While the individual peaks cannot be clearly resolved,
partly due to a downsampling of the data for reasons of statistics, the contribution is stronger for
the N+

2 channel in this regime, as expected. However, at close to zero momentum, the contribution
associated with the production of N+ from dissociation is dominating, which is consistent with
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our previous attribution of these low kinetic energy electrons to excitation of inner valence states
of N+

2 . Although qualitative, these first ion-electron covariance results indicate the feasibility of
using covariance analysis to extract channel-specific photoelectron data from experiments with high
single-shot count rates using the double VMIS presented here.Version June 14, 2018 submitted to Appl. Sci. 14 of 19
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Figure 7. Results of ion-ion covariance analysis. Panels (a) and (b) show covariance maps of the N+
2

and the N+ ion TOF fragments correlated with the ion VMI detector image respectively. Furthermore,
these maps were treated like raw VMI images and inverted. The results are displayed in the right
halves of panels (c) and (d). For comparison the inverted image of the accumulated ion detector
image from Fig. 6(b) is reproduced in the left halves.
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Figure 8. Results of ion-electron covariance analysis. Covariance between the photoelectron transversal
momentum spectrum and the ion-TOF channels of N+ (blue) and N+

2 (red). Qualitatively, the N+

channel shows stronger correlation with low momentum photoelectrons, whereas the N+
2 channel

exhibits a stronger correlation with photoelectrons at higher transversal momenta.

4. Conclusions and Outlook

In conclusion, we have reported on the design and performance of a velocity map imaging
(VMI) spectrometer optimized for experiments using high-intensity extreme ultraviolet (XUV) sources
such as laser-driven high-order harmonic generation (HHG) sources and free-electron lasers (FELs).
The instrument is versatile and allows for combining photo-electron and -ion detection modes, such as
ion time-of-flight (TOF), ion VMI and electron VMI, in different ways, depending on the required
information and the process under study. The performance for the different detection modes was
estimated using simulations, and first experimental results from an intense HHG source were presented
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together with proof-of-principle application of covariance mapping to mass selection of photoions and
extraction of channel-specific photoelectron spectra.

The analysis of the experimental results confirms that the acquired data contain information about
the correlation between the products of the photoionization, and the first covariance mapping analysis
demonstrates the feasibility of extracting such information, indicating that the suggested approach is
viable for extracting feature-rich correlated information from future experiments using high-intensity
XUV sources.
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