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Abstract

Extreme ultraviolet (XUV) light is a central component in many methods to study the
world around us. The research fields that use XUV light span many different topics;
XUV light is for example a key component when the world’s shortest (at the time
of writing) light pulses are produced. XUV light is typically resonant with atomic
transitions from the ground state to high energy levels or ionization of an inner shell
electron, which makes it a very useful tool for spectroscopy. However, this property
also makes it problematic to work with XUV beams, as typical optical tools based
on transmission will have their intrinsic material changed by the passage of the XUV
light. It is therefore interesting to develop new control techniques for light in the
XUV. In this thesis I present how XUV light can be controlled by using an atomic
ensemble as control medium. An XUV pulse excites the atomic ensemble, which starts
to re-radiate XUV light. The control of this emission is exerted through control of the
emission wavefront. This is achieved by a second light pulse (infrared for the research
this thesis is based on), that induces a Stark shift of the energy levels of the atomic
ensemble. The Stark shift is intensity-dependent, thus, control of the intensity profile
of the second pulse gives control of the phase modulation of the XUV emission from
the atomic ensemble. This thesis is concerned partly with the possibility to shape
the XUV light, also in a non-linear fashion, by controlling the intensity profile of
the second pulse. However, this thesis also delves into the possibility of extracting
knowledge on the behaviour of the Stark shift through analyzing the result of the
XUV emission wavefront. This method is an interesting line of research as the Stark
shift is difficult to measure for many atomic states.
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Populirvetenskaplig sammanfattning pa svenska

Denna avhandling handlar om hur man kan kontrollera ljus som har en mycket kort
vaglingd, och hur resultatet av denna kontroll kan siga nigot om materialet som
styrverktyget anvinder - det kan lita konstigt, men ir egentligen nagot vi dr vana
vid. Det kan liknas vid att ett prisma kan dela upp vitt ljus sa att man ser de olika
komponenterna, och vi kan lira oss nigot om ljusets sammansittning, men samti-
digt sdger skillnaden i hur olika firger sprids nigot om egenskaper i prismats material
som uppenbarligen ir olika for olika firger. Problemet med ljuset jag har arbetat med,
extrem-ultraviolett ljus, 4r att det 4r ett sd bra verktyg for att studera sd ménga olika
material, det interagerar och ger information om energinivier for i princip alla ma-
terial! Men absorberas pd kuppen i materialet som ofta forstors av den héga energin.
Detta dr ett problem for styrningen innan tillfillet dir ljuset ska undersoka ett testma-
terial, for hur formar man ljuset utan att det absorberas och f6rstér styrverktyget om
det nu absorberas av alla material styrverktygen gors av? Detta dilemma innebir att
det inte gér att anvinda ett glasprisma, eller en vanlig lins, eller nagot annat styrmedel
for ljus som kréver att ljuset gar igenom ett material.

For att 16sa dilemmat krivs det en krokodil-16sning: byt slagfile till ett du 4r batt-
re pa att kontrollera! Krokodilen drar ner ett byte under vattenytan dir de har ett
overtag - samma idé gor det majligt att kontrollera extrem-ultraviolett ljus genom att
byta slagfilt. Detta byte av slagfilt innebir att man inte forsoker styra det extrem-
ultravioletta ljuset i sig, utan later det absorberas av en grupp atomer och sedan kon-
trollerar man dem istillet. Denna angreppsvinkeln fungerar i tva steg: forst traffar den
extrem-ultravioletta ljusvigen en grupp atomer, och sitter deras elektroner i svingning
runt atomkirnan. Denna svingning innebir att atomerna sjilva kommer bérja skicka
ut extrem-ultraviolett ljus. Sedan, i det andra steget, skickar man in en ljuspuls med
en annan viglingd, som péverkar atomerna och hur de skickar ut ljus. P4 s vis kan
man paverka det extrem-ultravioletta ljuset genom att kontrollera den andra ljuspul-
sen. Tricket hir 4r att den andra ljuspulsen kan vara ljus med an annan vaglingd, dir
man inte har samma problem med absorption i material.

Mitt arbete har gatt ut pa att undersdka hur formen pa den andra ljuspulsen paverkar
formen pé det extrem-ultravioletta ljuset som atomerna skickar ut, och om det ir
mojlige att styra det extrem-ultravioletta ljuset inte bara i riktning utan dven att forma
det genom att forma den andra ljuspulsen. Men, jag har ocksd arbetat med tekniken pa
det omvinda sittet: jag har undersokt hur man kan fi information om interaktionen
mellan atomerna och den andra ljuspulsen genom att underséka vad som hinder med
det extrem-ultravioletta ljuset atomerna skickar ut.
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Chapter 1

Introduction

This licentiatie thesis falls under the large category of scientific work that is the field
of spectroscopy and spectroscopic techniques. Spectroscopy is an old field of science
that concerns all interaction between matter and radiation - no wonder the field is
huge! Despite its old age, the field is still relevant. Knowledge collected from spectro-
scopic measurements includes the vast majority of the knowledge of energy structure
of matter in general and specific energy structures for each element. Knowing the en-
ergy structure of an element is important information to be able to predict how this
element will behave in different situations; the energy structure is often a first clue
to the structure of the electronic configurations. This structure is so crucial for the
properties of an element that the elements were sorted (with a few exceptions) after
their electronic structure in the periodic table already before the electronic structure
was discovered, simply based on how the elements behaved in different situations.

The radiation that is used to study the energy structure of an element is typically
chosen to have an energy range that matches the energy of the transition that should
be studied; in other words, that the radiation is resonant with the transition. For
transitions where an electron is ionized from shells close to the nucleus, the radiation
in the resonant energy range is XUV light.

However, the fact that extreme ultraviolet (XUV) light is resonant with these tran-
sitions also means that it reacts very easily with all matter. This creates a problem
when an experiment requires shaping or steering of an XUV beam. For light in many
other wavelengths, it is possible to shape and steer a light pulse with a vast variety
of optical tools. For XUV light, the user was historically restricted to mainly reflec-
tive optics. However, the technique of opto-optical modulation (OOM) offers an
alternative route to be able to control XUV light. This alternative route uses funda-



mental properties of light-matter interaction to reshape XUV light as it interacts with
an ensemble of atoms.

During this licentiate project I have worked on improving the OOM technique, pri-
marily focusing on the proof-of-principle of shaping XUV light using OOM, but also
on the possibility of extracting information on the behaviour of the atoms by looking
at how they react to OOM.



Chapter 2

Light-Matter Interaction

This thesis and the research described here, is based on the fundamental properties of
light-matter interaction. This chapter will therefore be devoted to describing the parts
of light-matter interaction theory that are essential to the work I have done during
this licentiate thesis project.

2.1 Classical description of light-matter interaction

The simplest description of light-matter interaction, is in my opinion the quantum
mechanical description of interactions between an atom and the quantized light field
where energy is traded in the form of photons. For example for absorption, the atom
gains an energy that is equal to that of the photon, and the field loses an equal amount
of energy. However, when dealing with many atoms and many photons, as in the
research presented in this thesis, it can be more illuminating to consider light-matter
interaction in a simplified classical dipole picture.

In the classical picture, light-matter interaction is treated by considering light as a
wave. The force caused by the electrical field of the light accelerates the positive nu-
cleus of an atom and its negatively charged electron cloud in opposite directions.
When the electric field vector changes direction, so does the displacement force on
the atom. Here, the atom could be thought of as a string or a harmonic oscillator, so
that when it is put in motion, it oscillates at a certain angular frequency wy [1](Ch.
2A\). Assuming the field is resonant gives that w ;¢4 = wo, and it can be understood
that the oscillatory motion of the atom is phase-shifted by 90° compared to the field
- this is because whenever the field is positive, it pushes the electrons in the negative
direction, so that the electrons are furthest away from the nucleus in the negative di-



rection when the field has been positive for as long time as possible, in other words
at the point where the field crosses zero from positive to negative. Thus, a sinusoidal
electric field will cause a sinusoidal displacement of the electron cloud around the
nucleus, with the response field of the atom being phase-shifted by 90° to the field.
The created oscillation of the electron cloud will in turn radiate its own electric field,
as every accelerated charged particle will emit an electromagnetic field.

However, this is not the whole story. For the research in this thesis, macroscopic effects
need to be taken into account. What this means is that nearby atoms will emit their
own light fields in response to the initial light, and these electrical fields will affect
the atom as well. To account for this, the integral over the fields from an infinite
sheet of charges at a distance (perpendicular to the sheet) very far away is considered.
The result of this integral is discussed in [2] (Ch. 30-7); for the reasoning here it is
sufficient to know that accounting for other atoms leads to a response field from the
atoms that has an additional phase shift of 90° (in the form of a factor 1/7). Thus, to
summarize the classical picture: in the macroscopic picture of light-matter interaction
the net response field from the atoms due to the initial light field is phase-shifted by
180°[2].

An example of what this leads to is that if an incoming light field is resonant with the
intrinsic frequency of the atoms, the response field will interfere destructively with the
initial field due to the identical frequencies and the phase shift between them. The
effect of this is absorption lines.

Figure 2.1: In the classical description of light-matter interaction, absorption lines can be explained by the
phase shift between the incoming light wave and the light waves that are emitted from the atoms
after the incoming light has caused the electrons to oscillate.

2.2 Light-matter interaction in a semi-classical two-level sys-
tem

The fully classical picture that was presented in the previous section is useful for un-
derstanding the research of Paper I and Paper II, but for other aspects it is necessary
to include the quantum nature of the atom. The picture I will use for the remaining
sections of this chapter is the semi-classical picture where the light is not quantized,
and is considered a wave, but the atom is quantized. To simplify, only a two-level
system of the atom is considered (see Fig. 2.2).



To start describing the system mathemat-

ically, 1 start from the time-dependent e (2)
w
Schrodinger equation: "
o
o l
ov . 1)

: > Figure 2.2: Description of the two-level system
where 7 is the reduced Planck’s constant, ¥ used to modal the light-matter imter.

denotes the wavefunction and H denotes the action in the semi-classical picture.
Hamilton operator [3](7.1). If the interac-

tion with the external field H;(¢) is the only time-dependent effect, the Hamiltonian
can be split up and written as:

ﬁ:flo—{—flj(t), (2.2)

where Hy is the field-free Hamiltonian. Using the Dirac notation, a general wave-
function ¥(r,t) = |¥) can be expressed as:

|T) = cp()|1)e ™1t + co(t)[2)e 2, (2.3)

where |7), j = 1,2 are the time-independent, position-dependent eigenfunctions of
Hy with eigenvalues Ej = hwj, and the coefficients ¢;(t) fulfill that the probability
of finding the system in the state |5) is |c;(¢)|* [3](Ch. 7.1).

Further simplifications can be made by using that the absolute value of the energy
levels in the system is free to redefine, and the energies of the two-level system therefore
can be set to zero and hwg:

[B) = c1(t)[1) + ca(t)[2)e ™" (2.4)

With this change of absolute value for the energy levels, the unperturbed Hamiltonian
can be written [1](Ch 2.3):

Hy=nh (8 O?o) . (2.5)
For the next step, which is to describe the interaction Hamiltonian for a monochro-
matic external field, two things are very useful. The first is to use a technique called
the Géppert Mayer gauge to describe the potentials of the electromagnetic field. The
second is to assume that the wavelength of the field is much longer than the span of
the atom, and that it is therefore approximately correct to say that the field potentials
at the position of the electron r are the same as those at the atomic center of mass



ro. With these two points fulfilled, the interaction Hamiltonian can be described [1]
(Ch. 2.3):

Hi(t) = e(t — r0) - Eo(ro) cos(wt + o), (2.6)

where e is the elementary charge, w is the angular frequency of the field and Eg(ro)
is the electric field amplitude at position rg. If the polarization of the field is assumed
to be along 2, the interaction Hamiltonian can be rewritten into:

H(t) = eEy(rg) cos(wt + ¢). (2.7)

Combining Eq. 2.4 and Eq. 2.7 gives:
(U|H7|®) = eEoy(rg) cos(wt + ¢)-
[le1|2(1|2[1) + c1c5(2|#[1)e™0" + ciea(1]E]2)e™ 0 + |caf3(2]2]2)] . (2.8)

The integral ffooo WZrWjdr is an integral over all space of an odd function and is
therefore zero [1](Ch. 2B), thus:

(U|H[| W) = eEy(xg) cos(wt + ¢)-
[c165(2|2[1)e™°" + ciea(1|2[2)e ™0 . (2.9)

e(1]2[2) Eo(ro)

Introducing the Rabi frequency ) = ===5="=" gives:
(U|H[|W) = h [clcgﬁ*eiwot + c’{czﬂe_iwot] cos(wt + ¢). (2.10)

Finally rewriting the cosine term to exponential form gives:

*

(U] ;| W) = hclc;% (ei((w+wo)t+¢) n e—i((w—wo)t+¢)>

n hCTCQ% (ei((w—wo)t+¢) + e—i((w+‘*’0)t+¢)> . (2.)

The full Hamiltonian can then be expressed in matrix form as:

. ( N 0 9 (gillw—wo)t+6) | gmillwr+uo)t+e)
% (el((w+wo)t+¢) 4 e—l((w—wo)t'*'fﬁ)) wo

(2.12)

The evolution can be described in two different cases, one quasi-resonant where |w —

wp| << wp, and a non-resonant case. For the opto-optical modulation technique

that is used in both Paper I and Paper II, both the quasi-resonant case and the non-

resonant case are important.



2.2.1 Rabi oscillations

If the field is quasi resonant with the energy separation between |1) and |2), so that
|lw — wo| << wo, then the terms dependent on e* (W +«0)t+¢) will oscillate much
faster than the terms dependent on e ((@=w0)t+®) ~ Also, when integrating the tem-
poral evolution during an interaction period, the terms dependent on e*#((WFwo)t+¢)
. 1 .
will have a factor (w+wp) ™" that suppresses them compared to the other terms. This
means that the effect of these terms can be neglected; this approximation is the rotat-
ing wave approximation [3](Ch 7.1). The temporal evolution of ¢; and ¢2 can then

be described as [3] (Ch 7.3):

d Q .
. & _ 2o i(0t+¢)
zdtcl C9 2e (2.13)
and d o
’l:%CQ = C1 7e_i(5t+¢), (2.14)

where the detuning § = w — wy is introduced.

To see the effect of the field on the populations in the two-level system, Eq. 2.13 and
Eq. 2.14 can be combined into a differential equation:

d? OF [ (de; , .
. _ —i(dt+¢) —i(0t+¢) ¢
=302 = & [(dt ) e +cre ( zé)] &

2 *
iic2 — & K_i@g;ei(dﬁqb)) e—i(6t+¢)+

dt? 2
( dey 2 ez(6t+¢:)) —i(Jt+¢) (_i(g)} PN

dt QF
d? Q* de .
dt202:_’2 02+d7t2( ’L(S)<:>
> de O
L + d2 (i0) + 5| 2= 0. (2.15)

Eq. 2.15 has a solution such that the population of the upper level can be found as [3]

(Ch. 7.3):
02 <MQ2+5%>

2
2 ()" = 02192 525 5 (2.16)

For § — 0, the effect of the field is thus to cycle the population between the two
levels. This is called Rabi oscillation, hence the term "Rabi frequency” for €. As can
be seen from Eq. 2.16, the larger the detuning gets, the smaller the fraction of the
population that is transferred for each cycle becomes.



2.2.2 Stark effect

Another light-matter interaction effect that is crucial for the research in Paper 1 and
Paper Il is the Stark effect. It describes how an external field changes the atomic energy
level structure [4]. To see where this effect comes from, it is necessary to rewrite Eq.
2.13 and Eq. 2.14 taking into account the non-resonant terms that were neglected in
the previous section. If the external field phase ¢ is assumed to be zero:

.d _ Q 30t —i(wo+w)t
ZdtCI =y 5 (e +e ) (2.17)
and d Q*
- — —idt i(wotw)t
Zﬁdt co=c o> (e +e ) . (2.18)

For non-resonant fields, and if the field is weak, a perturbative assumption helps find-
ing a solution. If the Rabi frequency is real, 0* = €2, a perturbative solution to these
coupled equations can be found as [1](Ch 2.3.4):

0 —idt i(w+wo)t
cQ<t>=<e - >C1<t>. (2.19)

2 6 w + wo

For this case, the time derivative of the lower state is useful to look at as an example:

d 9) e—i&t ei(w—i—wo)t 0 5t )
SRR el - Rl X —i(wo+tw)t
ZdtCI (2 < 5 o c1 5 (e +e ) < (2.20)

d QQ <1 eith e—ith 1 >
C1

) w+wo+ 1) _w—i-wg

I—Cc] = — (2.21)

dt 4
The two terms in the middle of Eq. 2.21 are oscillating rapidly, and do not contribute
to the Stark effect. The two remaining terms are both constant. Given Eq. 2.1 and
Eq. 2.12, it is clear that a constant shift of the temporal derivative of a coefficient that
depends only on that same coefficient belongs to the diagonal of H, and can thus be
interpreted as a shift of the energy level of the evaluated state. This energy shift does
occur and was first reported already in 1913 [4]. To simplify Eq. 2.21 further, it can be
seen that the first term is the most important, since the denominator § is smaller than
w + wo. Thus the Stark shift of the atomic energy level from a non-resonant external
field (using a perturbation approximation) can be written:

2

AEstark = 1 (2.22)

From Eq. 2.22 it can be seen that the Stark shift depends on the sign of the detun-

ing, and on the intensity of the field since € is proportional to the field amplitude
[1](Ch.2.3.4).
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The expression above is valid for a non-resonant and weak external field. This is not
the only system where an approximate solution can be found. If a system with an
electron very far out from the nucleus is considered, then an expression for the energy
shift experienced by the electron due to the field can be obtained. If the assumption
that the electron is far away from the nucleus is taken to its extreme, the situation
can be reduced to a free electron oscillating in an electric field. The energy gained by
the electron is then the average of the kinetic energy of the oscillatory motion, which
is commonly called the ponderomotive energy U, [5, 6]. The ponderomotive shift is
given by:

e?E3

= Wv (2.23)

Up
where e is the elementary charge and m. is the mass of the electron. It can be seen that

also in this situation, the energy shift is proportional to the intensity of the external

field.
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Chapter 3

Opto-Optical Modulation

An experimental technique that has been crucial to the research of this licentiate
project is OOM, which allows light to be controlled using phase modulation cre-
ated by another light pulse. This chapter will go through the technique in detail,
starting from the concept of controlling electromagnetic radiation by controlling the
wavefront.

3.1 Steering using phase

Radar is perhaps the most commonly known example of how electromagnetic radi-
ation can be steered by controlling its phase. An array radar is made up of many
antennas, with each antenna emitting a signal that interferes with the rest (see Fig.
3.1). If all antennas are in phase, as in Fig. 3.1b, then the interference between the
different antennas will ensure that the parts of the radiation field from a single an-
tenna that are not travelling upward in the figure will be suppressed *. This results in a
wavefront that is horizontal. If a position-dependent phase shift is added, the ampli-
tude crests of the radiation field from one antenna will be slightly off compared to the
crests of the radiation from its neighbour. If the phase shift increases incrementally
for each antenna, and their positions are equally spaced, the phase shift will result in
a tilted wavefront across the antenna field as depicted with exaggeration in Fig. 3.1c.
This means that the travelling direction for the radiation where the emission will not
be cancelled out by destructive interference will have a slight angle compared to the
previous emission direction.

"The seemingly spherical radiation field from an antenna such as the one depicted is not entirely
correct, it is a simplification made for the sake of the analogy.
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Figure 3.1: Schematic description of how the phase difference between adjacent radar antennas can be used
to steer radar emission from a phased array radar. The blue lines represent some of the wavecrests
of the electromagnetic radiation from an antenna, and the dashed gray lines mark the direction
of the wavefront.

Radar is not the only example of how control of the
phase and the wavefront can be used to control light, the
same principles apply for example for a lens, as seen in
Fig. 3.2. The wavefront will be shaped in a way that
depends on which direction the lens is curved: if the
middle of the lens is thicker than the edges, the opti-
cal path through the middle will be longer than the path

Figure 3.2: The curving of the
through the edges, and the part of the wave that propa- 9 wavefront (%me lines)

gates through the center will be delayed compared with in a positive lens
) ) creates a focusing
the parts at the edges. This leads to the beam being fo- effect.

cused.

OOM uses the same principle to control light as radar does, but OOM replaces the
antennas with atoms. The basic idea of the technique is that the wavefront of incom-
ing XUV light is modified by modifying the phase of the response field (see section 2.1)
when the light has interacted with a gas [7], as described schematically in Fig. 3.3. The
steps in detail, depicted in Fig. 3.3 are as follows: first, an XUV pulse excites a mani-
fold of atomic states and the superposition between the excited states and the ground
state starts to oscillate (see section 2.2.1). The phase of the superposition evolves with
wot, where hwy as previously is the difference in energy between an excited state and
the ground state. Step two is that the atoms after the excitation start emitting XUV
light, as discussed in section 2.1. After a variable time delay, the third step occurs. This
is when a second pulse, the IR control pulse, is sent onto the atoms and the induced
Stark-shift modifies the energy of the states in the superposition. From Eq. 2.4, it
can be seen that the energy difference (hwp) between the states will affect the phase
evolution. Therefore, the induced Stark shift modifies also the phase evolution of the
superposition, and therefore also the wavefront of the light that is emitted from the
atoms. During the time the IR pulse interacts with the atoms, a phase shift (compared
to the evolution without the interaction with the control pulse) is accumulated, and
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this shift remains also when the pulse has passed and the phase evolves unaffected.
The control pulse should be non-resonant to the transitions that were excited by the
XUV pulse, thus affecting the atoms mainly through Stark-shifting the energy levels.
The effect on the phase during this step will be:

@ o AEStark

g o N (.0

where AEgiq, is the shift of the energy separation between the states in the super-
position due to the Stark effect.

I III

Figure 3.3: Schematic description of the opto-optical modulation process. In step |, an initial XUV pulse excites
the atom. In step Il, during an adjustable time delay, the atom will emit XUV light that is out-of-
phase with the initial pulse. In step Ill, a non-resonant control pulse is sent onto the atom. This
will Stark-shift the energy levels of the atom and change the phase of the emitted XUV light, as
depicted in step IV.

However, as discussed in Sec. 2.2.2, the Stark shift is intensity-dependent. If the
intensity of the control pulse varies across the ensemble of atoms, the Stark shift will
vary as well. This means that the Stark shift can be used to create a situation like
that of Fig. 3.1¢c, with atoms replacing the antennas (see Fig. 3.4). A major difference
is that the emission from the atoms contains many frequencies from many different
transitions. This is both because the initial XUV pulse has a broad frequency span,
and because the atoms have many transitions in this particular frequency region. The
Stark shift is state-specific, meaning that when I discuss the phase modulation using
OOM, I mean the emission from one specific transition. To be more precise, it is
possible to set up a relation for the total phase shift for each transition and position
in the atomic ensemble due to the Stark shift:

1
A¢(T) = ﬁ . AEStark(T,t)dt (3.2)

where T5 is the pulse duration of the non-resonant control pulse. If the temporal
shape of the control pulse is known, the integral over the pulse duration can be calcu-

lated. The spatial shape of the phase shift will thus be dependent on the spatial shape
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of the intensity of the control pulse, and here one interesting aspect of the technique
appears: it is not only possible to apply a linear phase shift across the ensemble and
steer XUV light, as depicted in Fig. 3.4, but it is also possible to shape it.

( N
{
o o odlle

(@ (b)

Figure 3.4: Schematic description of how the phase difference between adjacent atoms can be used to steer
XUV emission from an atomic ensemble. The blue lines represent some of the wavecrests of the
XUV light from an atom, and the dashed gray lines mark the direction of the wavefront.

3.2 Shaping extreme ultraviolet light using opto-optical mod-
ulation

The principle behind the shaping of XUV light using OOM is the same as any optical
instrument making changes in the near-field that are meant to change the far-field in
a specific way. The principle is rather counter-intuitive, but the main idea is that the

near-field will be shaped like the Fourier transform of the far-field [8].

Fig. 3.5 gives a few examples of how the application of a control pulse can shape the
XUV light in the far-field. In the figure, a linear relationship is assumed between
the intensity of the control pulse and the phase shift. This would be the case if the
situation concerns an electron that is not tightly bound to a nucleus, meaning that the
behaviour of the electron approaches that of a free electron and thus the Stark shift
approaches the ponderomotive shift (see Eq. 2.23).

Two examples from Fig. 3.5 are especially important for Paper I and Paper II; that
of a linearly varying control pulse intensity across the atomic ensemble, and that of
a Gaussian intensity shape of the control pulse. First, I will focus on the latter case,
which is important for Paper I, and the second case will be the focus of Sec. 3.3.

Fig. 3.5d shows that the XUV intensity profile has fringes in the far-field when im-
printed with the phase shift from a Gaussian control pulse. These fringes are an inter-
ference effect due to multiple points in the near-field having the same phase gradient
after the control pulse has been applied. This means that the emission from these
points will be directed to the same point in the far-field. However, the absolute value
of the phase is not the same for both points, as seen in Fig. 3.6. This leads to an
interference pattern in the far-field.

This was detected experimentally in Paper I, and the study is the first to show shaping
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Figure 3.5: Examples of how an added phase shift can change the far-field of a pulse that has a Gaussian
intensity profile in the near-field (upper plots). The black line denotes the near-field intensity, the
red line denotes a (scaled to fit) phase that is added to the Gaussian pulse, the blue line denotes
the far-field intensity and the dotted black line is the far-field of the Gaussian pulse when no phase

shift has been added, for clarity.

of the spatial XUV profile using the spatial intensity profile of another light pulse.
Given the possibility to shape light of certain wavelengths, for example infrared (IR),
with widely available optical tools like acousto-optic modulators or spatial light mod-
ulators (SLMs) [9], this is an interesting opportunity; it allows a user to choose a shape
they want for the XUV, and then tailor a light pulse of a more manageable wavelength
to the needed shape to get the appropriate phase shift in the near-field.

17



Figure 3.6: A pulse with a Gaussian intensity profile (black) has a Gaussian phase shift (red, scaled to fit in
plot) imprinted onto it. The points P; and P, have the same phase gradient and the intensity of
the Gaussian pulse in these locations will therefore be sent to the same z-position in the far-field.
However, the absolute phase is different for the two points and this will cause interference in the
far-field.

3.3 Using opto-optical modulation to probe the Stark effect

The case of a linearly varying control pulse intensity is interesting from an opposite
perspective compared to Fig. 3.5d. If it is assumed that the intensity profile of the
control pulse is linearly varying across the ensemble, and the Stark effect of a specific
state is unknown, then the XUV intensity profile in the focus instead contain clues
on the Stark shift. For example, if the XUV intensity shape is known and the phase
variation is linear, but the far-field profile is shifted to another direction than that
expected - then it can be deduced that the Stark shift has a different sign than expected.

This example can be taken one step further to coincide with what happens in Paper I1I:
if the far-field profile is at first shifted to one direction, then the other when the control
pulse intensity is increased, then the intensity value where the change in direction
occurs clearly marks a region of highly non-linear behaviour of the Stark effect of the
atomic state.
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Chapter 4

Experiments

This chapter describes the experimental equipment and procedures of Paper I and
Paper II, both those that took place in the laboratory and those that were computer-
made.

4.1 Opto-optical modulation laboratory experiments

The experimental setup that was used for the studies presented in Paper I and Paper
I1 is a tabletop pump-probe setup (see Fig. 4.1) that is described in detail in published
literature [10]. The light source is a titanium-sapphire laser with a tunable wavelength
in the IR (specifically around 800 nm), that after amplification and compression with
chirped pulse amplification [11] delivers pulses of about 2-3 m]J with a pulse duration
of about 20 fs to the setup. The repetition rate for the system is 1 kHz. This beam
is split by passage through or reflection on an annular mirror, and the resulting two
beams from there on follow the path of one arm each in a stabilized interferometer. A
mirror on a controllable piezo-stage allows for control of the delay between the pump
and the probe pulse with high precision. The pump pulse path directs the pump pulse
into a gas jet with a pulsed valve, where the IR pump pulse is used to generate XUV
light. The generation occurs through a nonlinear process that generates odd high-
order harmonics of the laser frequency, yet without the drop-off in intensity with
increasing order that occurs for lower orders [12-17]. A variable aperture allows for
control of how much IR intensity is used to generate the XUV light.
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Figure 4.1: Schematic description of the setup used for the laboratory experiments. Ultrashort IR pulses are
divided by an annular mirror, which marks the start of an interferometer. The annular part of the
initial IR pulse is used to excite a gas in a non-linear process that creates XUV light. The XUV light
then propagates further and becomes the pump in a pump-probe procedure where the target is
the atomic ensemble of the second (lower in figure) gas jet. The probe is the remaining part of the
initial IR pulse and interacts with the target ensemble a variable time delay after the pump. The
delay is controlled through moving the focusing mirror of the probe beam with its piezo-driven lin-
ear stage (upper circular chamber in the figure). The leftmost camera provides active stabilization
through monitoring changes in the interference pattern formed by the two arms of the interferom-
eter, and then correcting the changes through controlling the linear stages supporting the focusing
mirrors in the upper chamber. The center camera is used to view the spatial overlap of the two
pulses in the focus. Finally the rightmost camera is used to record the emission from the target
ensemble, which is amplified by MCPs.
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Figure 4.2: Example of a false-color spectrum captured by the camera of the setup. The x-axis is frequency-
separated due to a grating before the detector, while the y-axis shows the intensity distribution
of the XUV light across the vertical direction. The horizontal regions of high intensity on-axis (on-
axis approximated to Y-pixel~390) hints at the frequency distribution in the form of odd high-
order harmonics of the laser frequency. The harmonics are widened by the strong intensity of the
fundamental pulse.

The generated XUV pulse is then recombined with the probe pulse by the passage
through (for the XUV pulse) or reflection on (for the IR probe pulse) a controllable
annular mirror, and focused by a toroidal mirror into a second, identical, gas jet (re-
ferred to as the target gas jet). This is where the OOM takes place, with the probe
pulse serving as the non-resonant control pulse. A variable aperture in the probe arm
allows for control of the intensity of the probe pulse. The controllable x-y tilt of the
recombination annular mirror is used to position the probe pulse in relation to the
XUV pulse to optimize the modulation of the far-field. To get as much separation
between the light that is not modulated ("on-axis”) and the light that has been mod-
ulated with OOM, it is ideal to place the probe pulse so that its steepest intensity
gradient overlaps spatially with the peak of the XUV intensity, as this is the place
where the highest amount of atoms will be excited by the XUV pulse and therefore
will be emitting a response field. The steep intensity gradient of the IR pulse will
ensure that the re-direction of the emission from the on-axis XUV light is maximal.
A visual guide to the concept of on-axis and modulated XUV light can be found in
Fig. 4.2: this is a false-color image from the camera that detects the XUV light. In for
example the right upper corner it is clear that some of the XUV has been re-directed
from its original on-axis direction where a majority of the light hits the detector, as a
consequence of the OOM.

The detection of the XUV light that is emitted from the atoms in the target gas jet is
done by frequency separation with a reflection grating, micro-channel plates (MCPs),
a flourescent screen and a camera. The MCPs basically consist of many electron mul-
tiplier tubes [18]. This means that when an XUV photon hits one of the tubes, it sets
an electron free and the electron is accelerated through the tube by using an external
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bias, which means it can knock out more electrons from additional surfaces, which
can then be accelerated and so on, until the electron cascade reaches the phosphor
screen. 'This means that the signal that can be seen on the camera or the phosphor
screen is significantly amplified by the MCPs.

The stabilization of the interferometer is done through taking small sections of the
pump and the probe pulses and recombining them onto a camera, where any in-
stability is seen as a fluctuation of the interference pattern. These fluctuations are
monitored and sent into a feedback system to the piezo stage that controls the delay
between the pulses so that the changes that cause the fluctuation of the interference
pattern can be compensated for.

4.1.1  Experimental procedure

The first step in the experimental procedure is optimizing a number of parameters: the
first being the IR pump pulse intensity into the generation gas jet, to maximize XUV
light generation and without getting an XUV intensity reduction due to ionizing. The
second optimization is the intensity and position of the IR probe pulse with respect
to the XUV pulse in the target gas, as mentioned in the previous section. The IR
intensity gradient of the probe pulse (acting as the control pulse for OOM) needs to be
sufficiently large to ensure that the modulated XUV is well separated from the on-axis
light. After the control pulse intensity optimization, it can be beneficial to again adjust
the intensity of the IR pump pulse in order to blue-shift the high-order harmonics
making up the XUV pulse [19] so that the energy of a specific transition in the target
gas can be matched by a shifted harmonic. This is the case for example in Paper II,
where the blue-shift pushed one harmonic into resonance with the ground state 152
to 152p transition in Helium. As seen in Eq. 2.16, the transition probability is highest
at resonance and therefore it leads to a stronger spectral line for this transition if the
spectrum is blue-shifted into resonance.

For both Paper I and Paper II, the interesting effect to study was what happened
when the probe pulse aperture was changed. In Paper II this is interesting because
the changed aperture opening gives a change in intensity, which is necessary to probe
the behaviour of the Stark effect as a function of the non-resonant field strength. For
Paper II also the change in shape of the control pulse is crucial, as it allows change of
the shape of the emission wavefront.

22



4.1.2  Data analysis

The images of the spectrum that are captured by the camera are first treated by con-
verting the x-axis of the spectrum to frequency from wavelength, and then the effects
of the nonlinear relation between wavelength and frequency on the binning of the
x-axis is corrected for by interpolating, such that the x-axis remains linear. The re-
flection grating should provide a flat-field spectrum so that this is the only treatment
necessary, but if the energy calibration of the spectrum is crucial further treatment is
needed. Corrections to the energy calibration are made through using known spectral
lines of the target gas, and calibrating the x-axis such that these lines coincide with
each other in a way that corresponds to published spectra of the target gas’.

To produce plots that describe the result of OOM with changing aperture opening,
the spectrum for each aperture opening is treated by integrating over the energy region
that correspond to the state(s) that is(are) being studied for each divergence angle.

4.2 Opto-optical modulation simulation description

To better understand the results from the experiments explained in the previous sec-
tion, a program was written to simulate the experimental process. The model is not a
comprehensive mirror image of everything that goes on in the laboratory set-up, but
was written to single out the significant processes for the experimental results. The
model is based on Gaussian pulses and Fourier optics. The temporal aspect of the
light pulses is not considered more than by a multiplication factor into the calculated
accumulated phase for each control pulse intensity.

The first step in the model is to simulate the effect of the aperture on the spatial
pulse profile of the control pulse. This is done by a pass/no-pass filter set to a variable
radius to mirror the variable aperture opening in the experiment. This step is depicted
schematically in row I of Fig. 4.3.

The next step in the model is a far-field transform [8](Ch. 4) that simulates propa-
gation of the control pulse from immediately after the aperture (considered the near-
field) to the focus. The far-field transform is based on the Fraunhofer approximation

k(22 +y2
z>> (n2yn)mr7 (41)

where z is the distance between the center of the near-field active region to the center

'The structure of the odd-harmonic spectrum should be an easier way to calibrate the energy, however
blue-shifting both disrupts the energy structure and widens the frequency span of each harmonic.
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Figure 4.3: Comparison between the laboratory experiment setup (a) and the programmed model (b). In row
I, the control pulse is cut by a variable aperture, which is simulated by a filter. In row I, the XUV
emission from an ensemble of atoms is phase-modulated through the Stark-shift from the control
pulse. In the simulation, this is mirrored by adding a phase shift that is calculated for each intensity,
either by using an approximation of ponderomotive behaviour with control pulse intensity (Paper
1), or by solving the coupled Maxwell wave equation and time-dependent Schrédinger equation
(Paper I1). Finally, in row Il the far-field distribution of the modulated XUV emission from the atoms
is detected. The grating in the experiment is omitted from the figure. The dashed lines in the
spectrum (c) marks the frequency area that is integrated over to produce Fig. 4.4a.

of the far-field active region, k is the wavenumber, and /22 + y2 is the distance

from an evaluated point to the center of the near-field (in the plane orthogonal to z).

Given that Eq. 4.1 holds, the propagated field E'¢(x ¢, ys) can be described from the
known near-field E,, (2, yn):

oikzgizs (23+y7)

o
- 27
E¢(zs,yy) e // E,(xy, yn)eﬂﬂ(’”fw“yfy")dxndyn.
—Oo

(4.2)
The integral is the Fourier transform of the near-field intensity profile, evaluated at
“frequencies” of $£ and 4L. In the model, only one dimension is simulated. This is
because the experiment only has one important dimension for the phase modulation;
the direction that is parallel to the slits of the reflection grating. The resolution of
another dimension is traded for frequency resolution.

The control pulse intensity profile that is propagated to the focus is then used to cal-
culate the phase shift that should be added to the phase of the XUV intensity profile.
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For Paper I, the energy shift was assumed to follow the ponderomotive relation in Eq.
2.23. For Paper II, collaborators from Louisiana State University performed a more
detailed calculation where they solved the coupled Maxwell wave equation and the
time-dependent Schrodinger equation [20], and were able to extract the accumulated
phase shift from the Stark effect from their solution. This extracted phase shift for
a number of different control pulse intensities is interpolated in the model to find
the phase shifts that correspond to the control pulse intensities in the focus. In this
manner, a specific accumulated phase shift can be assigned to each position in the
focus. The XUV pulse profile is created to be Gaussian, and then modified for each
focus position by the phase shift for that specific position. This is depicted in row II
of Fig. 4.3.

Another far-field transform, identical to the first, is used to propagate the XUV pulse
to the detector plane. The result at the detector plane will thus be a plot of the intensity
across one spatial dimension (similar to row III of Fig. 4.3) that corresponds to the
vertical direction in the experiment (i.e. the direction in which the XUV light is
modulated). This is then converted into a 2D-plot where the intensity distribution
for each divergence angle from the on-axis XUV light is instead depicted as a color
scale, and where the x-position denotes the filter radius, as in Fig. 4.4 b).

4.3 Opto-optical modulation results

The main results from Paper I are the plots presented in Fig. 4.4. The upper plot
shows the spectra from the camera in the setup, integrated over frequency areas cor-
responding to high-energy p-states in Helium, as a function of the aperture opening.
The high energy of the states ensure that the assumption of ponderomotive behaviour
is appropriate. Interference fringes start to appear around x = 180, and the fringe
separation gets wider with increasing aperture opening. This behaviour continues un-
til the changes in aperture opening only concern the fringes of the pulse, where the
intensity is negligible. The same behaviour is found for the modelled system in the
plot below. The match between the two plots indicate that the geometrical properties
simulated in the model are in fact the main physical properties that give the plot in
Fig. 4.4a its distinct fringe pattern.

The effect of the changing aperture opening is in part on the intensity of the control
pulse, but also on the full-width at half-maximum(FWHM). By varying these param-
eters, the intensity profile of the control pulse is changed. The effect of these changes
on the far-field shows the expected behaviour: as the aperture opening increases, two
things should, and do, occur. The intensity of the control pulse increases, resulting in
a larger overall phase change between the atoms that interact with the peak of the con-
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Figure 4.4: Results from Paper I: for a), the frequency region between the dotted lines of Fig. 4.3 ¢) isintegrated
over frequency and plotted as a function of vertical divergence angle and aperture opening. For
b), the simulated result for the XUV intensity distribution in the far-field is shown as a function of
pass/no-pass filter radius. The intensities are displayed in logarithmic scale.

trol pulse and those that interact with the fringes. This affects the average slope of the
phase, and thus the average re-direction from the on-axis XUV light. This can be seen
in an overall increasing divergence angle in Fig. 4.4. Another effect of the increasing
aperture opening is that the diffraction from the opening will be less severe, and the
FWHM of the control pulse intensity in the focus will be smaller. This means that the
region with the emitting ensemble of atoms Ay, will span a larger part of the control
pulse. This can be seen by realizing that Ay is the area where atoms have interacted
with the XUV pulse, and then comparing the overlap between the purple XUV pulse
and the red control pulse in Fig. 4.3b II. When the control pulse FWHM decreases,
the percentage of the control pulse that is in the active region increases, and thus there
are a wider range of intensity gradients that matter for the modulation. The distance
between the points with the same gradients also decreases; in Fig. 3.6 this corresponds
to a reduced distance in = between P; and P5. This increases the distance between the
fringes. This can also be seen in Fig. 4.4. There is a natural minimum in how small
the FWHM of the control pulse should be, of twice the FWHM of the XUV pulse,
at least if fringe visibility is concerned and as much as possible of the XUV emission
from the atoms should be redirected. This is because only half of the control pulse
re-directs the emission in one particular direction.

The importance of the relative position of the XUV and control pulse peaks is also
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clear. As mentioned in Sec. 3.2, the visibility should be highest when the peak of the
control pulse is at z = xo—FWHM/2 of the XUV pulse, so that the intensity of the
XUV pulse is the same for P; and P, leading to an equal number of emitters in Py
and P». For a Gaussian control pulse, this coincides with when the redirection is at
maximum, as the maximum IR intensity gradient overlaps with the peak of the XUV
pulse. This can be seen in Fig. 4.5: the magnitude of the redirection and the fringe
visibility increase as the position of the control pulse center approaches the center of
the XUV pulse, but decreases when the pulse centers are too close. The symmetry
follows from the symmetry of the control pulse intensity profile. Here it is also clear
that the bell shape of the control pulse intensity profile matters - if the shape would
have been different, the result would have been another. A triangle-shaped control
pulse for example would not have resulted in fringes in a plot such as Fig. 4.5, or Fig.
4.4b. Thus, it is clear that the shape of the control pulse intensity controls the XUV
intensity distribution in the far-field; OOM can indeed be used to shape XUV light.

The result presented in Paper II shows the
opposite use of the OOM-technique. If
it is assumed that the overlap region be-
tween the active ensemble and the control
pulse is restricted to an area around x ~
xoEFWHM/2, then the intensity gradient
is approximately linear. This means that any
deviation of the XUV intensity distribution
in the far-field from the expected (simple dis-
placement in the vertical direction) can be
assumed to be due to a non-linear Stark shift

behaviour with intensity. Such a non-linear
behaviour is predicted for the transition be-

tween the ground state in Helium and 132]9, Figure 4.5: Simulated XUV intensity distribution
as seen in Fig. 4.6. in the far-field as a function of the
control pulse center position in the
. . . near-field (focus plane), with the XUV
From Flg. 4.6 some observations are im- pulse peak position located in the mid-
. . dle of the figure.
portant for the interpretation of the exper-
imental results: the Stark shift for the 2p-
transition is not just expected to be non-linear with intensity, but the gradient for the
phase shift with intensity even changes sign. For low intensities, the intensity gradient
for the 2p-phase shift has opposite sign compared to that of the energetically higher
states. Toward higher intensities though, the phase shift gradient is similar to that of
the other states plotted in Fig. 4.6. This is useful for experimental purposes as it is the
phase shift gradient with intensity that determines the slope of the wavefront of the

XUV emission and thus the propagation direction of the modulated light (see Fig.
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3.4). The distinct differences of the gradients in Fig. 4.6 thus predict distinct differ-
ences of the modulation of the 2p transition line compared to the transition lines of
high np-states.

Phase shift [rad]

0 2 4 6 8 10
Intensity [W/cm?] x10"

Figure 4.6: TDSE calculations of the accumulated phase shift due to the interaction between the ground state
and the plotted different np-states in Helium with first a resonant light pulse (4 fs, 1- 10 W /cm?)
and then, after a delay of 40 fs, with an IR pulse (27 fs, 800 nm) with varying intensity. Data cor-
responding to that presented in [21]. The phase shift due to the ponderomotive energy shift (U,,)
for a free electron due to the same IR light pulse is included for comparison.

The confirmation of the theory in Fig. 4.6 by the experimental result can be perceived
already in the detector picture seen in Fig. 4.7 (a zoomed-in version of Fig. 4.2).
The observations from Fig. 4.6 predict different modulation directions for the 2p-
transition line compared to that of high np-transition lines. This is clear in Fig. 4.7, as
the 2p-transition line has been re-directed in both the positive and the negative vertical
direction (seen for X-pixel~1125), while the high np-transition lines only display re-
direction in the positive vertical direction.

A more processed result is the divergence angle plot as a function of aperture opening
for the 2p-transition line, shown in Fig. 4.8. In the figure it can be seen that there is
re-direction of the XUV light in both the positive and the negative vertical direction.
The overall larger intensity of the re-direction in the positive vertical direction also
implies that the phase gradient sign that corresponds to this direction of modulation
is present to a higher degree, meaning that in the intensity interval of the control pulse
in the present aperture scan, this sign of gradient is the correct assumption for most
intensities.
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Figure 4.7: Detector image showing the difference in behaviour for the 1s2p-ground state transition line (left-
most lines in the figure) compared to the spectral lines of transitions from the higher energy states
to the ground state (right side of the spectrum, separated from the on-axis light). This difference
can be explained by different Stark shifts from an IR pulse.

|
EFTRTR—r—ry

(= S L)

Divergence angle [mrad]

50 100 150 200 250
Aperture opening [arb. units]
Figure 4.8: The measured XUV intensity distribution at the detector, integrated over the frequency region

corresponding to a resonant transition between the ground state and 1s2p in Helium, shown for

each vertical divergence angle as a function of aperture opening. Data corresponding to that
presented in [21].
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Chapter s

Other Spectroscopy Methods

This chapter describes other spectroscopy methods that I worked with to a lesser ex-
tent, and are published in [22] and [23]. These experiments were large collaborations
and I have chosen not to include these papers in the thesis as I only have insight of a
limited part of the research. However, I still wanted to highlight these in this chapter
as they hint at the variety of spectroscopy methods that exist.

The spectroscopy method used in [22] is XUV light from the free electron laser FERMI
[24], investigating nitrogen gas injected by a jet in the beamline with a velocity map
imaging(VMI) photoelectron spectrometer detection system. The light source in [23]
is the same nonlinear high-order harmonic generation process as for the OOM exper-
iments, and the detector is a 3D photoelectron/ion momentum spectrometer.

s.1 Experimental investigation at FERMI

Free electron lasers, like FERMI, use the radiation that is emitted from an electron
when it is accelerated. This means that the classical description of Sec. 2.1, where
the emission is due to the acceleration of the motion of the electron around the nu-
cleus, is relevant also for free electron laser light. By using varying magnetic fields in
an undulator, it is possible to single out one wavelength that will be constructively
amplified along the beampath, when others will be washed out due to destructive
interference [25, 26]. By manipulating the magnetic fields in the undulators it is pos-
sible to tune the wavelength. Free electron lasers offer an advantage over table-top
XUV light sources in their brightness, and their pulse duration is significantly shorter
than that available at synchrotrons. However, table-top XUV light sources still offer
shorter pulses[26].
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In the experiment of [22], a 81 nm pump pulse and a 795 nm probe pulse were used
to ionize molecular nitrogen. The variable time delay between the pump pulse and
the probe pulse allowed for a time-resolved measurement of the ionization dynamics.
A jet was used to inject the gas-phase nitrogen, which had the advantage of cooling
the gas as the pressure dropped rapidly upon entrance in the system from the high-
pressure environment before the valve in the jet [22]. The photoelectrons were then
detected by the VMI: the electrons are collected in cone-shaped electrodes, made to
travel through a flight tube and are finally detected by an MCP detection system
similar to that of the OOM experiments. By choosing the bias over the electrodes, it
is possible to reach velocity-imaging, so that all photoelectrons of the same velocity
reach the same point on the detection plane no matter where they start out from [27].

The objective of this particular experiment was to study the dynamics of Rydberg
states of the high-energy part of molecular nitrogen, where the setup described above
could improve previously published work. The improvements were possible through
the evaluation of the angular distribution of the photoelectron velocities, and the
cooling of the nitrogen gas which allowed for longer coherence times and therefore
enabled reliable measurements at longer time delays [22].

5.2 Coincidence experiments with extreme ultraviolet light and
a3D photoelectron/ion momentum imaging spectrometer

The light source and optical setup that is used in the setup presented in [23] is rather
similar to that of the OOM experiments, with a few exceptions. The main difference
lies in the higher repetition rate and that it has a 3D photoelectron/ion momentum
imaging spectrometer instead of the reflection grating of the OOM setup. The higher
repetition rate results in a lower peak power per pulse, which requires a tighter focusing
and higher gas pressure for the high-order harmonic generation process. This in turn
requires an advanced vacuum system with a catcher pump very close to the gas inlet,
to prevent re-absorption, in addition to a turbo pump keeping the ambient chamber
pressure low [23].

The 3D photoelectron/ion momentum imaging spectrometer uses an applied electrical
field to accelerate photoelectrons toward one detector, and ions to another detector on
the opposite end of the vacuum chamber. An applied magnetic field is used to make
sure the electrons travel in helical paths where the radius of the helical motion provides
information on their momentum [23]. The detectors both consist of MCPs and anode
delay lines, so that the timing of when a charged particle hits the detector is handled
by the MCPs, and the position is determined by the layers of crossed delay lines [28].
For the electrons, there are three layers of delay lines with a 60° angle between each
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layer of delay lines. The added third layer provides enough extra information that
multiple electrons can be detected and position-determined simultaneously, which
enables coincidence studies.

The setup was used to study double-ionization of Helium with an attosecond pulse
train, where the simultaneous detection of two electrons and one ion was used to find
the angular distribution of the correlated electrons making up a two-electron wave
packet. However, due to a low detection rate time-resolved pump-probe studies of
this phenomenon was not possible with the setup at the time of writing.
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Chapter 6

Outlook

This chapter focuses solely on the outlook for the OOM technique. There are several
different directions that the technique could evolve in and be used in different ways.
For the setup used for Paper I and Paper II, some changes were made after the data in
Paper I and Paper II were collected.

One change is that an SLM was installed on a piezo-stage in the probe arm of the
interferometer. This should introduce multiple advantages: previously, there was a
risk of changing the focus when the delay was changed, as the mirror on the stage that
introduced the delay is not flat. If the focus position changes, the interaction region
in the gas moves and the gas density is likely to change. The addition of an SLM
to the setup is also a significant possibility for new experiments and improvements.
The consequence of these changes will be discussed in more detail in the following
sections.

During my last time in the laboratory with the setup, I installed an additional beam-
pointing stabilization system. The idea behind installing this system is similar to why
it was not optimal to move the focusing mirror when changing the delay; any changes
to the focusing risk changing the conditions for the light-matter interaction in the
target gas and thus changing parameters that are assumed constant during scans. An
improved beam-pointing stabilization helps minimize these issues. The improvement
should also help stabilize the focus position of the IR pump pulse in the XUV gener-
ation gas, which should improve the stability of the properties of the XUV pulse (see
for example [29] for how changes in gas density can affect the resulting XUV beam).
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6.1 Controlling extreme ultraviolet light with opto-optical mod-
ulation

The addition of an SLM to the setup significantly enhances the shaping possibilities.
In the papers discussed in this thesis, the shaping possibilities were restricted to a bell-
shaped control pulse. An example of the possibilities of extended control pulse shapes
can be seen in Fig. 3.5c: if a quadratic shape of the control pulse in the interaction
region can be obtained, controlling the focusing of the XUV pulse should be pos-
sible. Another example is that of a triangular control pulse shape in the focus: this
should enable a variable XUV-beamsplitter, where the intensity in each arm should
be possible to regulate by changing the relative center positions of the control pulse
and the XUV pulse. If the control pulse is divided into two pulses, these could be
made to interfere in the focus, and an optically-induced XUV transmission grating

effect could be possible.

These speculations are only a small fraction of the different shaping possibilities that
an SLM opens up for, and I am excited to see what results can be produced from
this. In a larger perspective, it would be interesting to see whether XUV-XUV pump-
probe experiment would be more easily performed by utilizing OOM to steer the
pulses. As of today, my impression is that such experiments are rare as they are difficult
to perform, and perhaps an improved OOM technique could facilitate the present
restrictions.

6.2 Probing the Stark effect with opto-optical modulation

One specific possibility that the addition of an SLM in the setup opens up for is that
of creating a more linear control pulse intensity gradient in the focus. In the previous
experiments in Paper II, the control pulse intensity had a bell-shaped profile, thus
the linearity of the control pulse intensity gradient over the atomic ensemble was
an approximation. This means that if for example the experiment in Paper II was
repeated with an SLM controlling the intensity profile of the control pulse, a more
linear intensity gradient across the atomic ensemble could be set up. Then, it could
be trusted that any non-linearity is caused by non-linearities in the relation between
the Stark shift and the control pulse intensity. As of writing, this ideal situation is not
yet obtained. This can be seen for example when comparing Fig. 4.4a and Fig. 4.8:
the overall shape of how the emission in Fig. 4.8 moves further and further away from
the on-axis light is similar to that of Fig. 4.4a. For this example, my interpretation is
that the curvature of how the position of the maximally re-directed emission changes
with aperture opening is due to the bell-shape of the control pulse intensity, as the
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curvature is similar to that of Fig. 4.4a. For Fig. 4.4a, the states studied are high
enough in energy that the Stark shift should depend linearly on the external field
intensity and therefore any impact of Stark effect non-linearity with intensity should
be small. Thus, the effect of shaping can be seen also when the objective is to study
the Stark effect behaviour with control pulse intensity - where it would be ideal to not
have any shaping effects due to the intensity profile of the control pulse.

6.3 Other spectroscopic measurements with opto-optical mod-
ulation

There is one aspect of using OOM to do spectroscopic measurements that I have not
discussed. That is the increase in the signal-to-noise that is possible when the emis-
sion from the decaying atoms in the ensemble is spatially separated from the XUV
pulse that was used to excite them. This, combined with the pump-probe design of
the setup that enables high temporal resolution, should enable high quality lifetime
measurements of the atomic states involved in the OOM process. This was attempted
in a previous experiment (incidentally for my master’s thesis project), but the repro-
ducibility of the measurements was far too low to trust the data. This was speculated
to be partially because of focus position fluctuations, and thus it might be possible
to get reliable data with the aforementioned additional beam-pointing stabilization
system [30].
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