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Temperature Stabilization of the Phase-Reference Line

at the European Spallation Source

Björn Olofsson1, Bo Bernhardsson1, Rihua Zeng2, Pontus Andersson1, and Rolf Johansson1

Abstract— We consider temperature stabilization of the
phase-reference line at the European Spallation Source, a facil-
ity for neutron spallation currently under construction. Based
on extensive modeling of the heat dynamics, a prototype model-
based control system with associated hardware architecture is
developed and experimentally evaluated on a small-scale setup.
The results indicate that temperature stability within ±0.1 ◦C
is possible to achieve, also with significant disturbances in the
ambient temperature expected during operation.

I. BACKGROUND AND INTRODUCTION

The European Spallation Source (ESS) is a facility for

neutron spallation under construction in Lund, Sweden [1].

Protons are accelerated in an approx. 600 m accelerator,

whereby they are collided with a tungsten target and neu-

trons are emitted. The neutrons are to be used in various

experiments [1], with expected applications in areas such as

material science, medical and life science, and pharmacology.

The protons are accelerated using electro-magnetic fields

in so called cavities, which are connected in series to form

the complete accelerator. To provide each proton-accelerating

component in the accelerator with a stable reference time,

such that the acceleration can be performed at the correct

time instant, an ultra-stable clock is used as a master

reference. The phase reference to each component is then

transported along the accelerator as an analog signal in a

rigid coaxial line [2], referred to as the phase-reference line.

The accelerator includes in total 155 different accelerating

components, of which some are superconducting [1]. The

phase reference will also be used in all diagnostic systems

for the accelerating proton beam. This fact requires both

low phase noise and low phase drift in the reference signal.

Thus, the phase-reference distribution system is an essential

component for ESS in order to achieve the desired velocity

and uniformity of the beam of protons when reaching the

target, where the spallation of neutrons takes place. The

radio-frequency wave that constitutes the phase reference is

transported in a rigid coaxial line made of copper [2], with

one inner and one outer conductor, see Fig. 1. In addition

to the rigid coaxial line, the phase-reference distribution

system at ESS consists of directional couplers and splitters

connected approximately each 10 m for extracting the phase

information for each cavity in the accelerator.
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LCCC Linnaeus Center, supported by the Swedish Research Council.
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Fig. 1. Rigid coaxial line with directional coupler (to the right) used
in the phase-reference distribution system at ESS. Sensors for surface
measurements of the temperature and a heating cable wound around the
outer copper tube have been mounted on the coaxial line. The complete
phase-reference line and directional couplers are then insulated (see Fig. 7).

This paper presents the development and experimental

evaluation of a prototype temperature stabilization control

system for the phase-reference line at ESS. The stabilization

is based on feedback control from measurements of the

surface temperature of the copper coaxial line. Moreover,

heating cables are wound around the phase-reference line and

then insulation is applied (Fig. 1). A developed small-scale

phase-reference line of approximate length 5 m (Fig. 6) was

used for the experimental evaluations in this paper. Both sim-

ulation and experimental results are presented, highlighting

the characteristics and performance of the system. Related

research on feedback-based control systems for temperature

stabilization of phase-reference lines in accelerators, employ-

ing temperature measurements and heating elements, has

been presented previously in [3]. The main contributions of

the current paper are an extensive analytical modeling of

the system dynamics considered, a completely model-based

control design, as well as a control-hardware architecture for

robust integration with the central accelerator control system

to be used at ESS. Results, without detailed derivation and

description of the analytical modeling and the model-based

control design, for parts of the research presented in the

current paper were described in the poster [4].

II. PROBLEM FORMULATION

A major control challenge for the phase-reference dis-

tribution system at ESS is that the long-term phase drift

must be less than 1 deg. (corresponding to approximately

4 ps at the target frequency of 704.42 MHz) for any two

different locations along the linear accelerator. Considering

that the phase reference is distributed along a rigid coaxial

line made of copper, unavoidable temperature variations in

the accelerator tunnel during operation will induce length



variations of the copper conductors forming the rigid line,

leading to undesirable phase changes at the tap points at

each cavity. The length coefficient of copper is approximately

17 ppm/◦C. The allowed phase variations, wave frequency,

and the total length of the phase-reference line determine the

temperature stability required. The phase-reference system is

calibrated in a certain state, i.e., each point along the phase-

reference line has a certain temperature (though not necessar-

ily the same temperature for all points). Variations from the

calibrated temperature during operation of the accelerator can

thus induce phase variations. Assuming a linear coordinate x
along the phase-reference line, the phase change ∆ϕ between

points x0 and xf at time t exhibits a proportional relationship

with temperature variations according to

∆ϕ ∼

∫ xf

x0

T (x, t)− Tcal(x) dx, (1)

where T and Tcal are the current temperature and the tem-

perature at calibration, respectively. Both of these quantities

depend on the coordinate along the phase-reference line.

The intuitive interpretation of this relation is that positive

and negative temperature changes average out, whereas, e.g.,

only positive temperature changes lead to phase variations.

A simplified, and in some cases conservative, temperature-

stability requirement provided by ESS for the prototype setup

discussed in this paper is to achieve

max
x,t

|T (x, t)− Tcal(x)| ≤ 0.1 ◦C, (2)

where Tcal in the experimental evaluations is interpreted as

the temperature at the start of the experiment. In this context,

it is to be noted that different parts of the phase-reference

line will have different temperatures at the calibration time.

III. MODELING

This section presents the fundamentals of the heat-transfer

modeling and defines the models employed as a basis for the

control design and architecture presented in Secs. IV–V.

A. Heat-Transfer Modeling

The partial differential equation (PDE) governing the heat

diffusion in three dimensions is given by [5]

∇ · (k∇T ) +Q = ρcT ′

t , (3)

where k is thermal conductivity, T temperature, Q internal

heat generation, ρ density, and c specific heat capacity.

At the boundary between an object and the environment,

e.g., between the insulation of the phase-reference line and

the surrounding air, heat flow will occur. This dynamic

relation is modeled using convection, which mathematically

could be stated as [5]

q = h(T − Tair), (4)

where q is the heat flow, Tair the temperature of the ambi-

ent air, and h is the heat-transfer coefficient. The param-

eters for the different materials to be considered for the

phase-reference line are the density ρ (kg/m3), the specific

heat capacity c (J/(kg·K)), and the thermal conductivity k

Gcc

∑

Gca

Gcr

u

uRF

Tair

T

Fig. 2. Block diagram of the system with associated disturbances.

(W/(m·K)). The nominal values of these parameters for the

materials of interest are provided in Table I. The heat-

transfer coefficient h depends on the surface geometry and

the air velocity and the heat flow increases with the air

velocity. The parameter h depends on, e.g., the ventilation

and the mounting, but was found to have low impact on

the simulation results. Numerical values in the considered

application are in the range h ∈ [5, 20] W/(m2·K).

B. Block Diagram of the Process Dynamics

The block diagram of the phase-reference line system and

associated disturbances is shown in Fig. 2. The temperature

of the outer tube of the coaxial line is denoted T (assumed

to be measured directly on the surface, see Fig. 1). The

air temperature is denoted Tair. The heat applied by the

controller through the heating cables is u, whereas uRF is

the heat losses in the coaxial line because of natural damping

of radio-frequency (RF) waves in a copper coaxial line. The

control objective is to stabilize T , despite disturbances in Tair

and uRF by manipulating the input u (with the additional

constraint that u ≥ 0). In order to keep the coaxial line

free from moisture during operation, compressed air will be

applied inside the outer copper tube at one end of it. Since

the system is almost closed, however, the resulting airflow

dynamics can be considered quasi-static and will therefore be

neglected in the simulations of the temperature distribution.

The dynamics of the subsystems in Fig. 2 were investi-

gated using both analytic and numerical methods. An analyt-

ical analysis was performed, and subsequently an extensive

simulation study using a computer tool based on the finite-

element method (FEM) was executed. Transfer functions for

the subsystems Gcc and Gca in Fig. 2 are estimated in

Sec. VI.

C. Stationary Temperature Distribution

In this section, the stationary temperature distribution in

a cross section of the phase-reference line (with insulation

TABLE I

NOMINAL VALUES OF THE THERMAL PROPERTIES FOR THE MATERIALS.

Material ρ [kg/m3] c [J/(kg·K)] k [W/(m·K)]

Copper 8700 385 400

Aluminium 2700 1000 238

Insulation 100 1000 0.045



mounted around the outer copper tube) is computed. It is

assumed that there are two heat sources Qi and Qo in

the inner and outer copper tubes, respectively. The heat

Qi is generated because of RF wave losses in the copper

conductors and Qo is a combination of heat losses and

applied heat from the heating cables. In the analysis in this

subsection, the applied heat using the cables is assumed to

be zero. Data from the manufacturer of the rigid line specify

that Qi+Qo is approximately 0.38 W/m in the beginning of

the line and approximately 0.13 W/m in the end. The thermal

conductivity properties for the respective material in a radial

cross section are assumed to be as follows:

k =































kair, air, 0 < r ≤ r1

∞, copper, r1 < r ≤ r2

kair, air, r2 < r ≤ r3

∞, copper, r3 < r ≤ r4

kins, insulation, r4 < r ≤ r5

(5)

The approximation with k = ∞ in the copper sections is here

justified since it simplifies the computations, only at the price

of a negligible error. A principal drawing of the cylindrical

cross section of the phase-reference line is shown in Fig. 3

and the radial cross section is illustrated in Fig. 4.

Using the radial symmetry, the stationarity with respect to

time, and that k is constant in each region i, the PDE (3) can

be rewritten to the Laplace equation in cylinder coordinates

(see, e.g., [6]):

T ′′

rr +
1

r
T ′

r = 0. (6)

This relation gives the functions T i(r) = ai + bi log(r) in

region i with some constants ai, bi to be determined by the

boundary conditions. The following expression is obtained

T (r) =































T 2, 0 < r ≤ r1

T 2, r1 < r ≤ r2

T 2 + b3 log(
r2
r
), r2 < r ≤ r3

T 4, r3 < r ≤ r4

T 4 + b5 log(
r4
r
), r4 < r ≤ r5

(7)

At the inner copper conductor, the boundary condition is

Qi = −2πr2kairT
′

r(r
+
2 ) = 2πkairb3, (8)

from which it is obtained that b3 = Qi/(2πkair). At the outer

copper conductor, it holds that

Qo = 2πr3kairT
′

r(r3)− 2πr4kinsT
′

r(r
+
4 ), (9)

which gives b5 = (Qi + Qo)/(2πkins). The boundary

condition at the outside of the insulation is, if it is normalized

such that Tair = 0,

kT ′

r(r5) = −hT (r5), (10)

which gives

Qi +Qo

2πr5
= h

(

T d +
Qi +Qo

2πkins
log

(

r4
r5

))

, (11)

Copper

Air

Insulation

Fig. 3. Cylindrical cross section of the phase-reference line.

and

T 4 =
Qi +Qo

2πr5





1

h
+

r5 log
(

r5
r4

)

kins



 . (12)

It is interesting to note that T 4 only depends on h, r4, r5, kins,
and Qi + Qo. Note also that it is the temperature T 4 that

determines the length extension of the copper coaxial line

and is therefore the interesting temperature in the cross

section. Solving for T 2 gives

T 2 = T 4 +
Qi

2π

log
(

r3
r2

)

kair
. (13)

Based on the geometry of the phase-reference line, numerical

parameters were introduced as

(r1, r2, r3, r4, r5) = (7.5, 8.45, 19.4, 20.65, 60.65) · 10−3 m.

Under the assumption that the RF copper heat losses are

Qi + Qo = 0.38 W/m and h = 5 W/(m2·K), it follows

that T 4 = 1.83. The temperature on the inner copper is

T 2 ∈ [1.83, 3.74], depending on the ratio Qi/(Qi +Qo).

D. Transient Temperature Analysis

The transient temperature response to a step disturbance in

the ambient temperature Tair in a cross section of the phase-

reference line is analyzed. The results from the analysis

can be used for feedforward control design from measured

air temperature, if it should be required. Transformation of

the PDE (3) into cylindrical coordinates and employing the

symmetry of the problem to be solved gives the relation

rc(r)T ′

t =
∂

∂r
(rk(r)T ′

r) , (14)

where T (t, r) is the temperature at time t at radius r, c(r)
is the volumetric heat capacity in J/(m3·K) as function of r,

and k(r) is the thermal conductivity in W/(m·K) as function

of r. The heat-flux density in the unit W/m2 is given by

q(t, r) = −k(r)T ′

r, see [5]. Considering the fact that the

r
0 r1 r2 r3 r4 r5

Air Cu Air Cu Insulation

Fig. 4. Radial cross section of the phase-reference line, used to the purpose
of analytic modeling of the heat transfer. Compare with Fig. 3.



temperature must be continuously changing in the phase-

reference line, the following two conditions are necessary:

T and − kT ′

r are continuous functions of r, (15)

− k(r)T ′

r = h(T − Tair) = hT, for r = r5, (16)

where the last equality holds under the assumption that

Tair = 0. The solution to the PDE (14) is computed using

the principle of separation of variables and is written as1

T (t, r) =
∑

n

dne
−λ2

ntTn(r), (17)

where the eigenvalues λn are defined by

ATn = λ2
nTn, (18)

with the Sturm-Liouville operator A (see [6]) defined as

Ay := −
1

rc(r)

d

dr

(

rk(r)
dy

dr

)

. (19)

The operator A is self-adjoint in the domain

D(A) = {y(r) : y(r) and k(r)y′(r)

are continuous and − k(R)y′(R) = hy(R)} , (20)

where R = r5 and the inner product is defined as

〈f, g〉 =

∫ R

0

f(r)g(r)rc(r)dr. (21)

In region i it holds that

ATi,n = −
ki
ci

(

T ′′

i,n +
1

r
T ′

i,n

)

, (22)

and the equation ATi,n = λ2
nTi,n is there described by the

Bessel equation

T ′′

i,n +
1

r
T ′

i,n + µ2
i,nTi,n = 0, µ2

i,n :=
ci
ki
λ2
n, (23)

which has the solution

Ti,n(r) = ai,nJ0(µi,nr) + bi,nY0(µi,nr), (24)

for some real constants ai,n, bi,n, where J0 and Y0 are the

Bessel functions of the first and second kind2, respectively.

The heat-flux density in region i is consequently given by

qi,n(r) = −kiT
′

i,n(r) = ai,nkiµi,nJ1(µi,nr)+

bi,nkiµi,nY1(µi,nr), (25)

where J1 and Y1 are the derivatives of the Bessel functions

of first and second kind, respectively. To simplify notation,

the matrices

Gi,n(r) :=

[

J0(µi,nr) Y0(µi,nr)
kiµi,nJ1(µi,nr) kiµi,nY1(µi,nr)

]

, (26)

are introduced. The solution in region i for eigenfunction n
is hence given by

[

Ti,n(r)
qi,n(r)

]

= Gi,n(r)xi,n, where xi,n :=

[

ai,n
bi,n

]

. (27)

1For further details on analytical solutions of this kind of PDEs, see [6].
2Functions besselj and bessely in MATLAB, see also [6].

Continuity requirements and the boundary condition give

G1,n(r1)x1,n = G2,n(r1)x2,n, (28)

G2,n(r2)x2,n = G3,n(r2)x3,n, (29)

G3,n(r3)x3,n = G4,n(r3)x4,n, (30)

G4,n(r4)x4,n = G5,n(r4)x5,n, (31)
[

h −1
]

G5,n(r5)x5,n = 0. (32)

To obtain a bounded solution in region i = 1, it must hold

that b1,n = 0. Choosing a1,n = 1, the following nonlinear

equation system is obtained from the relations (28)–(32) for

determining the eigenvalues λn

[

h −1
]

G5,n(r5)G
−1
5,n(r4)G4,n(r4)G

−1
4,n(r3)·

G3,n(r3)G
−1
3,n(r2)G2,n(r2)G

−1
2,n(r1)G1,n(r1)

[

1
0

]

= 0.

(33)

The n:th positive root of this equation is denoted λn. The

corresponding eigenfunction Tn is in region i described by

Ti,n(r) = ai,nJ0(µi,nr) + bi,nY0(µi,nr), i = 1, . . . , 5,
(34)

where ai,n, bi,n can be found recursively from a1,n = 1,

b1,n = 0 and
[

ai,n
bi,n

]

= G−1
i,n(ri−1)Gi−1,n(ri−1)

[

ai−1,n

bi−1,n

]

, i = 2, . . . , 5.

(35)

The constants dn in (17) can be determined using the inner

product defined in (21). For a unit step response in the air

temperature (T (0, R) = 1), the following is obtained

dn =
〈1, Tn〉

〈Tn, Tn〉
=

∑

i

∫

Ii
(ai,nJ0(µi,nr) + bi,nY0(µi,nr))rc(r)dr

∑

i

∫

Ii
(ai,nJ0(µi,nr) + bi,nY0(µi,nr))2rc(r)dr

, (36)

where Ii is the radius interval for region i and from (23)

µi,n =

√

ci
ki
λn. (37)

For consistency, it is advantageous to numerically verify that

the calculated eigenfunctions Tn indeed are orthogonal using

the inner product defined in (21), i.e.,

〈Tn1
, Tn2

〉 =

∫ R

0

Tn1
(r)Tn2

(r)rc(r)dr = 0, n1 6= n2.

(38)

The analytical results derived are verified with numerical

simulations in Sec. VI-A. The times for computing the ana-

lytical solutions in MATLAB on a standard PC are negligible.

IV. CONTROL SYSTEM DESIGN

The temperature stabilization is performed in multiple

zones along the phase-reference line, each of an approximate

width of 10 m. Thus, several control loops will be executed

simultaneously. The algorithm chosen for the temperature

control is based on feedback. In this context, this principle



means that the temperature is measured at selected points

along the phase-reference line and the measurements are used

for online computation of the amount of heat to be added

using the heating cables. The control law for computing the

control input u in Fig. 2 was chosen as a PID controller [7]

u(t) = K

(

e(t) +
1

Ti

∫ t

0

e(τ)dτ + Td

de(t)

dt

)

, (39)

where e(t) = Tref −T is the control error with respect to the

desired reference temperature Tref . A model-based control

design was pursued in order to determine the controller

coefficients K, Ti, and Td. Based on the simulations of

the dynamic models established in Sec. III, which will be

detailed in Sec. VI-A, the system dynamics from control

input u to the temperature T can be determined to be of first

order (see the relation defined in (44)) on the format

Gcc(s) =
Kp

sTp + 1
, (40)

where Kp is the process gain and Tp is the time constant. The

desired characteristic polynomial of the closed-loop system

in the Laplace domain is parametrized as

s2 + 2ζωs+ ω2, (41)

where ζ corresponds to the damping and ω the speed of the

resulting closed-loop system. Since the system dynamics are

of first order, a PI controller, i.e., Td = 0, is sufficient for

arbitrary placement of the poles. Pole placement [7] gives

the desired coefficients of the PI controller as:

K =
2Tpζω − 1

Kp

, Ti =
2Tpζω − 1

Tpω2
, (42)

which are dependent on the system model parameters in (40).

Since only heating is possible with the heating cables, the

actuated control signal is saturated from below at 0.

V. CONTROL ARCHITECTURE AND PROTOTYPE SETUP

Various control architectures can be considered for real-

ization of the temperature control strategy in Sec. IV. The

hardware components required for the feedback control are

as follows. Sensors measuring the surface temperature of

the outer copper conductor are needed. Pt100 sensors of

resistance temperature detector (RTD) type were chosen as

the primary sensor model. Resistance wires wound around

the outer copper conductor were used as heating elements.

I/O:s for the signals from the sensors as well as pulse-

width modulated (PWM) signals to the actuators (i.e., to

the heating elements) were required for a digital controller

implementation. The PWM signals were fed to solid-state

relays (SSRs) for power control of the heating elements.

A computer or microprocessor for executing the controller

algorithm in a digital implementation was also required.

A. Hardware Components and Controller Implementation

Two different solutions for the control-hardware architec-

ture were considered. One alternative was to use Eurotherm

Mini8 [8], in which up to eight PID feedback loops can

be executed simultaneously. The second alternative was to

EPICS (Controller Implementation and Monitoring)

A/D Beckhoff
EL3202

A/D Beckhoff
EL3202

SSR Power
Switch

SSR Power
Switch

D/A
Beckhoff
EL2502

Modulated 230 VAC

Analog signal,
cable > 30 m

Pt100 (4-wire) Pt100 (4-wire)

Heat Cable Heat Cable
Approx. 10 m

Tunnel

Gallery

Fig. 5. Control architecture based on EtherCAT components from Beckhoff
Automation. Considering the radiation expected in the accelerator tunnel, all
hardware for the temperature control system will be located in the gallery
outside the tunnel itself. The controller is distributed, and each temperature
zone along the phase-reference line is controlled using one feedback loop.

use EtherCAT components from Beckhoff Automation [9].

The PID control loops were then executed inside the central

accelerator control system, running the Experimental Physics

and Industrial Control System (EPICS) framework [1]. The

required alarm and safety functionality should be imple-

mented in EPICS, irrespectively of the selected hardware

solution. The complete control architecture with components

from Beckhoff is schematically visualized in Fig. 5.

A PID controller implementation was made in EPICS for

evaluation of performance and robustness. The controller was

first implemented in the Python language and later in the

EPICS state-machine language by ESS. The implementation

employed the inputs (temperature sensors) and outputs (relay

signals) in the Beckhoff EtherCAT or Eurotherm Mini8

components. The implemented controllers comprised input-

signal filtering (determined by a time constant Tf ) and anti-

windup functionality using the tracking method [7].

B. Prototype Setup

In the prototype setup, the layout of the phase-reference

line was as follows. First, one section of coaxial line was

connected to a directional coupler. Then, four consecutive

sections of coaxial line were connected. Finally, one ad-

ditional directional coupler was attached followed by one

section of coaxial line. Each section of the coaxial line was

700 mm. Surface-mounted temperature sensors were attached

on the mid-part of each section of the outer conductors

of the coaxial lines as well as on the directional couplers.

Consequently, eight sensors were measuring the temperature

along the experimental setup. Heating cables and insulation

were also mounted. A schematic description of the prototype

setup with regard to sensor placement is shown in Fig. 6. The

quantity used for the feedback control was the arithmetic

mean of Sensors 3 and 6. For measurements of the ambient

air temperature, three surface-mounted temperature sensors

were attached on the outer boundary of the insulation tubes

and the sensors were distributed equally along the rigid line.

In the setup, heating cables with shielding and custom-made

cable insulation for radiation resistance were used. A photo

of the experimental setup is shown in Fig. 7.



Sensor 1
Sensor 2

Sensor 3 Sensor 4 Sensor 5 Sensor 6
Sensor 7

Sensor 8

Fig. 6. Distribution of the temperature sensors in the prototype setup of
the temperature control system for the phase-reference line, comprising six
sections of the coaxial line, each of length 700 mm, and two directional
couplers (Sensors 2 and 7). The arithmetic mean of Sensors 3 and 6 was
used for the feedback control and the remaining sensors were out-of-loop
used for verification of the temperature stability.

VI. RESULTS

In this section, results from simulations as well as experi-

ments on the prototype setup are presented. First, results from

the numerical and analytical solution of the heat-transfer

PDE are illustrated. Second, results from experiments where

the ambient air temperature was varied are presented.

A. Simulation Results

A two-dimensional model of the cross section of the

system was implemented in COMSOL Multiphysics. COM-

SOL employs FEM analysis [10] for numerically solving the

involved PDE for heat transfer to compute the temperature

distribution in the phase-reference line with insulation and

applied heat using the resistance cables. The model consists

of two copper conductors, with air inside the inner one and

between both of them. The outer copper tube is fully covered

with insulation (Fig. 3), having a thickness of 40 mm.

1) Stationary Solution: A simulation study was per-

formed, where the initial temperature of the phase-reference

line was 25 ◦C and the ambient temperature was held fixed at

Tair = 25 ◦C. Internal RF losses in the copper tubes, leading

to heat generation, were introduced according to numbers

in data sheets of rigid lines of the same dimensions as the

prototype setup, and the heat losses were distributed equally

between the inner and the outer conductor. The results of

the simulation—i.e., the stationary temperature distribution

under the assumed heat generation—are shown in Fig. 8.

2) Model of Disturbance Dynamics: In order to investi-

gate the disturbance dynamics from the air temperature to

the copper tube temperature, i.e., Gca(s), a step response

in T from the ambient temperature Tair was computed nu-

merically using COMSOL. In addition, the obtained solution

Fig. 7. The prototype setup of the temperature control system for the phase-
reference line, with three sensors measuring the ambient air temperature.

X [m]

Y [m]
T [◦C]Stationary Temperature Distribution

Fig. 8. Numerical simulation results obtained with constant ambient
temperature (Tair = 25 ◦C) and internal heat losses (0.38 W/m) in the
copper conductors. In this simulation, no additional heat was applied with
the heating cables wound around the coaxial rigid line.

when numerically solving the PDE was compared to the

corresponding analytic solution derived in Sec. III-D.

A transfer function was fitted to the obtained data for

temperature versus time. A second-order model with a time-

delay was found to be sufficient to very accurately model

the dynamics. The model obtained can be stated as

Tcu(s)

Tair(s)
= Gca(s) =

e−200s

(400s+ 1)(4200s+ 1)
, (43)

where Tcu(s) and Tair(s) are the Laplace transforms of the

temperature of the outer copper coaxial conductor and the

air temperature, respectively.

To further investigate the dynamics of the system, the

temperature distribution as function of the radius of the

cross section of the phase-reference line was also computed.

The simulated experiment was such that the temperature of

the ambient air was increased with 1 ◦C, and subsequently

the response of the temperature of the phase-reference line

was studied. Initially, the phase-reference line had the same

temperature as the ambient air. The results of the simulation

are visualized in Fig. 9. The abscissa denotes the radial

distance from the center of the phase-reference line. The

corresponding analytic solution derived in Sec. III-D is also

shown. It is clear that there is excellent agreement between

the numerical simulation and the analytical solution.

3) Model of Heat Dynamics: The heat dynamics Gcc(s)
was also evaluated using simulation in COMSOL. A step

response was thereby performed, i.e., a constant heat source

of 1 W/m was assumed on the outer copper conductor.

It was around this conductor that the heating cables were

uniformly wound. This assumption means that no explicit

modeling of the heating cables was introduced in the model,

rather a uniform heat addition was assumed. The response

in temperature at the same conductor was then simulated.

A transfer-function model of first order was found to
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Fig. 9. Simulation results (color) for the response in temperature in the
cross section from a step increase of the ambient air temperature Tair with
1 ◦C. After one hour, the temperature of the outer copper tube at r =

0.02 m of the coaxial line has increased approximately 0.5 ◦C. After 20 min,
the temperature gradient in the insulation is close to linear. Also note the
perfect agreement between the numerical simulations (dashed black) from
COMSOL and the corresponding analytical solution from Sec. III-D.

describe the dynamics of Gcc(s) very well. The transfer-

function model can be written as (in the unit ◦C/(W/m))

Tcu(s)

U(s)
= Gcc(s) =

4.29

3800s+ 1
, (44)

where U(s) is the Laplace transform of the heating signal.

B. Experimental Results

In this section, experimental results from the prototype

setup are presented and analyzed regarding the requirements.

1) Results for Modeling: To the purpose of verification

of the models of the heat dynamics established based on

simulated data in Sec. VI-A, experiments were performed

on an initial prototype of the setup described in Sec. V. The

results from a step change in the temperature of the ambient

air are shown in Fig. 10. The experiment was performed

such that a room was pre-heated and when the temperature

was stable, the prototype setup was moved into the heated

room. The obtained results exhibit good agreement with the

simulated data, compare in particular the time constants in

the transfer function (43) and Fig. 10.

Moreover, a step-response experiment in the heating con-

trol signal u was performed. The time constant was estimated

to Tp = 3800 s, which is in excellent agreement with the

simulation, see the transfer function (44). The static gain

depends on the mass of the end flanges of the phase-reference

line as well as the properties of the heat transfer at the ends

of the line (for obvious reasons, the insulation is not perfect).

In the simulation model, infinite length of the rigid line was

assumed, which means that boundary effects of this kind are

not accounted for in the simulations.
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Fig. 10. Experimental results obtained as the response in T from a
step change in Tair, performed on an initial prototype setup. The three
temperature sensors were distributed equally along the copper coaxial line.

2) Temperature Stabilization Results: Extensive experi-

ments were performed on the prototype setup for evalu-

ating the performance and robustness of the temperature-

stabilization approach. On the experimental setup, a single

feedback control loop was used to investigate the obtained

temperature stability. The room where the setup was located

was heated with an element with variable power level,

while the control system for the temperature stabilization

adjusted the power level in the heating cables to keep the

temperature of the phase-reference line stable. The heating

element contained a fan that spread the heat in the room.

Therefore, the heating element was directed oppositely to

the setup and the heat propagated slowly and evenly around

the insulated coaxial line. The reference value for the control

system was selected as Tref = 30 ◦C. A fundamental property

of the control system is that this reference must be higher

than the expected maximum ambient air temperature, since

only heating can be applied to the coaxial line with the

heating cables. The peak-to-peak value of the variations

in the ambient air temperature was tuned by adjusting the

power level of the heating element. The results from one

representative experiment are visualized in Figs. 11–12.

It is clear that the temperatures measured by Sensors 2–

7 along the phase-reference line exhibit variations within

Tcal±0.1 ◦C, where Tcal is the temperature at the particular

measurement point at the start of the experiment (corre-

sponding to the temperature at the calibration time). This

requirement also holds for the out-of-loop sensors, which

are not used for the feedback control. The results should

be compared with the requirements in (1) and (2). The

temperatures of the directional couplers (Sensors 2 and 7) are

remarkably stable, despite that these are controlled using the

same PID controller loop as the rigid coaxial line sections.

Moreover, the absolute temperatures toward the flanges of the
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Fig. 11. Experimental results from the prototype setup, where variations
in the ambient air temperature resulted from heating of the room. The
arithmetic mean of Sensors 3 and 6 was used for the feedback control.
Refer to Fig. 6 for a description of the placement of the different sensors. All
measurements from Sensors 2–7 are within the requirement on a temperature
variation of Tcal±0.1 ◦C, where Tcal is the temperature at the respective
measurement point when the experiment starts.

end coaxial-line sections (Sensors 1 and 8) are slightly lower

than the reference temperature and exhibit slightly larger

variations. The small differences are, however, not significant

as long as the variations are limited, since it is changes in

temperature rather than the absolute temperature that are of

importance for the stability of the phase as detailed in Sec. II.

VII. CONCLUSIONS

Based on a thorough theoretical modeling and analysis,

a prototype control system and a hardware architecture for

temperature stabilization of the phase-reference line at ESS

were developed. The experimental results obtained from a

prototype setup showed that the specification in terms of

temperature deviations from the initial calibration temper-

atures can indeed be met (see Sec. II), despite significant

disturbances by variations in the ambient air temperature. At

the points along the line where measurements were acquired

for the feedback control, the accuracy is approximately one
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Fig. 12. Experimental results from the prototype setup, where variations
in the ambient air temperature were introduced by intermittently heating the
room. The measured temperatures along the prototype phase-reference line
corresponding to these plots are visualized in Fig. 11.

order of magnitude higher than the specification. Considering

the out-of-loop sensors, they, as expected, indicated slightly

larger variations. This was noticed for the end sections

toward the flanges of the line. This behavior will, however,

most certainly be less pronounced when scaling up the

control solution to the full 600 m phase-reference line at ESS,

where the dynamics at the boundaries are less significant.
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