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Abstract

Metallic glasses are non-crystalline metals that are obtained by rapid cooling of the melt to
bypass crystallization. The amorphous atomic structure shows enhanced properties relat-
ive to the crystalline counterpart. For example, enhanced mechanical properties, improved
corrosion resistance, as well as excellent soft magnetic properties. The unique properties of
metallic glasses make them promising for a wide range of applications, e.g. spring mater-
ials, structural components, electrical motors, and biomedical implants. One drawback is
the cooling rate required for glass formation, which limits the thickness of cast components
to only a few millimeters. As a solution, additive manufacturing (AM) shows promising
potential to produce large-scale metallic glass components. In AM, the solidification pro-
cess is short and confined to a small volume that is repetitively added. Despite the high
heating and cooling rates in AM, control of crystallization is still an issue and a complete
understanding of the interplay between the thermal process and crystallization is missing.

This thesis presents numerical simulations and experimental analyses related to the
formation and growth of crystals in a Zr-based bulk metallic glass. The aim is to provide a
better understanding of crystallization in metallic glasses during non-isothermal processing,
with special emphasis on AM by laser powder bed fusion (LPBF). The experimental invest-
igations involved in-situ small-angle neutron scattering measurements of nucleation and
growth of crystals in a Zr-based metallic glass processed by LPBF and suction casting.
It is concluded that crystals form at a higher rate in the material processed by LPBF as
a result of the increased oxygen content. Further, the crystallization mechanisms were
identified as rapid nucleation followed by diffusion-controlled growth in both materials.

The numerical simulations are based on phase-field and classical nucleation and growth
theory, which were developed to study the nucleation, growth, and dissolution of crystals in
metallic glasses. The models have been used to predict time-temperature-transformation
and continuous-heating/cooling-transformation diagrams, but also to simulate the crys-
tallization process during LPBF by utilizing thermal finite element simulations of the
laser-material interaction. The simulation results demonstrate several important aspects
of crystallization in the LPBF process, such as the effect of rapid heating and cooling on
the nucleation rate, the importance of the growth mode during cyclic reheating as well as
the resulting gradients in particle size and density arising from localized laser processing.
In particular, the results emphasize that numerical models that track the evolution of the
particle size distribution are well suited for modeling crystallization in LPBF processing
of metallic glass.
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Popularvetenskaplig sammanfattning

Néstan alla metalliska material har en ordnad atomstruktur, dvs atomerna sitter i ett
visst monster. Sa dr det inte for amorfa material som saknar en inbordes ordnad struk-
tur. Glas ar ett typiskt exempel pa ett amorft material, men &dven en metallegering kan
ha en amorf struktur som bildas genom snabb nedkylning. Kombinationen av metalliska
egenskaper och en oordnad atomstruktur gor att glasmetaller uppvisar andra, ofta battre,
egenskaper &n vanliga metaller, exempelvis hogre hallfasthet, 6kad rostbestandighet och
minskade magnetiska forluster. Det finns darfor ett stort intresse for att kunna produ-
cera glasmetalliska komponenter for en méngd applikationer. Pa sikt kan ett industriellt
genomslag for glasmetaller leda till exempelvis implantat med forbéattrad biokompabilitet,
starkare lattviktsmaterial for fordons- och flygindustrin samt effektivare elmotorer.

Problem uppstar vid produktion och bearbetning av glasmetaller. Néar glasmetaller
utsétts for forhojd temperatur kristalliserar de och materialegenskaperna forsdmras. Kyl-
hastigheten ar darfor kritisk vid gjutproduktion vilket medfoér en begréinsing i komponen-
tens storlek och oftast dr tjockleken pa gjutgodset enbart ett par millimeter. Har ar 3D-
printing en teknik med stor potential for produktion av storre glasmetalliska komponenter.
Med hjalp av 3D-printing kan komponenten tillverkas genom upprepad sammansmaéaltning
av ett basmaterial, t.ex. metallpulver. Stelningsprocessen begréinsas da till en liten volym
och korta tidspann vilket resulterar i gynnsamma forutsattningar for glasbildning. Dock &r
3D-printing av glasmetall en relativt ny teknik och foérstaelsen for uppkomsten av kristaller
under processen ar inte fullstandig.

Denna avhandling presenterar analyser av uppkomsten och tillvaxten av kristaller i
en zirkoniumbaserad glasmetallslegering. Analyserna baseras pa resultat fran matemat-
iska modeller som utvecklats som en del av avhandlingen men &ven pa experimentella
métningar. Malet har varit att 6ka forstaelsen for den kristallisering som kan uppsta under
3D-printing av legeringen. Med hjélp av en neutronstrale har bildandet och tillvixten av
kristaller studerats pa nanometerskala. Analys av datan visar att kristaller bildas med en
hogre hastighet i ett 3D-printat material jamfort med ett gjutet material, ett resultat av den
forhojda syrehalt som kan uppsta fran 3D-printingsprocessen. I den experimentella studien
har &ven atomernas diffusionshastighet och dess inverkan pa bildandet och tillvixten av
kristaller studerats.

De matematiska modellerna har utvecklats i syfte att simulera bildning, tillvéixt och
upplosning av kristaller i glasmetaller under olika termiska och kemiska forutséttningar.
Modellerna har anvants for att simulera kristallisering vid olika temperaturer samt kyl-



och uppvarmningshastigheter men dven under 3D-printingsprocessen. Resultaten pavisar
flera viktiga aspekter av kristallisering i en 3D-printingsprocess. Exempelvis effekten av
héga kyl- och uppvarmningshastigheter vid bildandet av kristaller och diffusionsinverkan pa
tillvaxt av kristaller under cyklisk uppvarmning. Kristallisering under cyklisk uppvarmning
ar av sirskild betydelse eftersom ateruppvarmning av materialet dr oundviklig under 3D-
printingsprocessen.

Resultaten fran forskningen presenterad i denna avhandling tillfor en 6kad kunskap om
kristallisering i 3D-printing av glasmetaller. Sadan kunskap ar nodvandig for att battre
forsta processen och pa sikt kunna kontrollera den tillverkade komponentens materiale-
genskaper. Modellerna som utvecklats ar dessutom generiska och kan appliceras pa andra
glaslegeringar och termiska processer, sasom svetsning, varmebehandling och gjutning.
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Chapter 1
Introduction

The first metallic glass was accidentally synthesized by Duwez et al. [1] in 1960. Through
rapid cooling of a droplet of an AuysSiss (at%) alloy they had created the first non-
crystalline alloy in the shape of a 10 pum thin foil. Until the 1980s, metallic glasses could
only be produced under extremely high cooling rates, and samples were in the shape of
thin ribbons or splat-quenched droplets [2-4]. In the mid-1980s, the discovery of metallic
glasses in Pd- and La-based systems enabled the synthesis of bulk metallic glasses (BMG),
which are metallic glasses with a thickness larger than 1 mm [5, 6]. Since then, BMGs
have been discovered in multiple alloy systems, including in Fe-, Zr-, Ti-, Cu-, Ni-, Mg- and
Co-based alloys [7-15]. To date, the largest cast component is made of the Pd-Ni-Cu-P
alloy with a casting thickness of 72 mm [4, 16].

Despite the development of good metallic glass formers over the past decades, the
size of components produced by traditional manufacturing techniques is still limited by
the cooling rate to avoid crystallization. As an alternative, additive manufacturing is a
promising technique for manufacturing BMGs without geometrical constraints. Additive
manufacturing of a BMG using laser powder bed fusion was first demonstrated by Pauly
et al. [17] in 2013. Since then, Fe-, Zr-, Ti- and Al-based glass-forming alloys have been
successfully produced by laser powder bed fusion [17-22]. Amorphous components of sizes
larger than the critical casting thickness have been produced using laser powder bed fusion
in the Fe- and Zr-systems [19, 23], demonstrating the potential of the technique. Although
additive manufacturing shows promising potential, the repetitive fusion of material result
in a complex thermal process and the understanding of the interplay between the thermal
process and crystallization is still limited [24, 25].

1.1 Research aim and objective

This thesis presents numerical simulations and experimental analyses related to the form-
ation and growth of crystals in alloy AMZ4 (Aljg4Cuss sNby 571505 (at%)) [26], a Zr-based
metallic glass commercially available as powder feedstock material for the LPBF process
[27]. The aim is to provide an increased understanding of the crystallization process in



additive manufacturing of a bulk metallic glass. As part of the thesis, numerical models
have been developed that can be used to predict the nucleation and growth of crystals
during non-isothermal processing of a bulk metallic glass. The long-term objective is to
develop a generic model that can be applied to different glass forming systems.



Chapter 2
Bulk metallic glasses

The following chapter presents an introduction to bulk metallic glasses (BMG), their atomic
structure, properties and applications as well as the concepts of glass formation, glass
forming ability and crystallization. An introduction to processing of BMGs using additive
manufacturing is also included.

2.1 Atomic structure and properties

In solid metallic materials, the atoms are typically arranged in crystal lattices, that is, an
ordered periodic arrangement of atoms in three dimensions. The atomic structure shows
translational symmetry in each direction, which makes it possible to characterize the struc-
ture in terms of a repeated unit cell describing the smallest building block. Modifications
in characteristic behavior are described in terms of divergences in the crystal lattice (e.g.
crystal defects) in reference to the “perfect” periodic structure. In contrast to crystalline
metals, metallic glasses exhibit an absence of long-range order of atoms and are considered
to be non-crystalline. Other common words used to describe the structure are amorph-
ous or “glassy”. The word amorphous derive from ancient Greek and means “without
form” or “shapeless” and serves as a simple description of the atomic ordering in metallic
glass, i.e. randomly distributed atoms. The term “random” should be regarded with some
care, while metallic glasses lack the long-range ordering (LRO) characteristic of crystalline
metals, they do possess short-range order (SRO), in which atoms are arranged with respect
to their nearest neighboring atoms, forming close-packed clustered configurations of atoms
[28, 29]. The coordination number (number of nearest neighboring atoms) of the central
atom can vary from cluster to cluster, constituting polyhedral atomic configurations of
different sizes and chemical bonding. In addition, the SRO clusters may show inter-cluster
ordering, referred as medium-range order [28, 29], in which the clusters are interconnected
and efficiently packed to fill 3D-space. The SRO and MRO atomic configurations in a
metallic glass are illustrated in Fig. 2.1. However, it is important to point out that there
is no unique structure for a specific glass, the structure of the glass and the development
of SRO and MRO atomic configurations depend on the thermal history of the material



during glass formation [30].
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Figure 2.1: Tllustration of atomic packing by a) long-range order of a polycrystalline alloy
(crystal defects are indicated by the arrows) b) “randomly” distributed atoms and ¢) the
close-packed polyhedral short-range and medium-range order of atoms in a metallic glass.

The lack of a crystalline atomic arrangement implies that the properties of metal-
lic glasses are different in comparison to their crystalline counterparts. The absence of
crystal defects such as grain boundaries, lattice vacancies, and dislocations provides high
strength approaching the theoretical strength of solids, high hardness, elastic strain limit
and mechanical resilience [30, 31]. The ability to store a high amount of elastic energy
makes Zr-based BMGs suitable as spring materials and high sensitivity pressure sensors
[30, 31]. BMGs also show high corrosion resistance, which is a desired property for biomed-
ical applications such as biocompatible implants and surgical tools and also in applications
in which the material is exposed to harsh weather conditions. In terms of tooling, the lack
of grain structure allows metallic glass knives to be sharpened to an exceptionally sharp
edge [31]. Fe-based metallic glasses show excellent soft magnetic properties such as low
coercivity and high magnetic permeability. Because of these properties, Fe-based metallic
glasses are used in magnetic transformation and induction cores, magnetic torque sensors
and actuators [4].

2.2 Glass formation
When a liquid is cooled below its melting point, T,,, it is expected to solidify and form a

crystalline structure (Path 1 in Fig. 2.2). The crystallization process is characterized by
discontinuous changes in properties such as the volume, the specific heat capacity, and the
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viscosity (see Fig. 2.2). However, crystallization can be postponed to temperatures below
T, which is known as undercooling. The undercooling is possible due to the existence of
an energy barrier for nucleation of the crystalline phase, arising from the energy cost of the
interface between the crystalline nuclei and the liquid. With increasing undercooling, the
density of the liquid gradually increases, decreasing the free volume available for atomic
motion. The decrease in free volume is reflected by an increase in viscosity. Upon further
cooling the viscosity eventually becomes so high that the relaxation time for viscous flow
is too long for the liquid to internally equilibrate within the given time[32, 33] (Path 2 in
Fig. 2.2). The structure of the liquid becomes ”frozen-in” and behaves for all practical
purposes as a solid. This state of matter is referred to as glass, and the temperature at
which the structural arrest occurs is referred to as the glass transition temperature 7}.

Upon annealing, the glass shows structural relaxation (Path 3 in Fig. 2.2), also known as
aging, in which the atomic free volume decreases with time and the glass eventually attains
the denser state of the equilibrium liquid. Hence the glass transition is a reversible process
in which the glass can transform back to the undercooled liquid state upon annealing or
heating. The amount of free volume that is annealed depends on the deviation from internal
equilibrium during glass formation, a glass obtained at a higher cooling rate is structurally
less relaxed than a glass obtained at a lower cooling rate [34]. Further annealing or heating
of the undercooled liquid state eventually results in crystallization.
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2.3 Crystallization

A fundamental requirement for glass formation is that crystallization is suppressed. In
general, crystallization is detrimental to the properties of metallic glasses, as it forms at the
expense of the amorphous material. Suppression of crystallization is achieved by cooling the
liquid alloy sufficiently fast. The minimum cooling rate required to achieve glass formation
is denoted as the critical cooling rate R, and serves as a metric of the alloy’s glass forming
ability (GFA). The glass forming ability of an alloy is therefore equivalent to the resistance
to crystallization. The critical cooling rate is best depicted in terms of a time-temperature-
transformation (TTT) diagram as shown in Fig. 2.3. The diagram shows the time it takes
for an alloy to crystallize at different temperatures under isothermal conditions, which
typically forms a C-shaped curve because of the temperature dependent thermodynamic
and kinetic material properties. At temperatures close to the melting point, the liquid
state is close to thermodynamic equilibrium and the driving force for crystallization is low.
While at low temperatures, the thermal activation required for atomic mobility (diffusion)
is low. Thus the rate of crystallization is highest at some intermediate temperature between
the melting point and the glass transition. The critical cooling rate R, is the rate required
to bypass the "nose” of the TTT-diagram of the competing crystalline phases and is often,
as discussed in [30], expressed using the linear expression

R, = Im—Tc (2.1)

[28

where T, and t. is the temperature and the time at the nose of the TTT-diagram, re-
spectively. Since the cooling rate is dependent on the component size during a casting
process, the critical casting thickness is also a metric of GFA. Unfortunately, the critical
cooling rate is difficult to determine in practice and can only be accurately measured un-
der controlled cooling conditions. Further, the critical casting thickness depends on the
casting method and mold geometry. Therefore, other metrics have been developed based
on thermodynamic and kinetic transition temperatures. Turnbull derived the well-known
reduced glass transition temperature T,, = T,/T; [35], where T} is the liquidus temperature.
Another metric was presented by Inoue et al. [36], which was defined as the width of the
undercooled liquid region AT, = T, — T, where T} is the temperature of crystallization
upon heating. The quantities T, and T, are illustrated in Fig. 2.3 during a typical heating
sequence from the glassy state. In theory, a high value of 7,, or AT, is an indicator of
high GFA of an alloy. The metrics had various successes in predicting the GFA in different
alloy systems [30].

Prediction of GFA is of great importance in the development of new glass forming alloys.
Inoue formulated three well known empirical criteria for bulk metallic glass formation [37].
According to Inoue [37], bulk metallic glass formation is more likely in an alloy system
with, 1) more than three alloying elements 2) greater than 12% atomic size mismatch and
3) negative heats of mixing among the elements. Compliance with the above rules increases
the degree of dense atomic packing and the formation of atomic configurations on a short-
range scale. In terms of crystallization, the topological and chemical short-range atomic

7



configurations stabilize the liquid thermodynamically and make it more difficult for the
atomic rearrangement necessary for long-range diffusion.

The characteristic temperatures Ty, T,, and T;, can be measured during the heating of
an as-prepared glass using a differential scanning calorimeter (DSC). DSC is a thermoana-
lytical technique, which measures the required heat flow to keep or increase the temperature
of a material. Since heat is released or absorbed during phase transformations, the DSC
can be used to detect the temperature at which glass transition, crystallization, and melt-
ing occur in a single measurement [38]. Therefore it has been widely used to measure
the thermal stability and characteristic temperatures of glass forming alloys [30]. The
DSC technique was utilized in Paper B to measure the time for crystallization at different
temperatures and construct a TTT-diagram of the Zr-based alloy AMZ4.

DSC techniques measure the heat flow of the transformation and do not provide inform-
ation on the crystallographic structure, shape or distribution of crystals. X-ray diffraction
(XRD) can be used to characterize the atomic structure of an alloy. For an amorphous
structure, the X-rays scatter isotropically and the diffraction pattern appears as a broad
diffuse halo because of the absence of long-range atomic ordering [30]. In contrast, for crys-
tallized samples, the X-ray beam is scattered in preferred directions caused by the periodic
ordering of the crystal lattices and distinct diffraction peaks appear in the diffraction pat-
tern. XRD can provide information on the inter-atomic distances and crystallographic
structure [21, 39]. Small angle scattering (SAS) is another experimental technique that
can be used to probe crystallization on a length scale that ranges between 1 nm and a
few 100 nm [40-43]. SAS can be used to estimate the size and distribution of crystalline
particles in a bulk volume. Both XRD and SAS were used in Paper D to measure crys-
tallization in a Zr-based BMG. The SAS technique is described in more detail in Chapter
3.

2.3.1 Crystallization modes in metallic glass

Crystallization in metallic glasses occurs by nucleation and growth. Depending on the
composition, the crystallization of the metastable amorphous phase proceed by one of the
following transformation modes [30, 44]:

e Polymorphous crystallization: The crystalline phase forms without any signific-
ant change in composition. Since there is no need for long-range diffusion, the growth
is governed by the rate of atomic attachment at the interface. Such transformation
can only occur when the composition of the amorphous material and the crystals are
equal or close to equal.

e Primary crystallization: Crystallization occurs through the formation of a phase
with a different composition than the amorphous material. As the formation pro-
ceeds, the amorphous phase will become enriched/depleted of elements until the
crystallization reaches a metastable equilibrium. The change in the composition of
the amorphous phase changes the driving force of crystallization of other phases that
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Figure 2.3: Tllustration of a time-temperature-transformation (TTT) diagram, cooling
curve for glass formation (dashed) and heating curve for crystallization (dash-dotted).

become increasingly likely to form. During primary crystallization, the rate of the
transformation is dictated by long-range diffusion.

e Eutectic crystallization: Phases form simultaneously in a eutectic reaction. This
reaction shows no composition difference between the eutectic phases and the residual
amorphous matrix. Therefore it is similar to polymorphous crystallization, with the
exception that two or more phases constitute the crystal.

The three crystallization modes are illustrated in Fig. 2.4. Among the three modes, the
primary crystallization mode is the most common [30, 44]. One reason for this is that glass
forming alloys are developed with the purpose to resist crystallization. Alloy compositions
that crystallize in a primary mode require long-range diffusion, which is hindered by the
preferred topological and chemical atomic arrangement in the liquid. A metallic glass can,
however, crystallize through combinations of the modes outlined above as multiple crys-
talline phases usually form. For example, primary crystallization of one phase can change
the composition of the matrix which results in polymorphous crystallization of another
phase. Other complex crystallization paths have also been observed and the amorphous
phase has in some cases been reported to separate through spinodal decomposition [45],
resulting in two amorphous phases of different compositions that can crystallize through
different modes.
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Figure 2.4: Illustration of crystallization modes in a Cu-Zr metallic glass of different
composition. a) primary crystallization of CuypZrz, b) eutectic crystallization of CuygZry
+ CuZry and ¢) polymorphic transformation of CuZrs.

2.4 Additive manufacturing

The fabrication of metallic glasses requires high cooling rates, which limit the size and
shape of components produced by traditional manufacturing techniques. The cooling rate
in a casting process is dependent on the temperature gradient across the bulk material
and thus the thickness of the mold [3]. From this perspective, metallic additive manufac-
turing techniques offer unique possibilities for the fabrication of metallic glass components
without geometrical restrictions. Other advantages of AM are the design of complex geo-
metries, efficient material usage as well as lean manufacturing [46]. Laser powder bed
fusion (LPBF), also known as selective laser melting (SLM), is the most widely used ad-
ditive manufacturing technique for the fabrication of BMGs [25]. In LPBF, the metallic
component is manufactured by localized melting and fusion of a powder bed, building the
component from the bottom and up, layer by layer. The localized laser processing provides
a rapid dissipation of heat and hence high cooling and heating rates, which can be util-
ized to manufacture metallic glass components of characteristic size larger than the critical
casting thickness [19, 24, 47]. So far, Fe-, Zr-, Ti- and Al-based glass-forming alloys have
been successfully produced by LPBF [18-20, 22].

In the perspective of crystallization of metallic glasses, additive manufacturing is dif-
ferent from traditional production techniques. In traditional production by solidification
such as casting or melt spinning, the glass is obtained by cooling from the melt to room
temperature and the whole component is vitrified through a single cooling sequence. In
additive manufacturing, confined volumes are repetitively added through local solidifica-

10



tion. This implies that the already vitrified material will be reheated. The cooling rates
can be as high as 10® — 10% Ks™! [24], which is higher than the typical critical cooling
rate of BMGs (< 10°Ks™!) [30]. Thus most crystallization does not arise from the cooling
process, but rather from the cyclic reheating as new material is added. The temperature
history experienced by a material point in the vicinity of the melt pool from the LPBF
simulation in Paper B is shown in Fig. 2.5.

Although LPBF is a promising technique for BMG production, there are several chal-
lenges inherent to the technique. Defects such as pores, lack of fusion and cracks may
arise from the process [25]. The extent to which these defects form depends on the process
parameters such as laser power (P), scanning speed (v), hatching distance (h) and layer
thickness (t). The parameters can be combined to form a measure of the volume energy
density (VED) during the process, given by

P

VED = i (2.2)
In general, a too low value of VED causes a lack of fusion of the powder and increases
the porosity of the component [24]. Pores are stress concentrations and can act as crack
nucleation sites. Cracks can also arise due to residual stresses caused by the high thermal
gradients during the process. On the contrary, a too high value of VED may induce crys-
tallization since more material is exposed to higher temperatures. Therefore, the process
parameters have to be tuned to find the optimal value of VED, which results in a high rel-
ative density and a low amount of crystals in the final component [24]. Besides the process
parameters, the scanning strategy (illustrated in Fig. 2.6) is also important as it affects the
accumulation of heat during the build process as well as it determines where and when the
material is reheated [25]. For example, in the case of Zr-based BMGs, a scanning strategy
involving remelting of each layer using a lower value of VED has been found to result
in less porosity and crystallization than single scans with a higher VED [48]. Identifying
the optimal processing conditions of metallic glasses requires careful optimization of many
tunable parameters and scanning strategies.

11
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Figure 2.5: Temperature history obtained from the thermal LPBF simulation in Paper B,
representative of the z-y remelting scanning strategy in Fig. 2.6. The melting
temperature T, is indicated by the horizontal dashed line. As new layers are added or
existing layers are remelted, the already solidified material experience reheating and is
exposed to crystallization.

n+2 n+2

Figure 2.6: Illustration of different scanning strategies for layers n, n + 1 and n + 2. a)
Alternating single scans in z- and y-direction, b) z-y remelting of each layer and c) z-y
remelting of each layer with rotation.
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Chapter 3

Small angle neutron scattering

measurements

Small angle scattering (SAS) is a technique used to investigate structures that are generally
in the characteristic size range of 1 nm to some 100 nm. Information of the size regime is
obtained by measuring the intensity of the scattered beam at low angles, hence the name
small angle scattering. The observed scattering profiles depend on the phase difference
between coherent neutron or X-ray waves scattered at different locations in the sample.
The SAS technique is useful for detection of nanosized particles that forms during the
crystallization of BMGs [40-43]. Since the incident beam illuminates the bulk material
over a relative large volume, information on the size distribution of these particles can be
obtained.

The two primary sources for SAS experiments are X-ray (small angle X-ray scattering,
SAXS) and neutron sources (small angle neutron scattering, SANS), both sources have
their respective advantages and can provide information complementary to one and the
other [49]. For example, X-rays are scattered by electrons, and neutrons are scattered by
the center of the atomic nucleus. Therefore neutrons and X-rays provide different contrast
of the structure in the material. Neutrons also provide better penetration depth but at a
lower flux than X-rays. SANS was used in Paper D to characterize the crystallization in a
Zr-based metallic glass produced by laser powder bed fusion and suction casting. A neutron
source was chosen to probe the role of oxygen on crystallization. The characterization
method is outlined in the subsequent sections along with some main results.

3.1 Fundamental principles of small angle neutron scat-
tering

In SANS experiments, the aim is to determine the probability that a neutron, with incident
wave vector kg, is scattered into a state with wave vector k. The intensity of the scattered
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beam is therefore measured as a function of the scattering vector q defined as

For elastic scattering, the wave number (and thus wavelength and frequency) of the incident
and scattered beam is equal (|k|= |ko|) and magnitude of the scattering vector |g|= g,
known as momentum transfer, is given by

4
lg|=q = %sin@ (3.2)

where 20 is the scattering angle and A is the wavelength of the beam. Eq. (3.2) defines the
scattering geometry and its dependence on the energy of the beam (the wavelength). The
flux ®g of the scattered neutrons varies with the scattering angle (or scattering vector)
and is normalized by the flux ®, of the incident neutrons. The ratio ®5/®Py is defined as

do  Pg cm?
Q- @ [sterad] (3:3)

where o is called the scattered cross section, having the unit of cm? and depends on the
scattering lengths b of the elements in the investigated material [49]. The scattering length
is the “strength” or amplitude of the scattering. For neutron scattering, the scattering
lengths vary irregularly across the periodic table and is determined by quantum mechanics
of the neutron-nucleus interaction. The variable €2 denotes the scattered solid angle, i.e.
the amount of field of view from the scattered point, and is given in the dimension of a
steradian.

The derivative do/dS2 in Eq. (3.3) is called the differential scattering cross section and
represents the probability that a neutron is scattered into a unit solid angle in a given
direction. The units of the differential scattering cross section arises from the properties
of the scattering of a incident planar wave ®, [s~'cm™2] into a spherical wave of units
®g [s~'sterad!]. A schematic of the SANS experiment is illustrated in Fig. 3.1.

The intensity of the scattered beam will be of different magnitude depending on the
sample thickness, hence the differential scattering cross section is normalized using the
illuminated sample volume V', providing

dx 1 do

E(Q) = VE@)
which has the dimension of [cm~'sterad!]. The unit of the solid angle is often omitted and
the scattering curves are presented in so-called absolute units of [cm™']. As will be shown in
Section 3.2, the scattering curves in absolute units are essential for calculating the number
density or volume fraction of the crystalline particles. In practice, the scattering curves
in absolute units are typically obtained by correcting the measured scattering intensity
for detector efficiencies, sample transmission and background scattering and by calibrating
the data to measurements of a reference sample. For isotropic scattering patterns, the 2D
data is reduced to 1D plots (£2(g) vs ¢) through azimuthal averaging of the data around
the beam center (angular direction of ¥ in Fig. 3.1). In Paper D, the data correction and
reduction was performed using the Mantid software [50].

(3.4)
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Figure 3.1: Schematic illustration of a small angle neutron scattering experiment.

3.2 Quantitative analysis of data

The amplitude of the scattered spherical wave relative to the incident planar wave can be
described by a series of wave functions on the form [49]

Ala) = D_ Bjexp (~ig 7)) (3.5)

J

where B; is the generalized scattering length of neutron j with position 7;. Describing the
distribution of neutrons as a continuous function and Eq. (3.5) can be rewritten as

Alg) = /V 5 (r) exp(—iq - #)dr (3.6)

where the sum over all scattered neutrons in Eq. (3.5) has been replaced with an integral
over the illuminated sample volume V' and the discrete generalized scattering lengths B;
has been replaced by a continuous function for the scattering length density p*(r). The
differential scattering cross section describes the probability of neutron scattering and is
related to A(q) through do/dQ(q) = |A(q)|? [49], therefore

dx ! /V o (r)exp (—iq - 7) dr (3.7)

@)= lA@P =

which shows the relationship between the measured differential scattering cross section
and the distribution of scattering length density in the sample. Eq. (3.6) is essentially the
Fourier transform of the scattering length density p*(r) from real space of r to Fourier
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space of g, also known as reciprocal space. The Fourier transform is a central concept in
the analysis of small angle scattering data and allows to derive a model for %(q) based
on knowledge of p*(r). The model allows for a quantitative interpretation of the measured
differential scattering cross section.

In the case of isotropic scattering of spherical particles, the differential scattering cross
section is simply a function of momentum transfer ¢ and Eq. (3.7) can be integrated using
spherical coordinates [51], resulting in

%(Q) = % [/000 P (r) sinq(rqr) drr?dr (3.8)

where n is the number of particles and the integral defines the scattering of a spherically
symmetric particle as a function of the radial direction r across the particle. Assuming
a uniform scattering length density across the particle and the matrix, Eq. (3.8) can be

evaluated as
d¥

s
where N = n/V is the number density of particles, Ap* = p, — p,, is the difference in
scattering length density between the particle and the matrix, V, = 47w R?/3 is the particle
volume and F'(q, R) is called the form factor, which for a spherical particle with radius R
is expressed as

(a) = N (2p")* [V,F (¢, R)) (3.9)

3[sin (¢R) — qRcos (¢R)]

(qR)’
The model of the differential scattering cross section presented in Eq. (3.9) is a suitable
representation of scattering arising from spherical particles of the same size. However, this
is rarely the case for nucleation and growth of crystals and more often the particle size
varies across the sample. To consider polydispersity in the model of the scattering data,
the size dependent factors in Eq. (3.9) are weighted by a normalized size distribution f(R)
[52], which provides

F(q) = (3.10)

dy . *°

o@=N@ [ HRVF @RI R (3.11)
0

The size distribution is chosen based on knowledge of how the particles form and grow in

the material. For a random nucleation and growth process, a log-normal size distribution

has been recognized as a suitable choice, as noted in [53], and f(R) is then written as

f(R) = ﬁexp <—%ln <Rf€d> ) (3.12)

where R4 is the median size of the particles and o is a parameter representing the width
of the distribution.

The model presented in Eq. (3.11) is used to fit the scattering data presented in Paper
D. Three fitting parameters, R,,.q, ¢ and N are included, which fully describes the particle
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size distribution. These parameters are fitted to the experimental data in a time series using
the non-linear least squares method. For each data set, the fit from the previous solution
is used as initial guess. Besides the parameters of the particle model, a Porod model of
the background scattering was included for which 2(¢) oc ¢* [49]. The background model
was fitted to the scattering intensity of the samples at room temperature to account for
the scattering of pores.

The differential scattering cross-section of AMZ4 samples annealed at 370 °C and the
fitted model is presented in Fig. 3.2 a) at different times. The corresponding crystal size
distributions are shown in Fig. 3.2 b). An important property of the particle model is
that the differential scattering cross section depends linearly on the number of particles in
the sample (number density N), whereas it scales nonlinearly as a function of the particle
size R. This is seen if V,, = 47 R3/3 is inserted into Eq. (3.9) to obtain d¥/dQ(q) < RS,
hence the magnitude of the scattering signal is predominantly defined by the particle sizes
rather than the concentration of particles. As seen in Fig. 3.2, the scattering peaks of the
LPBF processed and cast samples appear at different momentum transfer, which shows
that the crystallization occur at different characteristic length-scales in the cast material
and the material processed by LPBF. The LPBF processed sample crystallize with a higher
number density and smaller average particle size than the cast sample. In Paper D, this
difference was attributed to the elevated oxygen content of the LPBF processed material,
which lowers the thermodynamic stability against crystallization.

b)
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Figure 3.2: (a) Differential scattering cross-section %(q) and fitted model for cast (solid
red line) and LPBF (dash-dotted blue line) processed AMZ4 during annealing at 370 °C.
The symbols with uncertainty bars represent the experimental data at different times and
the lines are the model curves. The following data are presented: room temperature
measurement (o), 0 min (w), 30 min (¢) and 90 min (v). (b) Log-normal size distributions
at the corresponding times for cast (solid red line) and LPBF (dash-dotted blue line)

samples.
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Chapter 4
Microstructural modeling

In the following chapter, the models used to predict crystallization are described. The
phase-field theory employed in Paper A is presented in Section 4.1 together with some
results from the simulations. The classical nucleation and growth theory used in Papers C,
B and E is described in Section 4.2 for different growth models, followed by a presentation
of the thermodynamic models and the interfacial energy in Sections 4.3 and 4.4. Similar-
ities and differences between the phase-field and classical models as well as the different
thermodynamic models are discussed. In Section 4.5, results from the application of the
classical nucleation and growth theory to the LPBF process of alloy AMZ4 in Papers B
and C are presented.

4.1 Phase-field theory

The phase-field method is widely recognized as a competent computational method to
model the microstructure evolution of metallic alloys. The method has been adopted for a
wide range of phase transformation problems such as solidification processes and dendritic
growth [54-56], solid state recrystallization and precipitation [57, 58] as well as nucleation
processes [59]. This section outlines the phase-field model used in Paper A to model the
nucleation and growth of intermetallic phases from an undercooled Cu-Zr alloy.

In the phase-field method, the microstructure is described by a set of non-conserved
field variables, here denoted by ¢;(r,t), ¢ = 1...n4. The phase-field variables are continu-
ous in space r and time t and represent the atomic ordering at different positions in the
material. In a similar manner, mass distribution can be represented by conserved field
variables ¢;(r,t), ¢ = 1...n,, which describes the local mixture of alloying elements. The
composition variables are, like the phase-field variables ¢;, continuous in space and time
and vary smoothly across interfaces.

In the work presented in Paper A, a single phase-field variable ¢ is used to describe
the difference in atomic ordering of an undercooled liquid phase to a crystalline phase. A
global conserved field variable ¢ is used to represent the mass distribution of Zr in the
Cu-Zr alloy. The field variables ¢ and ¢ are coupled by the total energy of the system
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[54, 60, 61], given by

F(qﬁ,c,T):/vf(qS,c,T)—i—i(quﬁ)de (4.1)

where T is the temperature and V' is the volume of the system. f(¢,c,T') is the free energy
density arising from the physics described by the model. The second term in Eq. (4.1)
provides an energy cost to the creation of interfaces where |V¢|> 0, therefore the gradient
energy coefficient e is related to the energy and thickness of the interfacial region between
the crystalline and liquid phase. Different models have been proposed for the free energy
density [60]. In Paper A, the free energy density was constructed using the model proposed
by Kim et al. [61], which make use of the bulk free energy density in the solid fg(cg,T')
and in the liquid f7(cr,T) and the interpolation polynomials h(¢) and g(¢), providing

f(e;d,T) = h(¢)fs(cs, T) + [1 = (@) fr(cr, T) + wy(4) (4.2)

where cg and ¢y, are the composition fields of the solid and liquid phase, respectively. These
are related to the global composition field through ¢ = h(¢)cs + [1 — h(¢)]c,, and through
the additional constraint of local equilibrium given by

_OF _ 9fs(es) _ 9filer)
=% ~ dcs  Ocy

(4.3)

The parameter w is related to the width and energy of the interfacial region and thus also to
the gradient energy coefficient e. The main advantage of the formulation of f(c, ¢, T) in Eq.
(4.2) is that fs(cs,T) and fi(cr,T) can be straightforwardly obtained from temperature
and composition dependent thermodynamic databases. In Paper A, fs(cs,T) and fr(cp, T)
was fitted to a CALPHAD database of the Cu-Zr system using composition dependent
polynomial functions.

The evolution of the phase-field variable ¢, and the composition field variable ¢ are given
by the Allen-Cahn and Cahn-Hilliard equations [62], which relate the time derivatives to
the variational derivatives of the total energy. The evolution equations appear as

9% __,, OF

ot = — 4’% (44&)
dc oF

where M, and M, are mobility coefficients describing the rate of atomic attachment at the
interface and the atomic mobility of Zr, respectively. These coefficients may adopt different
values depending on the physics of the propagating interface. A relationship between My
and M. for diffusion-controlled growth was derived in [63], which was utilized in Paper A.

The phase-field model described above was used to study the nucleation and growth
of intermetallic phases in the Cu-Zr system. The work of formation to nucleation and
the properties of the critical nucleus was obtained by solving the unstable equilibrium
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Figure 4.1: Growth of a CuygZr; supercritical nucleus from a supercooled liquid of initial
composition CugyZrsg at T'= 800 K. Top row: The evolution of the phase-field variable
¢, i.e. the migration of the interface, at times (a) t =0 s, (b) t = 1.04-107% s and (c)
t =1.30-107% s. Bottom row: The evolution of the global composition field variable ¢ at
the same instances in time, showing the depletion of Zr in front of the interface as the
nucleus grows.

of Eqs (4.4a) and (4.4b). Further, the spatial solution of ¢ and ¢ was used to initiate
growth simulations of the supercritical nucleus under different conditions. Fig. 4.2 shows
the evolution of the field variables ¢ and ¢ of the intermetallic CujgZr; phase from a
supercooled liquid of initial composition CugsZrss. As the nucleus grows, the region in front
of the interface becomes depleted of Zr because of the compositional difference between
the nucleus and the liquid. A composition gradient develops which dictates the rate of the
transformation and as a consequence, the growth rate becomes lower with increasing size as
the depletion zone extends further into the matrix. The growth rate as a function of nucleus
size is shown in Fig. 4.2. For comparison the growth rate of a CujgZr; nucleus under
polymorphic conditions is also included. The polymorphic conditions result in a higher
growth rate that reaches a constant value at large particle sizes, in contrast to the diffusion-
controlled growth, which decreases with particle size, following a o v/# dependence.
Atomic ordering is described as a continuum in phase-field theory. For nucleation
problems; this provides a more realistic representation of a nano-sized nucleus for which the
difference in atomic ordering between the crystal and liquid may be ambiguous. Classical
nucleation theory is a sharp interface theory, meaning that the nucleus is assumed to have
bulk crystalline properties, also known as the capillarity approximation. As a consequence,
phase-field theory results in a lower work of formation of the nucleus in comparison to
classical nucleation theory. This discrepancy was observed in Paper A for the CuyoZry
phase. At large undercooling, the properties of the crystal nucleus in the phase-field
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Figure 4.2: Computed growth rate of the CujgZr; phase as a function of nucleus size:
primary crystallization from a CugyZrsg liquid (solid blue), polymorphic crystallization
(dashed red). The figure shows the difference in growth rate between the two
transformation modes.

model deviate from the capillarity approximation of classical nucleation theory and as
a result, a lower energy barrier to nucleation is obtained. This is especially true far from
equilibrium where the driving force for crystallization is high. The phenomenon requires a
size correction of the interfacial energy when modeling nucleation in glass forming liquids
using classical nucleation theory, as further discussed in Section 4.4.

4.2 Classical nucleation and growth theory

In contrast to phase-field theory, classical nucleation and growth theory is a sharp interface
theory in which the interface is described as a discontinuity in material properties, such
as atomic ordering and chemical composition. Consequently, boundary conditions arise
at the interface, which makes the description of complex particle morphologies difficult.
For spherical particles, the equations describing nucleation and growth become simplified,
which can be used to simulate the evolution of particle size distributions. The following
sections describe classical nucleation theory (CNT) and sharp interface models for poly-
morphic and diffusion-controlled growth of spherical particles.
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4.2.1 Nucleation

Nucleation is the initial step of the crystallization process, during which atoms agglomerate
to create stable crystalline clusters that can grow autonomously. The nucleation is a
stochastic process and the rate of nuclei formation is inherently related to a probability of
nucleus formation. Following statistical mechanics [64], the probability of n atoms to exist
in a crystalline state P(n) depends on the work (energy) of nucleus formation W(n) and

can be described as -
P(n) < exp <_kB§”n)> (4.5)

where T'is the absolute temperature and kg is the Boltzmann constant. Within the classical
theory of nucleation, the interface between the nucleus and the matrix is assumed sharp
and the work of nucleus formation for a spherical nucleus is expressed as [64]

W(n) = —nd., + (367)30%3n*34 (4.6)

where d, is the chemical driving force per atom, ¥ is the mean atomic volume and o is
the interfacial energy per unit area. The chemical driving force d, is further described
in Section 4.3. In Eq. (4.6), the terms involving d/, and o describe the thermodynamic
competition between the bulk energy release of the transformation and the cost of the
creation of the interface. Thus, there exists a maximum work of formation W(n*) at a
critical size denoted as n*. The maximum work of formation, or critical work of formation,
W (n*), is found by solving dW(n)/dn = 0, providing

1679203
Wn") = —— 4.7
() = i (17)
which corresponds to the critical cluster size, n*, through
327203
nt= 0 (4.8)
3(dt)

Clusters of size n* are in unstable equilibrium; those smaller than n* (often called embryos)
tend to dissolve while clusters larger than the critical size will on average grow. The
equations in Eq. (4.6) and (4.8) can be written in terms of the radius. The work of
formation for a spherical cluster is then

47

W(r) = Vs r3d, + dnrio (4.9)
and the critical radius becomes ooV
= ‘; m (4.10)

where the relationship nv = 47 /373 has been used for a spherical cluster. In this case,
the interfacial energy is treated as an constant. In Eqgs (4.9) and (4.10), d, is the chemical
driving force per unit mole, related to d,, by d. = d./7v.
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The probability and work of nucleus formation in Egs (4.5) and (4.6) is the basis for the
derivation of the nucleation rate. In the kinetic model of CNT, it is assumed that clusters
of n atoms, in atomic configuration E,, grow or dissolve by the addition or loss of a single
atom of state ;. This can be described as a series of bimolecular reactions of the form

kt(n—-1)
E, .+E = E,
k=(n)
Et(n)
E,+E 2 E.n (4.11)
k= (n+1)

were k1 (n) is the rate of atomic attachment to a cluster of size n and k~(n) is the rate of
loss of a single atom from the same cluster. With the above assumptions, the nucleation
rate I(n,t) is described as the flux of clusters in size-space per unit volume, given by

I(n,t) = N(n,t)k* (n) — N(n+ 1)k~ (n + 1) (4.12)

where N(n,t) is the number of clusters per unit volume of size n at time ¢, constituting a
cluster size distribution. The time evolution of the cluster size distribution is then governed
by the difference in the flux (nucleation rate), providing a set of differential equations of

the form
ON(n,t)

ot
From Eq. (4.12) it becomes apparent that the nucleation rate, in general, is a function of
both time and cluster size. The nucleation rate is dependent on the number of existing
clusters of size n, thus in the initial stages of the transformation, the nucleation rate is low
and increases as the number of clusters evolves. Eventually, steady-state conditions are
obtained and the nucleation rate becomes independent of time and cluster size [65, 66]. A
well-known analytical expression of the steady-state nucleation rate is given by

=1I(n—1,t)—I(n,t) (4.13)

I*t = Zk™ (n*) Ny exp ( M};S;?) (4.14)

where Z is the Zeldovich factor, in its general form expressed as [67]

[ (Ce) |

and kT (n*) is the atomic attachment rate evaluated at the critical size. Np is the initial
number density of atoms.

CNT was used in Paper B, C, and E to model nucleation in a Zr-based metallic glass.
In Paper B, the evolution of the cluster size distribution was solved numerically under
the non-isothermal conditions of the laser powder bed fusion process. Fig. 4.3 shows the
numerically computed nucleation rate using Eq. (4.13) under different cooling rates as
well as the steady-state nucleation rate given by Eq. (4.14). The high cooling rates in the
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LPBF process impair the development of the cluster size distribution and consequently,
steady-state conditions are not obtained at lower temperatures. As a result, the transient
nucleation rate is several orders of magnitude lower than the rate of steady-state nucleation.
The result demonstrates that steady-state conditions are likely, not valid under the rapid
heating and cooling conditions involved in the LPBF process.
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Figure 4.3: Computed transient nucleation rate as a function of temperature for different
cooling rates (Ks™'). Increasing the cooling rate results in a slower nucleation rate and a
shift in the maximum value to higher temperatures as indicated by the black arrow.

4.2.2 Growth

For a polymorphic transformation, the composition of the particle and the matrix are equal
and the growth rate is dictated by the rate of atomic attachment at the interface. The
growth is then said to be interface-controlled. Kelton et al. [68] derived an expression for
interface-controlled growth based on the differential equations governing nucleation in Eq.
(4.13). Following this model, the growth rate is given by

16D (35\"* . v (Y 20

where dP° is the chemical driving force for a polymorphic transformation and is described
in Section 4.3. This expression was found to agree qualitatively with the polymorphic
growth rate from the phase-field model in Paper A. It was used in Paper B and C to model
the growth of supercritical clusters. However, the SANS experiments in Paper D indicates
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a primary crystallization process in AMZ4, for which the transformation is controlled by
diffusion.

As discussed in Section 4.1, for diffusion-controlled growth, the growth rate is governed
by the diffusional fluxes at the interface between the crystal and the matrix, which depends
on the composition gradient in front of the interface. For a sharp interface approximation,
this constitutes a moving boundary value problem, known as the Stefan problem [54, 69].
In general, the diffusion field has to be solved numerically which becomes computation-
ally expensive [67]. However, in the case of spherical particles, approximate solutions of
diffusion-controlled growth exist. Such a model was utilized in Paper E and is briefly
outlined below.

Chen et al. [70] proposed an approximate solution of the multicomponent growth
rate of a spherical particle, which avoids solving the diffusion field by approximating the
composition gradient as a linear function of the particle size r. Following this model, the
growth rate v is computed from a system of equations in the following form

n— a o aff

Lo af lDij (:L.j :Uj ) .

(= 2 )'”:Zg—r’ Voi=l.n—1 (4.17)
J

=1

where z¢* is the composition in the matrix, mf‘ﬁ and xf “ are the compositions at the interface
on the matrix side and particle side, respectively. n denotes the number of elements in
the system, not to be confused with the cluster size in Section 4.2.1. Eq. (4.17) provides
n—1 equations, one for each independent element in the alloy system. Df; is the diffusivity
matrix of the n — 1 independent elements and ¢; is an effective diffusion distance factor,
which relates to the effective diffusion distance of the depletion zone through d; = ¢;7. Eq.
(4.17) accounts for cross-diffusivity and unequal diffusivity among the constituent elements.
For metallic glasses, the alloying elements have a large atomic size mismatch and unequal
diffusivity is expected. These effects were neglected in Paper E, mainly because of the
scarcity of reported mobility data of individual elements. Instead, an effective diffusivity
coefficient Dg;; was used, which was approximated from measured viscosity data.
Assuming equal diffusivity, Eq. (4.17) can be rewritten as

=210 (4.18)

where K is dependent on the matrix supersaturation S. For equal diffusivity, the super-
saturation becomes identical for each element 7 and can be expressed as

o aB
& — o
S ="' 4.19
xfo‘f;rf‘ﬂ ( )

For low supersaturation S << 1 then 2K? ~ S and the well known expression of v =
SDg;/r is obtained. Since crystallization in metallic glasses typically occur far from
equilibrium, it is expected that the supersaturation in the matrix can become rather high,
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which affects the growth rate. In the case of a high supersaturation S < 1, the dependence
between S and K is given by

2K? [1 — 7K exp (K*) erfc(K)| = S (4.20)

Eqgs (4.18), (4.19) and (4.20) constitute a moving boundary value problem with unknown
boundary conditions, x?ﬁ and xf “  essentially an underdetermined system with n — 1

equations and 2n — 1 unknown variables. Assume local equilibrium at the interface and
the required additional n relationships between xf‘ﬁ and xf “ are obtained as

ol a o 20V,
5 <xjﬁ) =i’ (:E]B ) t+— (4.21)

where pff and uf are the chemical potentials of the bulk matrix and particle phase, respect-
ively. pg (:C?ﬁ ) denote the chemical potential of each element ¢ = 1...n and is a function

of the composition of element j = 1...n at the interface. Note that Eq. (4.21) is essentially
the same as Eq. (4.3), with the exception of the last term which takes into account the
curvature-induced pressure on the spherical particle, known as the Gibbs-Thomson effect
[71]. As discussed in Paper A, the Gibbs-Thomson effect is inherently included in the
phase-field model. To obtain the growth rate as a function of particle size r, the super-
saturation S and the interfacial compositions x?ﬂ and xf ¢ are computed by solving (4.19)
and (4.21) using appropriate thermodynamic models of the matrix and particle phases.

4.3 Thermodynamics

To evaluate the thermodynamic quantities for nucleation and growth, suitable thermody-
namic models are required. Both the nucleation rate and the growth rate are strongly
dependent on the chemical driving force. The chemical driving force for nucleation in a
multicomponent alloy, as discussed in [71], is given by

d. = max <z”: T (z9) - G, (xf)) (4.22)
i=1

where mf and G2 are the composition and the molar Gibbs energy of the particle phase,
respectively. The relationship between Eq. (4.22) for nucleation and Eq. (4.21) for growth
is further discussed in [71].

In the case of a polymorphic transformation, the composition of the particle and matrix
are equal, i.e. ¢ = xf, Vi, and Eq. (4.22) simply becomes the difference in molar Gibbs
energy between the particle and matrix phase, expressed as

art = G (a]) — G (o) (4.23)
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For glass forming alloys, dP° is often approximated using specific heat data obtained from
DSC measurements [33, 72-74]. The specific heat of the liquid cé, and crystalline state ¢
is fitted as a function of temperature using the Kubaschewki equations [33, 73], given by

d(T)=3R+al +bT?
(T =3R+cT +dT? (4.24)

p
where a, b, ¢ and d are fitting parameters. The molar Gibbs energy between the liquid
and the crystalline state AG,, can be calculated by integrating the specific heat w.r.t.
temperature to obtain the entropy and the enthalpy, following

AGw(T) = AHp(T) — TAS,(T)

Tm
AH,,(T) = AH; — / Ay (T"dT"
T

T A l—x T/
ASm(T):ASf—/ 24 (1)

: = —dT’ (4.25)

where T, is the melting temperature, AH; and ASy = AH;/T,, are the enthalpy and en-
tropy of fusion, respectively. The thermodynamic model outlined above was used in Paper
B and C to describe the driving force for nucleation and growth in AMZ4. The parameters
in the Kubaschewski equations were obtained from Heinrich et al. [26] who measured the
heat capacity of the liquid and the crystalline state of AMZ4. However, using measure-
ments of specific heat to approximate the driving force involves an inherent limitation. The
crystalline state of a multicomponent alloy often consists of multiple coexisting phases of
different compositions and structures. In such cases, the value of AG,, rather represents
the difference in molar Gibbs energy between the mixture of the phases and the liquid,
rather than the driving force for nucleation and growth. The difference between d,, dP°¥
and AG,, is illustrated in Fig. 4.4.

To calculate the chemical driving force of a phase with a different composition than
the matrix (d. in Fig. 4.4), composition dependent thermodynamic models are required
for the evaluation of the chemical potential. The CALPHAD method is a computational
framework to model the thermodynamic properties of different phases of an alloy system
[75, 76]. In Paper A the molar Gibbs energies were fitted to the CALPHAD assessment of
the Cu-Zr system by Gierlotka et al. [77] using polynomials. In Paper E, the thermody-
namic database of the Al-Cu-Zr system constructed by Zhou et al. [78] was adopted and
fully coupled to the nucleation and growth model. In both assessments, the molar Gibbs
energy of the liquid phase G¢, is described using a substitutional solution model given by

Go =" 2°G¢ + RTY a;lnw; + G, (4.26)
i=1 i=1

where n is the number of components in the system, G¢ is the molar Gibbs energy of the
pure elements [79] and R is the gas constant. The last term in Eq. (4.26) is the excess
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Molar Gibbs energy —

Figure 4.4: Tlustration of the driving force d, of particle phase 3 (green) for primary
crystallization (different composition) and dP°% for polymorphic crystallization (equal
composition) from matrix a (blue) in a binary system. In the case of primary
crystallization, the value of d. is given by the difference in chemical potential between the
particle and the matrix. The difference in molar Gibbs energy AG,, for transformation of
the matrix « to an equilibrium mixture of 8 and + (red) phases are included to illustrate
that this value is different from the driving force for a specific phase.

Gibbs energy “G2,. For the Al-Cu-Zr system, it is given by

Fap, = Z Z 23 L + warontz Ly coze (4.27)

i=1 j>i

where Lg; and L} ¢, 7, are the binary and ternary Redlich-Kister polynomials [75, 78]. The
first two terms in Eq. (4.26) represent an ideal substitutional solution with non-interacting
elements. The excess Gibbs energy in Eq. (4.26) accounts for the negative enthalpies of
mixing representing the preferential interaction between the constituent elements [76]. The
negative enthalpies of mixing become more negative with increasing undercooling, which
stabilizes the liquid phase and result in progressive short-range atomic ordering in the melt
[80].

The molar Gibbs energy of an intermetallic crystalline phase is constructed similarly. In
the work by Gierlotka et al. [77], the intermetallic phases were modeled as stoichiometric
compounds with no solubility. In the work by Zhou et al. [78], the solubility of Al and Cu
was included and the intermetallic (Al, Cu),Zr, phases were modeled as line compounds,
with substitutional mixing of Al and Cu on the first sublattice and fixed composition of Zr
on the second sublattice. The molar Gibbs energy of formula unit (Al, Cu) 214 1s expressed
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as

2 2
Gl =Y yiGly + PRT D yilny} + yhwon L) cu (4.28)
=1 i=1
where g/ are the site fractions of i = Al, Cu on the first sublattice, G&, is the molar Gibbs
energy when the first sublattice is occupied by only one element ¢ = Al, Cu and Lfil,cu:Zr
is the binary Redlich-Kister polynomial included in the excess Gibbs energy.

4.4 Interfacial energy

The interfacial energy, o, defines the work to form the interface between the solid and the
liquid phase. It contributes to the growth rate through the Gibbs Thomson effect (see
Eqgs (4.16) and (4.21)) and to the nucleation rate through the work of nucleus formation.
Unfortunately, it is a quantity that is difficult to measure and is often chosen within accept-
able known ranges [67, 81]. The interfacial energy depends on the structural and chemical
mismatch between the interfacing phases and therefore depends on the thermodynamics
of the system.

Several models have been proposed for the solid-liquid interfacial energy [82-85]. One
of the more well-known is the model proposed by Turnbull et al. [86]. According to the
model, the interfacial energy at the melting point oy can be estimated as

AH/
2/3 173
(v) "

where AH/ is the difference in the molar enthalpy of fusion between the solid and liquid
phase at the melting point, which can be evaluated from the thermodynamic data.

As discussed in Section 4.1, the capillarity approximation of CNT breaks down at
large undercooling where the nucleus no longer shows macroscopic properties. For small
clusters, corrections may be introduced for the interfacial energy in CNT. A simple and
fairly frequently used correction is the model by Tolman [59, 67], which introduces a size-
dependent correction factor of the interfacial energy.

0o
U(T): 1+2Tﬁ

oo = 0.46 (4.29)

(4.30)

where &y is a characteristic length-scale. According to Kozeschnik et al. [67], a suitable
approximation of dg is &g = 0.3r; where r; is the distance to the nearest atomic neighbour.
The interfacial energy model outlined above was used in Paper E.

In Paper B and C, the model by Mondal et al. [85] was used. The model was chosen be-
cause the temperature dependence of the interfacial energy showed a qualitative agreement
with molecular dynamics simulations of the Cu-Zr system. The model can be reduced to
the following analytical expression

P 3drelv
T pA 327V,

1/2

(AG(T) — AGY(T)) (4.31)

o(T)
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where AG?'(T) is the activation energy for diffusion in the atomic monolayer representing
the interface, AGEL(T') is the activation energy for diffusion in the liquid. P and p are the
packing factor and planar atomic density of the crystal, respectively. As seen in Eq. (4.31),
the model is more complex than Turnbull’s model and depends on the activation energy of
diffusion through the interface, as well as packing constraints, of the crystal. The inclusion
of parameters that depend on the atomic packing in Eq. (4.31) shows a similarity to the
size-correction factor in Eq. (4.30), where 4y is associated with the inter-atomic distances in
the material. In Paper B, the values of AG7(T) and P/p were fitted to a measured TTT-
diagram by computing the crystalline volume fraction under the assumption of constant
nucleation and growth rates.

4.5 Application to laser powder bed fusion

The nucleation model outlined in Section 4.2.1 together with the polymorphic growth
model in Eq. (4.16) was used in Paper B and C to simulate crystallization during laser
processing of AMZ4. Finite element simulations of the transient thermal field during LPBF
processing of AMZ4 were considered. The temperature history experienced by a material
point in the vicinity of the melt pool for a laser power of 105 W is shown in Fig. 2.5. The
computed volume fraction in the same material point as a function of time for different
laser powers using the transient nucleation model is shown in Fig. 4.5 a). The result shows
an important aspect of the crystallization process during LPBF processing. The volume
fraction is initially low and no substantial crystallization occurs during the deposition of
the first layer. The cooling rate is simply too high (=~ 10°® Ks™!) to cause any significant
crystallization. However, nuclei are formed upon cooling and as the next layer is deposited,
the material becomes reheated and the volume fraction increases rapidly because of the
growth of nuclei formed during the previous cycle. For each consecutive reheating cycle,
more nuclei form and grow, increasing the volume fraction further. The result suggests
that the main crystallization events occur during reheating of the material in the LPBF
process.

The effect of changing the laser power on the crystalline volume fraction is shown in
Fig. 4.5 b). At an increasing laser power, the material absorbs more energy and the
temperature field around the melt pool becomes higher. The accumulated energy requires
a longer time to dissipate and exposes the material to higher nucleation and growth rates
for a longer duration, resulting in a higher crystalline volume fraction as the laser power
is increased.

The effect of multiple reheating was further investigated in Paper C. Simulations of
multiple laser remelting scans in a single track were performed to study crystallization
in the vicinity of the melt pool. Figs 4.6 a) and 4.6 b) show the number density and
mean radius of crystals for each consecutive scan as a function of the distance from the
melt pool, respectively. A trend can be observed where repeated remelting results in an
increased number density of larger crystals in the heat affected zone (HAZ). The laser heat
source causes a thermal gradient that gives rise to different temperature histories in the
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HAZ. Consequently, crystals form and grow at various rates depending on the location in
the HAZ, resulting in a gradient of crystal number density and crystal size. The results
were found to agree qualitatively with microscopy images of the HAZ in Paper B.

The results from the SANS experiments from Paper D indicate a primary crystallization
process where the rate of transformation is controlled by diffusion. For this reason, a
diffusion-controlled growth model was adopted in Paper E to predict the growth rate during
primary crystallization in AMZ4. The growth model is also expected to have a pronounced
effect on the rate of crystallization in LPBF as the major crystallization events occur upon
reheating.
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Figure 4.5: Computed crystalline volume fraction for different laser power using the
transient nucleation model in Paper B. a) As a function of time. The volume fraction for
105 W correspond to the temperature history shown in Fig. 2.5. b) Final crystalline
volume fraction for different scanning scenarios as a function of laser power. Estimations
of crystalline volume fraction using X-ray diffraction and DSC from [22] is included for

comparison.
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Figure 4.6: Computed crystallization using steady-state (SS.) and transient nucleation
(T.) in the heat affected zone from Paper C: a) Mean crystal radius as a function of the
distance from the melt pool for each consecutive laser scan (1st, 2nd and 3rd). b) Crystal
number density as a function of the distance from the melt pool for each consecutive laser
scan (1st, 2nd and 3rd). Gradients in mean crystal size and crystal number density are
observed, caused by the thermal gradient in the HAZ.
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Chapter 5
Summary and future perspectives

Attributed to the amorphous atomic structure, metallic glasses show exceptional mechan-
ical and magnetic properties that are desired in applications for the automotive, aerospace,
and biomedical industries. Additive manufacturing by laser powder bed fusion (LPBF) is
a promising technique for the production of large metallic glass components. Despite the
high cooling rates inherent to the process, control of crystallization is still an issue and the
interplay between the complex thermal process and the formation and growth of crystals is
not fully understood. The work presented in this thesis aims at advancing the knowledge
of the crystallization process during the non-isothermal processing of a bulk metallic glass,
with a special emphasis on additive manufacturing.

As part of the thesis, numerical simulations and experimental analyses related to the
formation and growth of crystals in a Zr-based bulk metallic glass have been presented.
The experimental study using small angle neutron scattering shows that crystals formed at
a higher rate in a Zr-based processed by LPBF, as a result of the increased oxygen content
in the feedstock powder material. The study also identified the crystallization mechanisms
in the material as rapid nucleation followed by diffusion-controlled growth.

The numerical simulations are based on phase-field and classical nucleation and growth
theory, which were developed to study the nucleation, growth, and dissolution of crystals in
a Zr-based metallic glass. The models have been used to predict transformation diagrams
but also to simulate the crystallization process during LPBF by utilizing thermal finite
element simulations of the laser-material interaction. The results demonstrate that classical
nucleation and growth theory is suitable for the prediction of crystallization during the
non-isothermal process involved in additive manufacturing by LPBF.

5.1 Future perspectives

Metallic glass is essentially a liquid that has fallen out of equilibrium. The thermodynamic
models used in this thesis assume that the liquid is in internal equilibrium and the models
do not consider the glass transition. The connection between the deviation from internal
equilibrium upon glass formation and the kinetic events of crystallization is still unclear.
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Recent work has integrated the structural relaxation of the glassy state with classical
nucleation theory and the result indicates that the deviations from internal equilibrium
can have a large effect on the work of nucleus formation and therefore also the nucleation
rate [87, 88]. The development of thermodynamic models of the glass transition is also an
exciting field of research in the CALPHAD community [89, 90]. Metallic glasses produced
by laser powder bed fusion may show variations in structural relaxation in the component
because of the varying cooling rates and thermal gradients [91].

In terms of oxygen, it would be interesting to apply the model in Paper E to a thermody-
namic description involving Cu-Zr-O. Such a model could be used to model the conditions
for the formation of oxygen-enriched phases depending on the oxygen content in the ma-
terial. Modeling of heterogeneous nucleation would also be an interesting topic related to
the oxygen content since the stable phases are believed to form heterogeneously on the
oxygen-enriched crystals. Models of heterogeneous nucleation are likely useful for other
industrial glass forming alloys where impurities are of importance.

From a broader perspective, the models presented in this thesis can be used to pre-
dict the formation and growth of crystals during non-isothermal processing of BMGs. In
combination with thermal simulations of the moving laser heat source in LPBF, such mod-
els can be used to understand where and when crystallization occurs depending on the
chosen process parameters and scanning strategies. The coupling of crystallization models
to CALPHAD databases could be used to predict transformation diagrams of different
crystalline phases and aid the development of new alloys with phase selection tailored for
additive manufacturing. In most cases, the purpose would be to avoid crystallization to
obtain the amorphous material properties. However, for some BMGs, partial crystalliza-
tion has shown to be favorable as it combines the properties of the amorphous material
with that of crystalline particles, forming a BMG-crystalline composite [92, 93]. For ex-
ample, the ductile B2 CuZr crystalline phase may improve the ductility of brittle Zr-based
metallic glasses [94] and the formation of nanometer sized a-Fe(Si) crystallites in a Fe-
based metallic glass may improve the soft magnetic properties [95], leading to lower energy
losses in electrical applications. Additive manufacturing could be used to locally tailor such
properties by controlling the thermal gradients and temperature histories that give rise to
different crystal number densities and sizes at different locations in the material. In com-
bination with the ability to design complex geometries, tailored components with unique
properties may be envisaged for the future. For example, structurally optimized lightweight
components or magnetic components with geometrical and microstructural tailored mag-
netic fields [96, 97]. The work presented in this thesis takes a step in the development of
BMG-crystalline composites with material properties tailored by additive manufacturing.
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Summary of appended papers

Paper A: A methodology combining phase-field and classical nucleation theory is de-
veloped to model the process of nucleation and growth in a glass forming system. The
methodology is applied to evaluate the crystallization of the CuZry and CuygZr; inter-
metallic phases in the Cu-Zr system and permit the construction of TTT-diagrams. The
influence of composition gradients is shown to lower the work of formation and cause
diffusion-limited growth of the CujgZr; phase from a matrix of neighbouring composition
CugyZrsg, resulting in a lower nucleation and growth rate. Furthermore, the work of form-
ation and growth rates obtained from the phase-field model are compared with analytical
expression of nucleation and growth from the classical theory.

Paper B: A numerical model based on classical nucleation theory (CNT) is developed to
model crystallization of a Zr-based bulk metallic glass during processing by selective laser
melting. The CNT model is calibrated to a time-temperature-transformation diagram,
obtained from differential scanning calorimetry measurements of crystallization. Thermal
finite element is used to model the temperature field resulting from the laser-material inter-
action. It is demonstrated that the high heating and cooling rates in SLM may cause the
break down of the steady-state assumption of nucleation. The crystalline volume fraction
in the heat affected zone is compared to experimental estimates and a good correlation
between experiment and simulation is observed.

Paper C: The model developed in Paper B is used to investigate the crystallization
during multiple laser remelting of a Zr-based metallic glass. The simulation results are
compared to scanning electron microscopy (SEM) imaging of the crystallized heat affected
zone resulting from multiple laser scans on an metallic glass substrate. Repeated remelting
results in increased crystallization in the heat affected zone. The width of the crystalline
zone is of comparable size in the SEM images and simulations. A gradient of crystal size
and particle density is predicted by the model in agreement with experimental observations.

Paper D: The crystallization mechanisms during low temperature annealing of a Zr-
based bulk metallic glass produced by suction casting and laser powder bed fusion (LPBF)
were investigated using in-situ small angle neutron scattering (SANS), ex-situ X-ray dif-
fraction and scanning electron microscopy. It is shown that the phase separation proceed
at a smaller characteristic length scale in the LPBF processed material. Analysis of the
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SANS data reveals that both materials crystallize through rapid nucleation followed by
diffusion limited growth. The higher nucleation rate and smaller particle size distribution
is attributed to the elevated oxygen content of the LPBF processed samples, which reduces
the energy barrier to nucleation.

Paper E: A modeling methodology of nucleation, growth and dissolution of crystals in
a multicomponent glass forming system is established. The numerical model solves the
evolution of the crystal size distribution by making use of classical nucleation theory and
a multicomponent diffusion-controlled growth model. The composition and temperature
dependent thermodynamic properties are obtained by fully couple the model to a CAL-
PHAD database. The Al-Cu-Zr system is selected as a demonstrator and the crystallization
of intermetallic (Al, Cu),Zrq phases is simulated under isothermal as well as rapid heat-
ing and cooling conditions (107! — 10% Ks™!). The model predicts the asymmetry in the
critical heating/cooling rate and the role of formation, growth and dissolution of crystals
during cyclic heating/cooling. The predicted transformation diagrams are compared to
experimental data over a wide temperature range.
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