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Abstract

This thesis characterizes magnetic nanoscale systems with increasing size and aspect ra
tio using synchrotron radiationbased spectroscopy and microscopy techniques, com
bined with conventional magnetometry. The systems studied are molecular magnets,
bimagnetic nanoparticles and selfassembled magnetic nanochains.

Singlemolecule magnets are compounds that exhibit magnetic bistability and hys
teresis at low temperatures. To investigate how their properties are affected when in
contact with different surfaces, submonolayers of endofullerene DynSc3−nN@C80

(n = 1, 2) were prepared on conducting and insulating substrates by thermal evap
oration and chemical deposition. In the latter case, the SMMs were functionalized
with surfaceanchoring thioether groups, which substantially affected the magnetic
properties. However, magnetic hysteresis was observed on a surface of Au(111).
The magnetic bistability was better preserved when sublimating the didysprosium
compound (n = 2) onto Au(111), Ag(100), and MgO|Ag(100), exhibiting a wide
substrateindependent hysteresis. While the magnetic bistability was unaffected, the
orientation of the magnetic clusters was highly influenced by the choice of substrate.

Bimagnetic nanoparticles composed of two different magnetically ordered phases were
synthesized by means of a spark ablation aerosol method. Cr substituted Fespinel
oxide particles with embedded FeO subdomains with sizes of 10, 20 and 40 nm were
investigated in detail. The unique structure was attributed to the presence of Cr and its
influence on the oxidation of Fe. The 40 nm NPs exhibited a large exchange bias and
an increase in coercivity when cooled in an applied field across the Néel temperature
of FeO. The influence of particle size on the formation of the FeO subdomains, as
well as the emergence of exchange bias were investigated and the results point to a
decrease in the exchange field as the particle size decreases, with virtually no exchange
bias present for the 10 nm system.

Nanochains were generated in a bottomup approach by fieldassisted selfassembly of
aerosolized Co nanoparticles. Local magnetic properties were investigated by means
of scanning transmission xray microscopy, complimented by micromagnetic simula
tions. While uniform chains have a single domain due to significant shape anisotropy,
the inclusion of large multidomain particles can facilitate domainformation.
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Popular science summary

Magnetism is usually discovered during childhood when we find the intriguing attrac
tion and repulsion between magnets. The first evidence of magnetism takes us back
thousands of years to a region called Magnesia, located in Asia, where lodestone was
magnetised by lightning strikes. Lodestone is a naturally occurring mineral composed
of an iron oxide called magnetite (Fe3O4) which is, coincidentally, the main material
used in the nanoparticles presented in this thesis. Although humanity did not un
derstand the origin of the observed magnetic force, we were able to explore its uses
intuitively in applications such as the compass. To make sense of the origin of mag
netism, one has to go to the atomic level so the probability of reaching phenomena
that cannot be approximated to everyday life increases significantly; therefore, as sug
gested by physicist Richard Feynman, we must find a common reference frame and
allow for something to be true: I suggest that all atoms exhibit a form of magnetism,
stemming from the circular motions of electrons like currents. In other words, each
atom can be thought of as a small magnet. Since all matter is made up of atoms, how
come not all materials are magnetic? Because, it is only for a few elements, such as
iron and cobalt, that the small atomic magnets align rigorously so that the emerging
magnetic force can be amplified and extends outside the material. For most elements,
this force remains ”hidden” within the material. It is not by far a complete model,
but it will make do for the purpose of this section.

Magnets find applications in many technological areas, such as energy production,
electric vehicles, speakers/headphones, computers, medical equipment and so on.
Nowadays, with the ongoing miniaturization of devices, more and more interest has
been switched to smaller size magnetism, usually referred to as nanomagnetism. The
”nano” stems from a nanometer (10−9 m) and so nanoscale magnetism occurs typ
ically on a 1 − 100 nm length scale. At such small sizes, one is much closer to the
”atomic magnets” previously mentioned than to the conventionally known everyday
magnets. In this thesis, we have studied three different systems, namely single molec
ular magnets, magnetic nanoparticles and nanochains. Single molecular magnets are,
with the exception of a single atom, the smallest magnetic units possible. Further
more, the nanoparticles are ”agglomerations” of atoms with sizes of several tens of
nanometers. Lastly, the nanochains are composed of individual magnetic nanoparti
cles that merge together under their own magnetic attraction, helped by an applied
field. At these dimensions, more interesting and even unexpected phenomena take
place; rather than describing them in detail, I suggest we use their potential applica
tions as motivation, such as highdensity data storage. In 2015, the highest surface
density in a hard disk drive was 1.34 Tbit/in2 ¹, translating into 1 bit/481.5 nm2. As
such, we may imagine circular magnets with diameters of roughly 25 nm whose mag
netization direction is used to encode binary information (e.g. ”up” = 1 and ”down”

vii



= 0). However, using molecular magnets, the data density can be enhanced by one
order of magnitude since their size is of the order of 1 nm.

It is also noteworthy to mention the investigative techniques used to study the small
magnetic systems. Before going into details, I would like to ponder on the size dif
ference between conventional macroscopic objects present into our daily lives, and
nanoscale magnetic objects. Let us assume a 1.5 m tall person and a 1.5 nm molecu
lar magnet. The difference in size is so staggering that it cannot be put into perspective
with anything found on Earth, not even the Earth itself. If we consider the distance
to the Moon of approximately 0.38 · 109 m (≈ 380, 000 km), one would still need
to cover it for four times to account for the equivalent size difference. As such, a
great deal of finesse is required from the investigative techniques used throughout
this work. In the 1800s, Michael Faraday observed that moving a magnet next to
a conducting wire, a current is induced. The principle behind conventional magne
tometry techniques is the same: the magnetic sample is moved in a controlled manner
and its magnetic output induces a current that is amplified and read by computers.
As expected for a nanoscale magnetic system, its magnetic output will also be very
small; by cleverly exploiting quantum phenomena, the sensitivity of such a device
can be high enough to detect even minute magnetic outputs, approximately 109 times
weaker than the Earth’s magnetic field. Furthermore, the magnetism of matter can
also be probed with light, namely xray light, but to do so, a socalled synchrotron
light source is needed, where the xray light is produced by highenergy electrons in
a particle accelerator. These facilities are advantageous since the users have a great
deal of control over the xray properties, such as energy (color) and polarization; the
magnetic response of a sample can be investigated using a technique called xray mag
netic circular dichroism, where xrays of different ”colors” and polarizations are used.
Moreover, for a magnetic material composed of more than one magnetic element, as
opposed to a conventional magnetometry technique that measures everything in its
sample chamber, circular dichroism can provide magnetic information from only one
magnetic element because the ”color” of the xrays is adjustable.

In this thesis, we have studied single molecule magnets on different substrates by
means of magnetic circular dichroism and conventional magnetometry techniques.
We have investigated their magnetic response as a function of applied field and tem
perature and saw that the substrate does not play a key role in the magnetic stability.
However, the orientation of the molecular magnetic moments was highly influenced
by the substrates used. Furthermore, we have investigated the magnetic properties of
nanoparticles. The magnetic response here is given by three different iron ions, so us
ing circular dichroism we could discern amongst them, and with the aid of computer
simulations, we were able to calculate the concentration of each ion in the material.
Furthermore, the nanoparticles are made up by two different magnetic materials, a

viii



main one that occupies a larger volume proportion, and a much smaller one whose
distribution may be imagined as the arrangement of raisins in a cake. The interaction
between the two magnetic materials gives rise to new magnetic phenomena which we
have investigated as a function of nanoparticle size using conventional magnetometry.
Lastly, the nanochains were studied using ”microscopic” circular dichroism, where the
xrays are focused into a small spot, providing magnetic information from a small area
the size of a nanoparticle. We found that the magnetic direction lies along the chains
and reversing it by applying a field can more easily be accomplished in shorter chains
or in the presence of a larger nanoparticle in the chain.
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Chapter 1

Introduction

For millennia, the phenomenon of magnetism has intrigued humanity with its innate
ability to cause remote attraction between certain materials. One such material is lode
stone, which is a rock rich in Fe3O4 magnetite, a mineral magnetized by lightning
strikes². Although the first evidence dates back to ancient history, it was not until the
early 19th century that scientists  such as Hans Christian Ørsted who discovered that a
current running through a wire generates a magnetic field³ and Michael Faraday who
discovered electromagnetic induction⁴  started to diligently investigate magnetism
and its connection to electricity, which subsequently paved the road towards signifi
cant achievements, such as electrification of the planet and intercontinental wireless
communications.

An area of interest in the field of magnetism is represented by permanent magnets
(PMs), materials capable of retaining magnetization even in the absence of an ex
ternal magnetic field. Permanent magnets are integral parts of modern technologies
such as mobile phones, computers, speakers, and medical equipment⁵. Sustaining the
desired magnetic output from everdecreasing permanent magnetic volumes is thus
crucial for the miniaturization of electronic devices⁶. Moreover, permanent magnets
are critical components in technologies that convert electric power into motion or
vice versa, mechanical energy into electricity, and thus play a key role in replacing
fossil fuel in vehicles and transitioning to renewable energy sources. A promising
strategy for developing nextgeneration highperforming PMs is to combine micro
scopic structures of different magnetic materials using bottomup approaches⁵. As
such, there has been extensive focus on nanoscale magnetic objects in recent decades.

Nanomagnetism describes the magnetic behavior on the nanometer scale (10−9 m).
Although it promises the development of new magnetic materials with increased per
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formance, energy efficiency and reduced size, nanomagnetism is also important on a
fundamental level, since the magnetic properties differ from their bulk counterparts.
Importantly, the quantum nature of nanoscale systems opens the door to novel func
tionalities. For example, discovering the giant magnetoresistance effect (GMR)⁷ in
magnetic thin films paved the way for socalled spintronic devices that have revo
lutionized the field of magnetic memory applications⁸. This work focuses on three
classes of nanomagnetic systems: molecular magnets, magnetic nanoparticles (NPs)
and selfassembled magnetic nanochains (NCs).

In magnetic data storage, the binary information is encoded in the magnetization di
rection of small volumes within a magnetic material. Increasing the storage capacity
thus entails decreasing the magnetic volume while maintaining a stable magnetiza
tion. The smallest conceivable magnetic unit would be that of a single atom or a
small cluster of atoms. It has been demonstrated that the magnetic moment of a
single Ho atom can be stabilized when adsorbed on an insulating MgO thin film⁹,
allowing for reading and writing information on a singleatom at subKelvin tem
peratures¹⁰. However, atomic submonolayers are only stable under ultrahigh vac
uum conditions and an alternative approach is to stabilize a single or a pair of atomic
magnetic moments inside a protective molecular cluster. Singlemolecule magnets
(SMMs)¹¹,¹² are molecules exhibiting intrinsic magnetic bistability at low tempera
tures with a magnetization that can be stable on a sufficient timescale to be utilized in
molecular spintronics¹³ and qubits¹⁴, and given a size of about 1 nm, they are promis
ing candidates for highdensity storage devices¹⁵. For the SMMs to be utilized in
applications, they must be deposited onto a surface where the magnetic moments can
be addressed and manipulated. Therefore, it is of interest to know how the magnetic
properties are affected when they are removed from the bulk phase and assembled into
lowdimensional structures on different substrates. A particularly promising class of
SMMs for depositing onto surfaces are endofullerenes, where the magnetic clusters
are protected inside a carbon cage, see figure 1.1 a). Papers I and II study the magnetic
properties of submonolayers of endofullerene SMMs deposited onto conducting and
insulating substrates. While the magnetic bistability is substrateindependent, the or
dering of the molecular magnetic moments is strongly dependent on the surface.

Magnetic NPs with a size of about 5 − 100 nm represent another important area of
study in nanomagnetism. In particular, bimagnetic systems composed of two differ
ent magnetic phases can exhibit exchange bias (EB) effects which allows the magnetic
properties be tailored for a wide range of applications such as highdensity data stor
age¹⁶, spintronics¹⁷, biomedical¹⁸,¹⁹,²⁰, and rareearthfree permanent magnet appli
cations²¹,²². Bimagnetic NPs are commonly composed of two differently ordered
magnetic phases in a coreshell structure and are generated using chemical synthesis
based on the thermal decomposition of metalcontaining precursors. While highly
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Figure 1.1: a) Schematic representation of a Dy2ScNC80 single molecule magnet on a metal substrate; b) a
transmission electronmicroscopy image of a FeCr-spinel oxide NP; c) a scanning electronmicroscopy
images of Co self-assembled nanochains.

successful for generating monodispersed NPs with good control of the composition,
chemical synthesis has drawbacks such as chemical waste, limitations in mixing dif
ferent materials and the risk of introducing impurities during the generation process.
A promising approach for generating NPs is found with aerosol techniques based on
spark ablation. These techniques are continuous and scalable, provide good control of
the size and composition, and the possibility of forming alloys of materials immiscible
in bulk²³. However, reports on complex mixedmetal magnetic nanoparticles using
this approach are rather limited.

In paper III, we explore an aerosol technique based on spark ablation to generate
mixedmetal magnetic NPs. Here the seed material for the NPs is evaporated in a
spark discharge between two seed electrodes and transported away by a carrier gas,
where the vapor condensates into sub10 nm primary particles that form larger ag
glomerates as they collide. The agglomerates are given a known charge before being
transported through a furnace where they are compacted at high temperatures, fol
lowed by size selection based on their electrical mobility. The charged NPs are finally
deposited onto any substrate of choice using an electric field where they can be stud
ied, see figure 1.1 b). We demonstrate that mixedmetal magnetic NPs can be gener
ated with a transitionmetal ratio almost identical to the seed materials. Moreover, by
tuning the carrier gas, both metallic and oxide phases could be generated. By using
stainless steel seed electrodes, novel bimagnetic NPs were synthesized, composed of
a ferrimagnetic (FiM) (Fe,Cr)3O4 phase with antiferromagnetic (AFM) FeO subdo
mains exhibiting exceptionally large EB, as shown in paper IV. The formation of the
unique bimagnetic structure was attributed to the generation process and the presence
of Cr, which is known to significantly influence the oxidation of Fe. Also influencing
the oxidation and magnetic phase composition is the particle size, and the effect of
reducing the diameter on the formation of AFM subdomains and the emergence of
EB was studied in paper V.

If the aerosolized NPs are deposited onto a substrate in the presence of an applied
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magnetic field, they selfassemble into onedimensional structures, see figure 1.1 c).
Onedimensional magnetic structures, such as NCs and nanowires, are recently at
tracting attention for maintaining significant shape anisotropy and high domainwall
velocities²⁴,²⁵, making them suitable candidates for new devices based on domain
wall formation and motion²⁴,²⁶. Moreover, the magnetic properties and magneto
transport based on GMR are strongly sizedependent. The spark ablation technique
in papers IIIV provides excellent control of particle size and composition and thereby
the possibility of tuning the selfassembled NCs’ properties. An additional benefit for
applications is that the NCs can be selfassembled onto any substrates, eliminating
timeconsuming and costly transfer steps. Paper VI describes an xray microscopy
and micromagnetic simulation study of NCs composed of Co. The presented results
indicate that larger particles along the NCs act as nucleation centers that facilitate
domain formation.

The aim of this work is to provide the structural and magnetic characterization of
the aforementioned nanoscale magnetic structures. As such, the theoretical concepts
needed throughout this thesis, both fundamental and in connection to phenomena
described in the papers, are presented in Chapter II. Moreover, the techniques utilized
in this thesis are covered in Chapter III.
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Chapter 2

Fundamentals of magnetism

2.1 Origins of magnetism

This chapter is aimed at introducing the reader to the magnetic concepts discussed
throughout this work. It is divided into two main parts, namely the fundamentals
of magnetism followed by magnetism at the nanoscale. The first part describes the
origin of magnetism in matter, starting from the perspective of a single atom, moving
towards macroscopic systems and the magnetic properties they entail. The second
part discusses magnetism on the nanoscale and phenomena such as superparamag
netism, single and multidomain nanoparticles and exchange bias. For an in depth
description, the reader is referred to the book by J. Stöhr²⁷.

2.1.1 Single atom

2.1.1.1 Orbital and spin moments

As Hans Christian Ørsted discovered, a moving current in an enclosed loop gives rise
to a magnetic dipole moment µ. For simplicity, let us consider a circular loop of area
A and a current I ; the generated magnetic dipole moment will then be:

µ = IA (2.1)

expressed in units of Am2. This reasoning could be applied to the Bohr model of an
atom where the electron orbits around the nucleus in circular paths, as illustrated in
figure 2.1. Since a current is made up by electrons, its orbital motion will generate a
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magnetic dipole moment which is related to the electron’s orbital angular momentum
L by²⁸:

µ = − eL

2me
(2.2)

with me being the electron mass and L = mevr the classical orbital angular momen
tum. In a quantum mechanical treatment, the quantity of interest is the projection
Lz = mlℏ along a quantization axis z, with ml being the orbital magnetic quan
tum number. As such, substituting L in equation 2.2 we derive an expression for the
orbital magnetic moment µL:

µL = − eℏ
2me

ml = −µBml (2.3)

where the quantity µB = eℏ
2me

is the Bohr magneton and it represents the elemen
tary unit of electronic magnetic moment in an atom (µB ≈ 9.274 ×10−24 JT−1).
Because the current is flowing in an opposite direction to that of the electrons, the
dipole moment is oriented antiparallel to the orbital angular momentum vector (see
figure 2.1).

Figure 2.1: A loop of radius r with a circulating current I producing a magnetic moment µ oriented based on
the right-hand rule; A schematic representation of the orbital angular momentum L as produced
by the orbiting electron and the orbital moment µ; the spin orbital momentum S produced by
the electron’s intrinsic spin and charge properties, with the induced spin moment µ, illustrated
intuitively as classical spin around its axis.

Furthermore, electrons posses an intrinsic orbital moment called spin, described by
the spin quantum number s = 1/2. Its projection onto the quantization axis is
then given by the spin magnetic quantum number ms = ±1/2 corresponding to the
”spinup” and ”spindown” configurations. The spin magnetic moment is then given
by:

µs = −geµBms (2.4)
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with ge ≈ 2 being the gfactor of the electron. Given the value of ge and knowing that
ms = ±1/2, equation 2.4 shows that the magnitude of the spin magnetic moment
of the electron is 1 µB .

2.1.1.2 Spinorbit coupling and Hund’s rules

As previously discussed, a single electron’s spin and orbital angular momenta give rise
to spin and orbital magnetic moments. If the atom has more than one electron, L
is now given by the sum of the individual electrons’ orbital momenta; similarly, the
individual spins combine yielding the total spin angular momentum S. These two
momenta can interact with each other through the socalled spinorbit (SO) coupling.
The total atomic angular momentum is then given by equation 2.5 and the coupling
scheme is known as RusselSaunders coupling²⁹.

J = L+ S (2.5)

The lowest energy configuration of the electrons in a partially filled shell is given by
Hund’s rules³⁰. The first rule dictates that the electrons maximize their total spin S
due to Pauli’s exclusion principle, which states that no two electrons can have the same
quantum numbers. As such, electrons with the same spin avoid each other leading to
a reduced Coulomb repulsion. Therefore, the electrons will firstly occupy one orbital
each and only then start to pair with opposite spin electrons. Secondly, for a given
spin configuration, the largest total orbital momentumL represents the lowest energy
state. Qualitatively, this means that if electrons have a large total orbital momentum
(i.e. they orbit in the same direction), it is less likely to meet in close proximity and
so the repulsion is lower. Finally, for less than halffilled shells, the lowest energy
configuration is achieved when the total angular momentum J is minimized, and
thus J = |L − S|. Viceversa, for a more than halffilled shell, J = |L + S|. The
total atomic magnetic moment will then be given as a function of J . Similar to the
orbital and spin magnetic moments, the total atomic moment is given as a function
of the projection mJ of the total angular momentum along the quantization axis:

µJ = −gµBmJ (2.6)

where g is the Landé factor:

gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
(2.7)
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Figure 2.2: A schematic representation of the occupancy of the 3d orbitals for the Fe2+ transition metal ion
and the 4f orbitals for the Dy3+ rare earth ion according to Hund’s rules.

The nanoscale systems in this thesis contain trivalent magnetic 4f lanthanide ions and
mixedvalence 3d transition metals. Applying Hund’s rule to Dy3+ with a 4f9 valence
gives a total orbital momentum L = 5 and total spin momentum S = 5/2. As such,
the total angular momentum is J = 15/2, yielding a Landé factor gJ = 20/15
and hence, using equation 2.6, the atomic magnetic moment has a value of 10 µB,
in good agreement with those measured in paper II. Moreover, it corresponds to the
upper limit for µJ , thus providing a scale for atomic moments ranging from 1 µB

to 10 µB. For the divalent transition metal ion Fe2+ with a 3d6 valence, the total
spin momentum is S = 2 and the total orbital momentum is L = 3, giving a
total angular momentum J = 5 and thus a Landé factor gJ = 7/5. As such, the
expected magnetic moment is µJ = 7 µB. However, the measured magnetic moment
for the Fe2+ ion in Fe3O4 magnetite is µmeasured = 5.4 µB ²⁸. The reason for the
discrepancy is that Hund’s rules do not necessarily predict the correct magnetic ground
state as atoms come together to form molecules or solids. As we shall see in the coming
sections, interatomic interactions are responsible for the magnetic properties typically
associated with nanoscale and macroscopic systems. For the transitionmetal ions,
the spatially extended 3d wave functions interact strongly with the neighboring ions,
resulting in a quenched orbital angular moment and an atomic magnetic moment
primarily determined by the spin component. Thus, for the 3d systems in papers
IIIVI, spin and moment will be used interchangeably. In contrast, the localized
4f valence states interact weekly with the surrounding, preserving the atomiclike
properties and an SO coupled Hund’s ground state, allowing for stabilizing a single
atomic moment in a molecular cluster, see section 2.2.2 and papers III.

2.1.1.3 Zeeman interaction

The interaction between the atomic magnetic moments µ and an externally applied
magnetic field H is called the Zeeman interaction, and its energy can be expressed as
follows³¹:
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EZeeman = −µ⃗ · H⃗µ0 = −µJµ0H (2.8)

where H definex the quantization axis. The energy is thus minimized when the mag
netic moments are aligned parallel to the field.

2.1.2 Multiple atoms

The origin of the atomic magnetic dipole moments was introduced so far. It is now of
interest to study the behavior of atoms brought together to form a molecular cluster
or a solid.

2.1.2.1 Magnetization and paramagnetism

The net magnetic moment per unit volume in such a system, given by the vectorial
sum of the constituent atomic moments, defines the material’s magnetization M⃗ .
With the exception of Fe, Co, and Ni, all elemental solids at room temperature exhibit
null magnetization (M = 0) in the absence of an external field. Let us consider a
system with N noninteracting atoms per unit volume, each with J ̸= 0 and an
atomic magnetic moment µatomic. In the absence of an external field, such a system
exhibits no net magnetization due to thermal fluctuations (see figure 2.3 a)) .

The dependence of the magnetization with respect to an applied field is called a mag
netization curve M(H). For a paramagnet, applying a field causes the moments to
align onto its direction as the Zeeman energy is minimized (see figure 2.3 b)). How
ever, the thermal energy favors randomness and so the magnetization at a specific field
is given by the equilibrium between the Zeeman and thermal energies. A paramagnet’s
magnetization curve is described by a Brillouin function, as shown in figure 2.3 d) for
a given J at two temperatures. At high enough fields or sufficiently low temperatures,
the Zeeman energy wins and the maximum magnetization Ms = N · µatomic, also
known as the saturation magnetization, is reached (see figure 2.3 c)).

2.1.2.2 Exchange interaction

Conventionally, when we envision magnetism we think of permanent magnets. How
ever, so far we have seen that a paramagnet has no magnetization without an applied
field, although locally it has randomly oriented magnetic moments. Therefore, there
must be some ordering of magnetic moments that leads to a nonzero magnetization
even without a magnetic field. It is the exchange interaction that is responsible for
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Figure 2.3: Magnetization under an externally applied magnetic field H: a) random orientation when the ex-
ternal field is zero with no net magnetization; b) partial orientation of the moments along the
field direction with positive magnetization; c) all magnetic moments align with the field and the
saturation magnetization is reached; d) two Brillouin functions plotted for two temperatures de-
scribing the paramagnetic behavior under an externally applied field. Both curves cross through
zero at H = 0 as there is no magnetization in the absence of a field.

the magnetic ordering in matter. The exchange interaction between the electrons of
two neighboring atoms, with spin configurations S1 and S2 can be described by the
Heisenberg Hamiltonian³²:

Hspin = −2jS⃗1 · S⃗2 (2.9)

where j is the exchange constant. Two cases may be discerned here, namely i) j > 0,
which favors the parallel alignment of the spins, leading to a magnetic order called
ferromagnetism (FM). In this case there is a net magnetization present even in the ab
sence of an external magnetic field; ii) j < 0, which favors the antiparallel alignment
of the spins and so the material is termed an antiferromagnet (AFM) (see figure 2.4
a) and b)). Furthermore, if the opposing moments in an AFM have different magni
tudes, the magnetic ordering is termed as ferrimagnetism (FiM) and it is sketched in
figure 2.4 c).

As stated in section 2.1.2.1, the magnetic response of a paramagnet stems from the
competition between the Zeeman energy that wants to align the magnetic moments
with the applied field and the thermal energy, which favors randomness; in the ab
sence of an external field, the thermal energy wins. However, for a magnetically or
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dered system, the competition will be carried out between the thermal and exchange
energies. Therefore, we may define a transition temperature below which the exchange
leads to magnetic ordering. For the ferromagnetic case, for example Co investigated
in paper VI, the ordering temperature is calledCurie temperature and it is TC = 1400
K³³; in the AFM case, example FeO in papers IVV, the ordering temperature is the
Néel temperature TN = 198 K. Above these temperatures, both materials become
paramagnetic.

Figure 2.4: Atomic magnetic moments in magnetically ordered materials in the absence of an external field:
a) ferromagnetic, b) antiferromagnetic and c) ferrimagnetic.

Magnetic ordering in elemental solids occurs due to the direct exchange between
neighbouring atoms. However, in oxides, such as Fe3O4 and FeO studied in pa
pers IV and V, the exchange is indirect and it is mediated through the O2− atoms.
The socalled superexchange is responsible for the AFM coupling between transition
metal ions in the octahedral (B) and tetrahedral (A) sites of spinel oxides (see figure
2.5). Furthermore, double exchange leads to a FM coupling between the ions residing
in the B sites of the spinel structure. In Fe3O4 (see figure 2.5), the AFM coupling
occurs between the Fe3+ cations in the A and B sites, and so their magnetic moments
cancel out, leaving the FM coupled Fe2+ as the sole contributor to the total magne
tization. As such, the super and double exchange interactions are responsible for the
FiM order in the material.

FM and FiM materials exhibit hysteresis below TC in the field dependence of the
magnetization. Figure 2.6 shows the magnetization curve recorded for Co NPs at a
temperature of 2 K. The sample starts from an initial demagnetized state and its mag
netization increases as a function of increasing the field H . As described in section
2.1.2.1, when the applied field is sufficiently strong, the magnetization may reach sat
uration MS . The field is then reversed and, as it crosses the zero value, one notes
a magnetization larger than zero. The magnetization value at zero field is called re
manence magnetization MR. As the field is further decreased, the magnetization
decreases and switches its direction. The field at which the magnetization is zero is
called the coercive field HC and it is a measure of the system’s reluctance towards
demagnetization. The symmetric process happens in the negative side of the field.
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Figure 2.5: Magnetite spinel has an fcc-O lattice with tetrahedral (A) and octahedral (B) sites. The antiferro-
magnetic super-exchange ocurrs between the A and B sites (between the trivalent Fe ions) medi-
ated by an oxygen ion, and the ferromagnetic double-exchange between the B sites of the spinel
structure.

Figure 2.6: Hysteresis loop from Co nanoparticles. The data was recorded at a temperature of 2 K. The two
arrows indicate the field sweeping direction and the red dots indicate the saturating MS and re-
manence MR magnetizations as well as the coercive field HC .

2.1.2.3 Anisotropy

We now know exchange interaction between the electrons of neighboring atoms leads
to a collective ordering of magnetic moments. However, the exchange interaction
described by equation 2.9 is isotropic and does not favor the alignment along any
particular direction and hence, would not lead to a stable magnetization. The prefer
ence to align atomic moments along specific directions is called magnetic anisotropy.
The main contribution is typically magnetocrystalline anisotropy (MCA), which orig
inates from the electrostatic interaction between the anisotropic charge distributions
of atomic magnetic states with L ̸= 0 and the neighboring ionic charges, referred
to as crystal fields (CFs). Determined by the atomic states and the CF, the orbital
magnetic moment will now have specific energetically favorable crystallographic di
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rections called magnetic easy axes, to which the isotropic spin component can couple
through the SO interaction.

A simple form of anisotropy is the uniaxial anisotropy with one easy axis, see figure
2.7. Switching between the two antiparallel directions along the easy axis is associ
ated with an anisotropy energy of Ea = KV ³⁴, where K is the anisotropy constant
[Jm−3]. The anisotropy thus determines the coercivity, that is, the system’s reluc
tance to change its magnetization direction. Since the magnitude depends on the SO
coupling (HSO ∝ L⃗ · S⃗), the quenched orbital moment of 3d transition metals typi
cally results in a lower MCA compared to the 4f systems. Conversely, the extended
3d wave functions are beneficial for the interatomic exchange coupling, thereby pro
viding better resistance against thermal disorder, allowing the magnetic ordering to
persist up to higher temperatures TC than for systems with localized 4f states. The
currently best performing permanent magnets NdFeB and SmCo combine 3d and 4f
elements to achieve a large resistance towards demagnetization (i.e. a larger coercive
field Hc) at reasonably high Curie temperatures TC . The MCA is a local effect and
can also be present in molecular clusters where it is typically referred to as singleion
anisotropy. Combining strongly SO coupled 4f lanthanide ions with suitable molec
ular CFs can stabilize a single atomic moment and produce magnetic hysteresis at low
temperatures (see section 2.2.2).

Other types of magnetic anisotropy are shape anisotropy, where the shape of the ma
terial (such as thin films, nanowires or the nanochains investigated in paper VI) plays
a role in creating easy axes. Inside the material, the magnetization generates a mag
netic field Hd in the opposite direction, called the demagnetizing field. The simplest
example is the case of a uniformly magnetized ellipsoid that has a demagnetizing field
of the form H⃗d = −NdM⃗ , with Nd being the demagnetizing factor and M⃗ the mag
netization. The interaction between the magnetization and the demagnetizing field
leads to the socalled magnetostatic energy, and for the ellipsoid it can be written as³⁵:

Emagnetostatic ∝
∫

NdM
2dV (2.10)

This relation is also approximately true for shapes that are limiting cases of an ellipsoid,
such as thin films or wires. For a thin film, the demagnetizing factor Nd is null in
plane and positive outofplane, thus it is energetically favorable to have the magnetic
moments inplane. Similarly, for a wire or a nanochain, the shape anisotropy con
strains the easy axes in plane such that the magnetization lies along the wire. However,
in case of a sphere, Nd = 1/3 in any given direction, so there is no shape anisotropy
present.
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2.2 Nanomagnetism

The fundamentals of magnetism from a single atom to the collective ordering of many
atoms were treated thus far. However, the aim of this work is to provide the character
ization of magnetic nanoscale systems, motivated by the emergence of novel magnetic
behavior at the nanoscale (1−100 nm). The systems investigated are single molecule
magnets, magnetic nanoparticles and nanochains. This section introduces the reader
to the fundamentals of nanoscale magnetism and relevant phenomena, such as super
paramagnetism and exchange bias. For an in depth description, the reader is referred
to the books of N. A. Spaldin²⁸ and A. P. Guimarães³⁶.

2.2.1 Magnetic nanoparticles and superparamagnetism

Let us consider a magnetically ordered particle with uniaxial anisotropy where all the
atomic moments add up to a net magnetic moment, called ”super spin”, oriented
along the easy axis. As described in section 2.1.2.3, the anisotropy energy depends on
the anisotropy constant K and the volume V of the particle and generates a barrier
∆E associated with switching the magnetization direction along the easy axis (see
figure 2.7).

Figure 2.7: Uniaxial anisotropy where the anisotropy energy generated a barrier ∆E separating the two de-
generate energy minima corresponding to the two anti-parallel directions along the magnetic easy
axis .

As the particle volume decreases, the energy barrier ∆E becomes smaller, so the sit
uation where the thermal energy kBT overcomes the anisotropy energy:
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K · V < kB · T (2.11)

where kB is Boltzmann’s constant, can occur at temperatures well below room tem
perature. As such, the super spin can freely rotate about the magnetic easy axis and
align along an applied magnetic field. However, in the absence of an applied field,
the super spin fluctuations yield a null timeaveraged magnetization. Thus, the su
per spin behaves similarly to a paramagnetic atom’s magnetic moment, now with a
magnitude given by the net magnetization of the whole particle volume (hence the
term ”super”); the phenomenon is known as superparamagnetism (SPM). The rate τ
of fluctuation between the two directions set by the magnetic easy axis is given by the
Néel expression³⁷:

τ = τ0exp

(
∆E

kBT

)
(2.12)

where ∆E = KV and τ0 is the attempt frequency. As can be noted, the relaxation
time scales exponentially with decreasing the temperature. Therefore, for a sufficiently
low temperature, τ can become long compared to the measurement time. The system
is then said to be in a blocked state since the magnetization appears static (frozen) on
the time scale of the experiment.

Figure 2.8: a) Temperature dependent magnetization of the 10 nm particles in the ZFC and FC protocols, along
with the derivative of the two curves with respect to temperature. The arrows indicate the tem-
perature sweep direction; Magnetization curves of the same systems recorded below the blocking
temperature b) and above TB c). The arrows here indicate the field sweep direction.
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The transition between a blocked and an SPM state can be observed in temperature
dependent magnetization measurements. Figure 2.8 a) shows measurements from 10
nm FeCroxide NPs (paper V). The sample is firstly zerofieldcooled (ZFC) from 400
K to 2 K, leading to the super spins being randomly frozen along the magnetic easy
axes as the relaxation rate τ decreases. At the start of the experiment, a small field of
10mT is applied, and the magnetization is measured while heating. The system is ini
tially in a blocked state with null magnetization, but as the temperature increases, the
particle moments start aligning with the field as the increased thermal energy starts to
overcome the anisotropy barrier∆E, resulting in the noted increase in magnetization.
At a certain temperature, the curve exhibits a maximum after which it merges with the
magnetization MFC measured while fieldcooling (FC) under the same applied field.
The subsequent decrease in magnetization is accounted for by the increased thermal
energy that favors randomness with increasing the temperature. The reversible tem
perature range where the MZFC and MFC curves overlap corresponds to the SPM
state where the relaxation time is sufficiently short for the system to adopt an equi
librium magnetization determined by the thermal and Zeeman energies. Conversely,
the irreversible lowtemperature range is the blocked state where the differences be
tween the MZFC and MFC are related to the anisotropy of the system. For an ideal
system of monodispersed and noninteracting particles, the maximum in the MZFC

curve represents a transition temperature between the blocked and SPM states and
it is referred to as the blocking temperature TB . However, for a NP system with a
finite size distribution, each particle would have a different anisotropy barrier KV
and hence a different blocking temperature. The system would thus have a distribu
tion of transition temperatures, and it has been suggested that the average blocking
temperature <TB> can be determined by performing the derivative of the difference
of the two curves with respect to temperature d(MFC −MZFC)/dT ³⁸, see figure
2.8 a).

The transition from an SPM to a blocked state also influences the fielddependent
magnetization recorded at a constant temperature. Figure 2.8 b) and c) shows mag
netization curves recorded below and above the blocking temperature from the 10
nm FeCrspinel oxide NPs. As expected from a paramagnetic system, magnetization
curves recorded at temperatures T > <TB> do not show hysteresis. However, below
<TB> the system is in a blocked state and does not have time to reach an equilibrium
magnetization as the magnetic field is varied, resulting in hysteresis.

2.2.2 Singlemolecule magnets

The fullerene was discovered experimentally in 1985 by R. Smalley, R. Curl and H.
Kroto at Rice University, Houston³⁹, and it was firstly named the ”Buckminster
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fullerene”, after the American architect Buckminster Fuller. Sometime later, the
nitrideclusterfullerene Sc3N@C80 ⁴⁰ was discovered, paving the way for encapsulat
ing magnetic clusters inside the C80 cage, which led to the discovery of endofullerene
molecular magnets⁴¹. Socalled singlemolecule magnets (SMMs) are SPM molecules
that exhibit a blocked magnetization with hysteresis below the blocking temperature,
similar to the NPs in section 2.2.1. It should be noted that hysteresis is an intrinsic
property of the molecules, resulting from singleion anisotropy, and can be observed
from compounds with only a single 4f magnetic ion. Thus, in contrast to the NPs,
4f SMMs do not rely on exchange interaction and magnetic ordering. However, it
turns out that exchange interactions between two ions are beneficial, whereas adding
more ions can make the magnetization less stable due to frustration⁴². Figure 2.9
shows a stickandball schematic of the DynSc3−nN@C80 (n = 1−3) endofullerene
SMMs and their corresponding hysteresis loops, illustrating the aforementioned effect
of adding magnetic ions.

Figure 2.9: Stick-and-ball models of the three DynSc3−nN@C80 fullerenes: left: n = 1, middle: n = 2 and right:
n = 3, with their corresponding magnetization curves below.

The magnetic properties of submonolayers of the singleion (n = 1) and di  dys
prosium compound (n = 2) on different substrates were investigated in papers I
and II. These systems are composed of a C80 cage with a triangular cluster made up
of paramagnetic Dy3+ and diamagnetic Sc3+ ions at the corners of a triangle with
a central N3− ion (see figure 2.9). Interaction between the 4f valence orbitals and
the CF, mainly from the central N3− ion, stabilizes a Jz = 15/2 Hund’s ground
state (section 2.1.1.2) with a uniaxial anisotropy barrier ∆E and magnetic easy axes
directed along the DyN bonds. The situation is identical to that of the SPM system
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in figure 2.7, where now the moments correspond to a single (n = 1) or two coupled
(n = 2) trivalent Dy moments (µ = 10 µB). As such, the relaxation rate τ is again
given by equation 2.12, explaining the magnetic bistability and the observed hysteresis
below TB . Similar to the SPM particles, the system exhibits a paramagnetic behavior
without hysteresis above TB , see figure 2.10 a). However, in contrast to NPs, the mag
netic moment of the singleion magnet (n = 1) can shortcut the anisotropy barrier
via quantum tunneling of the magnetization, which leads to a sharp decrease in the
magnetization close to zero fields (figure 2.9 leftpanel). This effect is suppressed for
n = 2 due to an indirect exchange interactions between the Dy moments, stabiliz
ing the remanent magnetization at temperatures below the blocking temperature, as
shown in the middlepanel of figure 2.9.

Figure 2.10: a) Magnetization curves at 2 and 6 K from Dy2ScN@C80 molecular magnets. As can be noted, at
2 K the system is in a blocked state exhibiting both coercivity and remanence; however, at 6 K, the
behavior is paramagnetic; b) magnetization curves at 3 K recorded with two different field sweep
rates. For the 0.8 mT/s case, the system exhibits a blocked state behavior whereas for a much
slower sweep rate (0.05 mT/s), the magnetization has time to relax, exhibiting a paramagnetic
behavior. The arrows indicate the field sweep direction. .

It should be emphasized again that the blocking temperature depends on the mea
surement and it is thus not an intrinsic property of the system. A system is said to
be in a blocked state if the relaxation rate given by equation 2.12 is slow compared
to the measurement time. This was illustrated in figure 2.10 b), where magnetization
curves from Dy2ScN@C80 SMMs were recorded at a constant temperature of 3 K,
but with significantly different field sweep rates (measurement times). Hysteresis is
again observed for the faster measurement times. However, for the slower field sweep
rates, the system has time to reach equilibrium, and the magnetization curve now has
a shape expected from a paramagnet.

2.2.3 Single and multidomain nanoparticles

For the NP systems, if the volume is sufficiently large, the anisotropy energy over
comes the thermal fluctuations at a given temperature and a stable magnetization
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within a single domain can be formed. We now know the exchange interaction is
responsible for the parallel alignment of magnetic moments onto a direction given by
the MCA. Hence, we would expect that a FM or FiM material should have all its con
stituent moments aligned parallel throughout its entire volume, or, in other words, in
a single domain, thus minimizing its total exchange energy. However, the exchange
energy is not the sole contributor to the total magnetic energy of a FM or FiM, but
merely a component. Another main component of the total magnetic energy is the
magnetostatic energy, described by equation 2.10.

Figure 2.11: An example of magnetic domain formation that reduces the magnetostatic energy. As can be
noted, from left to right, the intensity of the magnetic field lines decreases with adding more
domains with anti-parallel and orthogonal magnetization orientations.

Figure 2.11 a) shows a single magnetic domain that has a macroscopic magnetization,
creating an external field. As mentioned in section 2.1.2.3, since the field is oriented
antiparallel with respect to the magnetization, it is referred to as the demagnetizing
field Hd. It is the demagnetizing field that creates the magnetostatic energy, which
is responsible with the magnetic interactions between e.g. two magnetic blocks. The
magnetostatic energy can be decreased by the formation of multiple magnetic do
mains (see figure 2.11 b) and c)), which reduces the demagnetizing field. However,
forming antiparallel magnetic domains entails an increase in exchange energy due to
the antiparallel orientation of neighboring spins. This is overcome by having larger
socalled domain walls, which may be imagined as ”transition zones” between the
two magnetic domains, such that the antiparallel orientation is accomplished grad
ually. However, this leads to an increase in the anisotropy energy, since it prefers
the moments be aligned along the easy axes. Therefore, the domain wall width will
be determined by a compromise between the anisotropy and exchange energies, en
compassed into the domain wall energy. As such, in a magnetic NP, the contest lies
between the magnetostatic and domain wall energies. The magnetostatic energy is
volume dependent (R3  with R the spherical particle radius) whilst the domain wall
energy is surface dependent (R2). Therefore, there exists a critical radius Rc below
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which it is more favorable to have a single domain (see figure 2.12).

Figure 2.12: The dependence of coercive field with particle diameter. As can be noted, the particles may
have single or multi-domains and the critical diameter is denoted asD2. Furthermore, the single-
domain particles may be stable or unstable, and the critical diameter between an SPM and single-
domain is marked by D1.

2.2.3.1 Dipoledipole interaction and the selfassembly of magnetic nanoparticles

In a singledomain NP, the constituent atomic magnetic moments will add up to a
large dipole moment, and so it may prove useful to envision each particle as a large
dipole moment. The atomic dipole moment creates a magnetic field such as sketched
in figure 2.13. This field will act on other dipoles and such an interaction gives rise
to a force which tends to align the dipoles with the direction of the magnetic field.
Moreover, the magnetic dipoles attract each other, which is the reason behind the
selfassembly of the Co nanochains presented in paper VI.

Figure 2.13: a) The magnetic field lines produced by a magnetic dipole along with magnetic nanoparticles self-
assembling into nano-chains due to dipolar magnetic attraction; b) a schematic of the deposition
procedure where the magnetic field is applied out-of-plane to guide the self-assembly; c) an SEM
image of the resulting NC. The nanoparticles here are considered small individual dipoles. Picture
courtesy of Calle Preger.
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2.2.4 Exchange bias

We have studied bimagnetic NPs composed of two different magnetic phases, where
the emergence of exchange bias (EB) is of particular interest. The presence of EB re
quires that a fixed (rigid) phase be exchange coupled with a reversible FM/FiM phase.
Commonly, the fixed phase is an AFM with a high anisotropy, but it could also be e.g.
frozen surface spins at low temperatures (small and hollow NPs⁴³). If the system is
cooled in an applied magnetic field through the Néel temperature of the AFM phase
(here TC > TN ), the exchange coupling at the interface can induce a unidirectional
anisotropy, resulting in the shift of the hysteresis loop with respect to the field axis.
In this thesis, EB was studied in the Cr substituted Fespinel oxide bimagnetic NP
systems described in papers IIIV. The synthesis method allowed for a unique struc
ture of a host FeCrspinel (FiM) with embedded FexO (AFM) subdomains (as shown
in figure 2.14), thus creating a large interface area between the two magnetic phases.
For the 40 nm NPs characterized in paper IV, a large EB of µ0H = 460 mT was
found. Moreover, paper V describes the dependence of the EB and coercivity with
the cooling field and temperature for three different particle sizes (10, 20 and 40 nm).

Figure 2.14: The host spinel structure (orange) of the Cr substituted Fe-oxide NPs with embedded rock-salt
subdomains (green), with an illustration of the magnetic moments at the interface between the
two magnetic phases.

Although a clear microscopic model for EB has yet to emerge⁴⁴, a qualitative under
standing of the phenomenon may be derived from the intuitive spin configurations
at the FiM (FM)/AFM interface, as shown schematically in figure 2.15. As the host
spinel phase of the systems in papers IV and V is FiM, the description will be pro
vided using FiM as a reversible phase. Assuming the Néel temperature smaller than
the Curie temperature, applying a field between the two temperatures (i.e. TN < T <
TC ), the FiM moments align along the direction of said field. Cooling down through
the Néel temperature prompts the magnetic ordering of the AFM phase, resulting in
the parallel coupling between the AFM and FiM spins at the interface. As such, con
sidering a positive cooling field, the spins at the interface are sketched in figure 2.15
a). As the applied field is swept, the FiM moments would prefer to rotate in order
to minimize the Zeeman energy, but for a large AFM anisotropy, the AFM moments
remain unchanged, thereby generating a unidirectional anisotropy by the interfacial
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pining of the FiM moments, requiring a stronger field to reverse the magnetization
direction (figure 2.15 b)). For a large enough magnetic field (absolute value), this effect
is overcome and the spins’ orientations are given in figure 2.15 c). However, reversing
the field to the direction of the initial cooling field, the FiM moments will switch
earlier since the interfacial AFM moments now exert a torque in the direction of the
cooling field. Therefore, the result is a shifted hysteresis loop along the field axis.

Figure 2.15: The hysteretic shift recorded for the 40 nm bimagnetic Cr substituted Fe-oxide NPs with a repre-
sentation of the interface between the two magnetic phases for different applied fiels (for the
FiMmaterial, the arrows represent the total magnetization). The inset on the right is a zoomed-in
version of the hysteresis, illustrating the exchange field.

The exchange field HE is defined as half the difference between the two recorded
fields at magnetization reversal (i.e. the field at which the magnetization is null in
each branch of the hysteresis loop  see figure 2.15):

HE =
|H2| − |H1|

2
(2.13)

and it provides a measure of the exchange bias. The magnitude of the exchange field
thus depends on the anisotropy of the AFM phase and the interfacial area between the
two magnetic phases. As it relies on the pinning effect created by the AFM phase, the
exchange field vanishes around the Néel temperature of the AFM. However, for SPM
systems with a blocking temperature below TN , the exchange field is often null at
temperatures much smaller than TN . Although the most common indication of the
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presence of EB is the shifted hysteresis loop, other effects may emerge in the presence
of EB, namely increased coercivity⁴⁵,⁴⁶ and temperature and cooling field dependence
of the exchange field. The noted coercivity increase is accounted for by the fact that,
under the applied magnetic field, if the AFM anisotropy cannot pin the interfacial
moments, it will rotate together with the FiM magnetization. In other words, the
AFM spins are ”dragged” by the FiM moments, which will translate into a higher
energy required, thus resulting in a larger coercivity.
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Chapter 3

Experimental techniques

We have seen in Chapter II that the size and shape of NPs can strongly influence
their anisotropy and ability to maintain a stable magnetization against the destructive
influence of thermal energies. Moreover, the magnetic moments originate from the
valence electrons, whose interactions with their surroundings can lead to magnetic
ordering. To fully describe the system’s magnetic properties, it is thus essential to
determine not only the field and temperaturedependent magnetization but also the
size, shape, and crystal structure, as well as the chemical surroundings and valence
state of the constituent ions.

This chapter aims at describing the experimental techniques used to characterize the
systems presented in this thesis. The size, shape and structure of the NPs was investi
gated by means of electron microscopy and synchrotron xray diffraction. The chemi
cal state and elementspecific magnetic properties were determined using synchrotron
based spectroscopy techniques coupled with multiplet simulations, while detailed
temperature and fielddependent magnetic studies were performed using magnetom
etry.

3.1 Electron microscopy

”Seeing is believing” is a proverb adopted into the English language from an idea
dating back to Ancient Greek times, and represents our innate desire to witness phe
nomena with our very eyes. In 1610, Galileo Galilei figured out that by cleverly set
ting what was essentially a simple system of lenses, one can bring the heavenly bodies
closer, meaning he could magnify celestial objects from the socalled Macro Universe
and view them in more detail⁴⁷. Similarly, Cornelis Drebbel devised a way to magnify
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small objects from the Micro Universe by using the compound microscope in 1620⁴⁸.
A limiting factor in magnifying small objects is the device’s resolving power or reso
lution. An optical microscope’s resolution can be restricted by various factors such as
imperfections in lenses or misalignments, but the main theoretical limit arises from
diffraction effects. Thus, for conventional optical microscopes using visible light, the
best achievable diffractionlimited resolution is roughly 200 nm.

In 1924, de Broglie proposed that each particle can have an associated wavelength
given by Plank’s constant h and its momentum p⁴⁹:

λ =
h

p
(3.1)

and so, by accelerating electrons to high enough energies, one could reach associated
de Broglie wavelengths comparable to and even smaller than atomic distances. This
led to the birth of the electron microscope in 1931 by the physicist Ernst Ruska⁵⁰.
Even though the diffraction limit problem was solved, the resolution of an electron
microscope is given by technical limitations; however, as shall be described below, it
is possible to achieve atomic resolution. This section introduces the reader to the elec
tron microscopy techniques used in this work, namely scanning electron microscopy
and transmission electron microscopy.

3.1.1 Scanning Electron Microscopy

The scanning electron microscope (SEM) is a versatile tool for studying the morphol
ogy of microstructures. It consists of a focused electron beam that is used to scan the
surface of interest, and can produce images with nanometer resolution. However, to
understand how the signal is generated, we must firstly investigate the interactions
between electrons and matter. The two main interactions can be classified as elastic
and inelastic processes. The former occurs when the incident electrons are scattered
by atomic nuclei and electrons of similar energies, with virtually no energy loss, but
a wideangle directional change. Should the deflection angle be 90o or more, the
resulting electrons are called backscattered electrons and can represent one of the
image acquisition signals. On the other hand, inelastic scattering results from inter
actions with substantial energy transfer between the incident electron beam and the
atoms from the sample. The resulting signal can be generated through the emission of
specimen electrons after ionization, and they are labelled as secondary electrons. Con
ventionally, the energies associated are less than 50 eV (typically around 3− 5 eV⁵¹),
so they can only escape from a shallow region below the surface and thus provide the
user with the possibility of only studying the surface.

28



As stated in the introduction of section 3.1, the resolution of the SEM is not restricted
by the diffraction limit. Instead, it is given by the size of the focused electron beam
and the size of the interaction volume of the sample. Although both can be small,
they are larger than atomic distances and so the SEM is not able to image individual
atoms, as is a transmission electron microscope (section 3.1.2). However, the SEM
is advantageous for imaging comparatively larger sample areas and it is not limited
to thin samples as transmissionbased techniques. We have used the SEM to image
our nanoparticles (papers IIIV) and determined the general appearance, the surface
coverage of the samples and the size distribution. Moreover, SEM was also used for
imaging the selfassembled NC in paper VI (see figure 3.1 (a)).

Figure 3.1: a) An SEM image of magnetic self-assembled NCs; b) TEM image of a magnetic NP where ”rows”
and ”lines” of atoms are noticeable; the (111) and (220) lattice planes of the crystal structure are
indicated; inset: Fourier transform of the image.

3.1.2 Transmission Electron Microscopy

In a transmission electron microscope (TEM), as the name suggests, the electrons are
transmitted through the sample, which entails the requirement of very thin samples,
typically of the order of 100 nm or less. Compared to the SEM, the electrons here
have higher energies to be able to penetrate through the sample. However, the res
olution of an aberrationcorrected TEM is of the order of 0.5 Å⁵². The concept of
the TEM was demonstrated by Ernst Ruska in 1931, for which he was awarded the
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Nobel prize in 1986⁵³. The contrast of a TEM may vary with the density or thickness
within the sample, in which case it is called massthickness contrast. It can also arise
as a function of the specific atomic number, crystal structure and orientation, phase
shifts and energy losses that electrons experience when they are transmitted through
the sample. Using phase contrast, one may observe rows or columns of atoms cor
responding to crystallographic planes. Figure 3.1 (b) depicts a TEM image of a Cr
substituted Fe3O4 NP, which appears singlecrystalline with clear lattice fringes cor
responding to the atomic rows and columns. As such, it is possible to determine the
distances between the atomic planes, and by comparing with known Fe oxides struc
tures, we have identified a spinel structure. However, the TEM image in figure 3.1
represents a 2D projection of the NP, and so more complicated structures become
increasingly difficult to identify. As we shall see in section 3.2.3, the NPs also contain
small rock salt crystallites which were found by using xray diffraction.

Conventionally, the electron beam in a TEM is focused on a small spot on the sample.
However, the microscope can also be utilized in scanning mode (STEM) where the
mass thickness contrast is enhanced and diffraction contrast is lowered. By detect
ing the emitted characteristic xrays from the excited atoms in the sample, elemental
information can be gathered and the technique is described in section 3.2.9.

3.1.3 Energy Dispersive Xray Spectroscopy

Energy dispersive xray spectroscopy (EDXS) is a powerful tool for investigating the
elemental composition and elemental mapping of small samples when paired with an
electron microscope. As the electron beam is focused onto small areas of the sam
ple, the high energy electrons may interact with the atomic species by exciting core
electrons within the atoms. Consequently, a corehole is created which will cause an
other electron from a higher energy state to fill it, and thus emitting an xray photon
in the process. The energy of the released photon is characteristic to the originating
atomic species, and so elemental mapping is achieved (please see figure 3.2 for a Cr
substituted Fe spineloxide nanoparticle).

Figure 3.2: EDXS of two Fe-Cr oxide nanoparticles; One can note the homogeneous distribution of both Fe
and Cr throughout the particles, as well as their fully oxidized state.
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3.2 Xray based techniques

Xrays were discovered in 1895 by physicist Wilhelm Conrad Röntgen⁵⁴ whilst work
ing with socalled Lenard and Crooks tubes. He identified the presence of an un
known type of new radiation, hence the name ”x”, capable of passing through various
objects in his lab, such as books, cardboard and papers on his desk. Classically, xrays
are electromagnetic waves with the electric and magnetic fields oscillating in orthogo
nal planes with respect to each other and the propagation direction, at a wavelength of
the order of one Ångström (10−10 m). As with any electromagnetic wave, diffraction
phenomena are associated with xrays. However, xrays can also be absorbed by atoms
in certain conditions, in which case it is more convenient to describe them as discrete
energy packets called photons. The energy of the photon is related to the wavelength
λ by E = hc/λ, where h is Planck’s constant and c is the speed of light in a vacuum.

3.2.1 Lightmatter interaction

The interaction between a photon and an electron occurs in two main ways, namely
scattering or absorption, as can be seen in figure 3.3. As such, two main experimen
tal techniques, diffraction and spectroscopy, emerge depending on the interaction
mechanism and they shall be treated in the following.

In the classical view, an electromagnetic wave’s oscillating electric field vector can exert
a force on the charge of the electron, causing it to emit an electromagnetic wave since
it is accelerated. The scattering process can be elastic, in which case the scattered wave’s
energy coincides with the incident one, or inelastic, where energy is transferred to the
electron in a process known as the Compton effect. However, the elastic scattering
is the effect most often utilized in determining the materials’ structure. An atom
consists of two types of energy levels, specifically core and valence levels. Core levels
are tightly bound and localized to the atom’s nucleus, whereas valence levels are loosely
bound and participate in bonds with neighboring atoms. An xray wave can interact
and scatter from the localized core electrons and, in a periodic atomic structure, the
scattered xrays may interfere with each other and produce a diffraction pattern that
contains information about the geometric arrangement of the atoms or ions. This
effect is utilized in xray diffraction and the technique is described in section 3.2.3.

The spectroscopic techniques described in this work are fundamentally based on the
absorption process and they aim to probe the quantized atomic energy levels and
thus provide elemental, chemical and magnetic information. When an xray photon’s
energy matches the energy difference between a valence and core level, a core electron
may be promoted to an empty valence state by absorbing the photon’s energy, such
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Figure 3.3: A schematic representation of the scattering and absorption processes (left) and the relaxation
pathways that follow (right). Note that in the photoabsorption case the electron is promoted to a
higher energy level, whereas in the photoionization case, the electron is ejected into the vacuum.

as depicted in figure 3.3. This is the process behind xray absorption spectroscopy
and it is described in more detail in section 3.2.5. If the xray photon’s energy is
larger than the binding energy of the electron, it may escape from the sample and
the process is known as photoionization (see figure 3.3). The escaped electron, so
called photoelectron, contains chemical and elemental information stemming from
its initial core level. This technique is called xray photoelectron spectroscopy and it
is described in more detail in section 3.2.4.

Figure 3.4: The different detection mechanisms in x-ray experiments employed in this thesis. The photon
reaches the sample and can promote an electron into the continuum where it is recorded by an
electron analyzer. Moreover, the ejected electrons can create a current at the sample which is then
recorded in a scheme called total electron yield (TEY). The transmitted or scattered photons can be
detected by a CCD camera either directly or deflected at an angle (2θ).
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Both these processes leave behind a core hole that will subsequently be filled by an
electron from a higher energy state. This is known as relaxation and the excess energy is
taken care of either by the emission of a photon (fluorescence), or by emitting another
electron (Auger decay). Both relaxation pathways carry elemental information based
on the energy of the emitted photons or Auger electrons and are sketched in figure 3.3.
As can be seen in figure 3.4, photons are collected by CCD sensors. For diffraction
experiments, the CCD sensors can move at precise angles with respect to the direction
of the beam in order to find the constructive interference directions. Furthermore,
generated electrons can be collected by an electron analyzer, where the kinetic energies
of electrons are measured (photoelectron spectroscopy), or they can induce a current
at the sample which is compensated by a drain current flowing from the ground to
the sample. The drain current is measured as the total electron yield (absorption
spectroscopy).

3.2.2 Synchrotron radiation

To study the interactions between xrays and matter described in the previous section,
an xray source with tunable energy and a high photon flux is often required. Conven
tionally, xrays are produced from the socalled xray tubes where a heavy metal target
is bombarded by highenergy electrons. Here, xrays are emitted by two mechanisms,
namely fluorescence (see section 3.1.3 and figure 3.3), and Bremsstrahlung, as electrons
are scattered by the nuclei in the target. However, xray tubes are very inefficient,
converting most of the used electricity into heat, resulting in a relatively low photon
flux. An alternative xray source comes from the field of particle accelerators.

As we have seen in the previous section, an accelerated electron charge emits a pho
ton; it does so even if it is accelerated in a radial trajectory i.e. when the acceleration
vector is perpendicular to the velocity. The electrons are accelerated to velocities close
to the speed of light and, since they are relativistic, the light is emitted in a cone and
it is called synchrotron radiation. It was firstly theorized by Ivanenko and Pomer
anchuk⁵⁵, but later observed in 1947 at the General Electric synchrotron accelerator
by a technician who mistook it for an electric arc discharge. Synchrotron radiation was
classified as parasitic at first, since the particle accelerators were designed for nuclear
physics experiments. However, due to its noted promising characteristics, nowadays
there are dedicated sources purposefully build for the generation of synchrotron xray
radiation.

A synchrotron storage ring is composed of bending magnets, designed to maintain the
electrons in a closed orbit, and straight sections. The radiation is produced either in
bending magnets (see figure 3.5) or in insertion devices such as undulators and wigglers
(see figure 3.5), which are arrays of permanent magnets arranged in an alternating
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Figure 3.5: A schematic illustration of a synchrotron storage ring (middle) which is made-up of bending mag-
nets (used to steer the electrons in an enclosed loop) and straight sections with insertion devices
(undulators and wigglers). Please note that the radiation cone produced by the bending magnet
θ = 1/γ has a larger solid angle compared to that of the undulator θ = 1/γ

√
N , where N is the

number of undulator periods 56.

fashion placed in the straight sections of the storage ring. The magnetic forces in
such devices will cause the electrons to move in an oscillating trajectory and thus
emit linearly polarized radiation. The figure of merit for a synchrotron beam is called
brilliance and it is a combination of photon flux, the size and spread of the beam and
the energy bandwidth (BW)⁵⁶:

Brilliance =
Photons/second

(spread mrad)2(area mm)2(0.1% BW)
(3.2)

and it is approximately 10 orders of magnitude higher than a conventional laboratory
xray source. Moreover, by adjusting the gap of the insertion device and thereby the
magnetic field strength upon the electron beam, a high photon energy tunability is
achieved which is a compelling advantage compared to conventional xray sources.
Depending on the element and the specific core to valence transition, the absorption
processes occur at different energies and so photon energy tunability is required for
such experiments. Moreover, the magnetic arrays of an undulator insertion device
may be shifted with respect to each other such that the produced magnetic forces
would constrain a helical trajectory on the electron beam, yielding the generation
of circularly polarized light. This enables the study of spindependent absorption
processes which can provide elementspecific magnetic information (sections 3.2.5 and
3.2.6).

The conventional beamsize is ranged between microns and millimeters and thus it
is used to gather ensemble averaged information of nanoscale systems. However,
the xray beam may also be focused e.g. by using Fresnel zone plates and so local
”nanometer” information may be gathered, such as scanning transmission xray mi
croscopy (section 3.2.7 and paper VI). As can be seen from equation 3.2, a high bril
liance entails a high photon flux, which proves to be essential for diluted systems
(xray magnetic circular dichroism on submonolayers of single molecular magnets in
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papers I and II and xray diffraction on NPs in paper IV). Furthermore, when using
a Fresnel zone plate to focus the xray beam, the photon flux reaching the sample is
significantly reduced and so a high initial flux is required. The synchrotron radiation
based measurements in this thesis were performed at MAX IV, the Advanced Photon
Source (APS) and the Swiss Light Source (SLS).

3.2.3 Xray Diffraction

We have seen that TEM can be used to image single NPs and resolve atomic rows and
columns corresponding to parallel planes within the crystal structure. Depending on
the system, these socalled lattice planes have specific interplane distances d which
can be used to distinguish between different crystal structures. However, as the TEM
image provides a 2D projection of the 3D crystal, it can be difficult to detect small
regions having a slightly different atomic arrangement.

An alternative technique for probing the crystal structure is xray diffraction (XRD)
and it is based on the interference between xrays scattered by the coreelectrons. In a
crystal, the scattered waves interfere constructively along specific directions and thus
provide information about the geometric arrangement of the atoms in the structure.
As such, XRD provided ensembleaveraged information from all NPs illuminated by
the xrays.

Figure 3.6: a) a schematic of Bragg’s lawwhere an incident x-ray beamonto two atomic lattice planes separated
by distance d is diffracted under the same angle θ; b) x-ray diffraction pattern recorded for the Cr
substituted Fe-spinel oxide nanoparticles in paper IV. The fit and the data are given as well as the
2θ positions for each structure used in the fit.

XRD from a crystalline material can be described using Bragg’s law, where monochro
matic xrays are specularly reflected (θi = θf ) in parallel lattice planes separated by
distances d ≈ 1 Å⁵⁷. As such, one does not consider the arrangement of the atoms
directly, but the spacing between the lattice planes. The path difference of the xrays
between two adjacent planes is 2dsin(θ) and constructive interference occurs when it
is equal to an integer n times the wavelength λ. The relation describing the condition
for constructive interference is known as Bragg’s law:
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nλ = 2dsinθ (3.3)

Therefore, monochromatic xrays will only interfere constructively along specific di
rections given by θ in equation 3.3.

Figure 3.6 b) shows the synchrotron recorded XRD pattern for the Cr substituted
Fespinel oxide NPs in paper IV. As can be noted, the fit was achieved by using
two structures, namely spinel and wüstite, illustrated in figure 3.7 a) and b). Both
structures share the same face centered cubic (FCC) oxygen lattice with octahedral
(B) and tetrahedral (A) interstitial sites. However, the interstitial sites have different
cation occupancy among the two structures, thus some lattice planes are the same for
both structures and some are different, leading to distinct diffraction peaks. In the
bottom part of figure 3.6 b), the 2θ Bragg peaks for the two structures are indicated;
all spinel and the unique wüstite diffraction peaks are given. In section 3.1.2 we used
FFT analysis on TEM images to obtain structural information. However, the TEM
image is a 2D projection of the 3D sample, and so the wüstite subdomains within
the host spinel structure cannot be detected with TEM, hence XRD offered crucial
information for paper IV. The XRD measurements were performed at the 11IDB
beamline at the Advanced Photon Source, Argonne National Laboratory⁵⁸.

Figure 3.7: Schematic representations of a) wüstite and b) magnetite structures. The atoms in the structure
are color coded as: red - oxygen; green and blue - different metallic cations occupying the A and B
sites, respectively.
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3.2.4 Xray Photoelectron Spectroscopy

As we saw in Chapter II, the magnetic properties of an ion depend on the occupied
valence states and whether the system is e.g. an oxide or a metal. The chemical state
and environment of the atoms can be determined using xray photoelectron spec
troscopy (XPS) where the atomic energy levels of the coreelectrons are determined.
XPS is based on the photoelectric effect which was discovered in 1887 by Hertz and
later described by Albert Einstein for which he was awarded the Nobel prize in 1921⁵⁹.
When an electron absorbs an incoming photon, the energy of the photon E = hc/λ
is transferred to the electron. If the transferred energy is larger than the binding en
ergy of the electron, the socalled photoelectron can escape the surface with a kinetic
energy:

Ek =
hc

λ
− EB (3.4)

where Ek is the kinetic energy of the electron and EB the binding energy.

Atomic energy levels are formed due to electrostatic interactions between nuclei and
electrons. The core electrons do not participate in the bonding and are still localized
to the ions. However, they are affected by changes in the electrostatic potential due to
the formation of chemical bonds (different chemical surroundings). This is registered
as a shift in the energy of the core levels. Therefore, measuring the corelevel shifts
provides information of the chemical state of the atom from which the photoelectron
was ejected. In an XPS experiment, the core levels are probed by irradiating the sample
with monochromatic xray light of known energy and thus promoting electrons from
their bound core states into the vacuum. The photoelectrons are detected as a function
of their kinetic energies using an electron energy analyzer. As such, the binding energy
can be determined:

EB =
hc

λ
− Ek

An XPS spectrum consists of the number of recorded photoelectrons as a function of
binding energy, as shown in figure 3.8. Because of the short mean free path of elec
trons, XPS experiments are typically carried under ultrahigh vacuum conditions and
only photoelectrons originating from the topmost atomic layers can escape the sam
ple surface without losing energy, making XPS a surface sensitive technique. How
ever, the probing depth depends on the photoelectrons’ kinetic energies; therefore,
by increasing the incoming photon energy one can probe deeper into the sample (see
equation 3.4).

37



Figure 3.8: XPS spectra of a) Fe 2p with the fitted background function and b) Fe 2p3/2 with the fitted peaks
denoting the presence of both di- and tri-valent Fe cations.

XPS was used in paper IV to investigate the chemical state of the ions in the Cr substi
tuted Feoxide NPs and the Fe 2p3/2 spectrum is given in figure 3.8 b) after the back
ground subtraction and peak fitting analysis. As can be noted, the analysis revealed
the presence of both Fe2+ and Fe3+ cations whilst no metallic Fe was found. In the di
valent and trivalent Fe ions, electron charge is transferred from Fe to O which in turn
creates an excess of positive charge onto the ions themselves. As such, more energy is
required to remove an electron from an oxide than from the metal and this explains
the observed core level shifts in figure 3.8 b): EB(Fe0) < EB(Fe2+) < EB(Fe3+).
Moreover, as the photoelectrons ”travel” towards the vacuum level, they may interact
with the valence electrons and lose kinetic energy, so their binding energies will ap
pear to be higher. This is known as a shakeup satellite structure and it is the green
fitted peak in figure 3.8 b). The XPS measurements were performed at the SPECIES
beamline⁶⁰, MAX IV Laboratory, Lund, Sweden.

3.2.5 Xray Absorption

Xray absorption spectroscopy (XAS) is a versatile technique used to study the local
electronic structure of atoms by exciting core electrons to higher unoccupied states.
Depending on the excited core electron’s principal quantum number n = 1, 2, 3...,
the socalled absorption edges K, L, M... are defined. As opposed to photoemission
spectroscopies, XAS consits of exciting a core electron to an empty state by tuning
the photon energy to match the difference between the two states. Therefore, XAS
experiments are performed at synchrotron radiation facilities where photon energy
tunability is possible.

The XAS measurements used in papers III, IV and VI were carried out using circu
larly polarized xrays. The electric field vector of a circularly polarized wave rotates per
pendicular to the propagation direction and, hence, two types can be distinguished,
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namely right circular polarization (RCP), where the electric field vector rotates clock
wise along the propagation direction, and left circular polarization (LCP), where the
field vector rotation is counterclockwise. The RCP (LCP) photons carry angular mo
menta whose projections along the propagation direction are q = +ℏ (−ℏ), as op
posed to linearly polarized photons where q = 0. The transition probability from the
initial to the final state is governed by the selection rules which consider the change in
quantum numbers of the two states. In the dipole approximation, the interaction be
tween the electric dipole moment operator and the xray’s electric field is considered,
and since the photon carries orbital momentum:

∆l = ±1

meaning that e.g. s → s transitions are not allowed (∆l ̸= 0). Furthermore, the
photon is annihilated in the absorption process, and so the orbital momentum q value
is transferred to the sample:

∆ml = ±q

Moreover, the spin quantum number is conserved:

∆s = 0

so electrons with a certain initial spin configuration will retain it in the final state.

3.2.6 Xray Magnetic Circular Dichroism

As described in Chapter II, the atomic magnetic moments of the transition metal
and lanthanide ions are given by the 3d and 4f valence electrons. Given the dipole
selection rules, the magnetic valence states can be probed by resonantly exciting 2p →
3d and 3d → 4f transitions, referred to as the L2,3 and M4,5 absorption edges.
Using circularly polarized xrays, not only the unoccupied levels, but also the spin
and orbital moments of the valence state are probed, and the technique utilized is
called xray magnetic circular dichroism (XMCD). The most facile way to describe
the underlying phenomena behind this technique is under the approximation of one
electron and a twostep model⁶¹,⁶². As we have seen previously, the absorbed photon
transfers angular momentum to the electron. If said electron originates from a spin
orbit split level (2p3/2 or 2p1/2), the photon angular momentum will be transferred
to the total angular momentum j = l±s and so part of it will transfer to the electron
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spin. As an example, at the L2 edge (2p1/2 → 3d), whose total angular momentum
is l − s, RCP light will excite 25% spinup electrons and 75% spindown. At the L3

edge (2p3/2 → 3d), RCP photons will excite 62.5% spinup electrons and 37.5%
spindown. As can be noted, the ratio between spinup and spindown changes at the
L3 edge since the total angular momentum is now l+s. A visual example is provided
in figure 3.9 for the L2,3 edges.

Figure 3.9: The spin-dependent photoabsorption process at the L edge. As can be noted, RCP polarization
promotes spin-down electrons for a proportion of 75% at the L2 edge, and 37.5% at the L3 edge.
Naturally, the remaining percentages represent spin-up electrons for each edge.

The second step relates to the final state. There will be no difference in absorption
between RCP and LCP light for a nonmagnetic valence state with an equal number
of available spinup and spindown states. However, if a net magnetic moment is
present, there will be a difference in empty states with spinup and spindown config
urations. As spin is conserved during the transition, empty spinup states will solely
be populated by spinup electrons and viceversa, thus converting the exchangesplit
valence shell into a ”spin detector”. The absorption intensity will then depend on the
number of available final states, making the absorption process spin sensitive.

To obtain the XMCD spectrum, one has to compute the difference in absorption of
the two polarizations and plot it as a function of photon energy, such as shown in
figure 3.10. By tuning the photon energy to a specific absorption edge, one probes the
valence states of a specific element and hence, element specific magnetic information
is attained. Moreover, for systems containing multiple magnetic ions, XMCD allows
to discriminate between the different magnetic contributions of the different ions. As
such, XMCD is essential for studying submonolayers of SMMs on surfaces (papers
I and II), whose signal would be impossible to detect with conventional magnetom
etry techniques as it would be buried under the substrate’s signal originating from a
significantly larger volume. As the XMCD signal is proportional to the magnetiza
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tion projection onto the direction of the xray beam, it allows for determining the
orientations of the molecular magnetic moments with respect to the substrates’ sur
faces (papers I, II), since it scales as a function of the angle between the direction of
magnetization and photon direction. For an isotropic orientation of the endohedral
clusters, the orientation of the magnetic easy axes is random and hence there would be
no angledependent XMCD signal. However, the Dy2ScN@C80 SMM deposited on
a surface of Ag(100) has a parallel orientation of the magnetic moments with respect
to the surface. In this case, angledependent XMCD revealed larger contributions for
grazingincidence angles, thus concluding that the Dy3+ ion, and hence the endohe
dral cluster are oriented almost parallel to the surface, since the magnetic easy axes are
oriented along the DyN bonds. As such, the XMCD signal can also provide indirect
structural information.

Figure 3.10: Left: XAS and XMCD spectra of the Cr substituted Fe-spinel oxide NPs recorded at the Fe edge
under a 6.8 T applied field at the system’s base temperature (≈ 2 K). The two RCP and LCP recorded
spectra are marked by I+ and I− and their sum representing the total XAS signal (shown in the
top panel). The main XMCD peaks are labeled corresponding to their interstitial sites and valence;
right: a schematic of the magnetic coupling of the spinel-oxide A and B sites. The arrows indicate
the average magnetization direction.

Apart from the element specificity, the XMCD signal also offers sitespecific magnetic
information. Figure 3.10 shows the XAS and XMCD spectra from the Cr substituted
Fespinel oxide NPs investigated in paper IV, allowing to determine the average ex
change coupling in the (Fe,Cr)spinel oxide structure. As such, the three main peaks
observed in the Feedge XMCD spectrum in figure 3.10 may be attributed to the octa
hedrally and tetrahedrally coordinated Fe cations: Fe2+Oh and Fe3+Oh in the B sites (peaks
B2 and B3) and Fe3+Td in the A sites (peak A3) of the spinel structure. As can be noted,
the B sites are ferromagnetically coupled with each other and antiferromagnetically
coupled to the ions in the A sites, so a schematic of the average magnetic couplings
amongst the spineloxide sites may be constructed, such as depicted in the right panel
of figure 3.10. Furthermore, the XMCD spectra contain information about the spin
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and orbital moments separately, based on the spinorbit splittings (l ± s). One can
extract numerical values for the spin and orbital moments using the socalled sum
rules (paper I)⁶³,⁶⁴. The XAS/XMCD data was measured at the Xtreme beamline⁶⁵
of the Swiss Light Source (SLS).

3.2.7 Simulations

In a mixed valence system such as the Crsubstituted Fe3O4 NPs, the different contri
butions to the XMCD signal, and hence the magnetic response, can be estimated by
means of multiplet simulations. Here, the Charge Transfer Multiplet for Xray Absorp
tion (CTM4XAS) software⁶⁶, used to simulate the XMCD spectra of the individual
transition metal ions, is described. The software is based upon three different theoret
ical concepts, namely atomic multiplet theory, crystal field theory and charge transfer
theory; describing each in detail is beyond the purpose of this work and thus they
shall solely be mentioned in the following.

After choosing the desired atomic element and its formal charge (e.g. Fe2+, Fe3+),
the user is prompted with the control of atomic parameters that describe the coupling
of the 3d electrons, the coupling of the core and valence states and the spinorbit
coupling. The crystal field calculations are carried considering the point group sym
metry and the cubic crystal field splitting. Finally, the charge transfer takes effect by
allowing control over the charge transfer energy ∆, the Hubbard potential and the
core hole potential. For a detailed description, the reader is referred to the work of E.
Stavitski et al ⁶⁶ and the references therein.

Finally, the user may plot the calculated XMCD spectra as shown in figure 3.11 where
the simulated L3,2 edge XMCD spectra of both Fe and Cr are given. The XMCD
simulations were used in paper IV to determine the individual contributions of the
three Fe cations residing in the A and B sites of the spinel structure.

3.2.8 Scanning Transmission Xray Microscopy

XMCD can be used to obtain local magnetic information from nanoscale objects by
focusing the xray beam down to tens of nanometers. This concept was utilized in
paper VI to study the magnetic properties of selfassembled NC composed of ∼ 50
nm metallic Co particles, imaged using a technique called scanning transmission x
ray microscopy (STXM). The xray beam is focused by a Fresnel zone plate onto the
sample and the transmitted light is then detected by a charge coupled device (CCD).
The Co NC were deposited onto a TEM grid so that they were freely suspended
to minimize substrate absorption and thus increase the contrast. The sample was
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Figure 3.11: a) Fe L3,2 edge XMCD data recorded in a 6.8 T magnetic field at 2 K; b) simulated XMCD data
for the three Fe cations in the spinel structure; c) weighted sum of the three Fe ions best repro-
ducing the measured data; d) the measured XMCD spectrum at the Cr L3,2 edge; e) Cr3+ XMCD
simulation without charge transfer; f) Cr3+ XMCD simulation with charge transfer.

mounted at a 30o angle with respect to the direction of the incoming photons to be
sensitive to the inplane magnetization. The images were recorded by raster scanning
the sample across the focused beam with certain steps in the x and y directions which
determine the pixel size. The resolution is then mainly limited by the focal spot of
the xray beam. This technique requires a synchrotron radiation xray beam, where
the high brilliance allows for both a small spot and high transmittance.

Figure 3.12 a) and b) shows an SEM and a STXM image from two NCs, one short
composed of 4NPs (NC1) and one much longer with a length of about 2 µm (NC2).
Combining SEM and STXM, one is able to gather element specific magnetic infor
mation with a resolution approaching that of a single nanoparticle. Comparing the
two images, one sees that STXM reproduces the main structural features and resolves
the larger NPs along the longer chains. In addition to imaging, XAS can be recorded
from a small region by varying the photon energy of the xray beam, see figure 3.12
e). Moreover, using circularly polarized xrays provides magnetic contrast, demon
strating a homogeneous remanent magnetization along +z (bright contrast) for both
NCs (figure 3.12 c)). Applying an insitu field of 140 mT along −z results in a mag
netization switching (dark contrast) of the shorter chain NC1 and parts of the longer
NC2. In the latter case, the change in magnetic contrast indicates domain formation,
which was further studied in paper VI. The STXM data was recorded at the PolLux
beamline⁶⁷ of the SLS, Switzerland.
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Figure 3.12: a) SEM image of Co NC; STXM images of Co nano-chains: b) the sum of the two circular polariza-
tions - XAS; c) the difference between the two circular polarizations in a +140 mT field - XMCD; d)
XMCD under a -140 mT field showing magnetization reversal; e) the XAS spectrum recorded from
the red highlighted area. The bright and dark areas indicate the orientation of themagnetization.
The sample was oriented at 30o with respect to the photon direction.

3.2.9 Xray Photoemission Electron Microscopy

Xray photoemission electron microscopy (XPEEM) is a powerful ”spectromicroscopy”
technique based on the spatial distribution of electrons emitted from an xray absorp
tion process⁶⁸. Synchrotron radiation is tuned to a certain photon energy and illumi
nates the sample surface generating photoelectrons. This in turn generates a secondary
electron yield which is recorded through an electrostatic and/or electromagnetic lens.
Since the xray beam can penetrate to depths of tens of nanometers, the photoelectron
may originate from an atom relatively deep into the sample surface. However, said
photoelectron’s mean free path is of the order of Å, meaning that it will inelastically
scatter and thus produce a cascade of secondary electrons with ever decreasing kinetic
energies. For low enough kinetic energies (of the order of 1 eV⁶⁸) the electron’s prob
ability to ”escape” the surface is greatly enhanced, thus one is not only sensitive to the
surface (as determined by the photoelectron’s mean free path).

XPEEM was used in paper VI to image individual Co NPs and an example image
is given in figure 3.13. The photon energy is scanned across the absorption edge and
the recorded secondary electrons are proportional to the absorption. As such, XAS
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Figure 3.13: a) PEEM image of individual Co nanoparticles (encircled to guide the eye); b) XAS spectrum of a
Co particle by recording PEEM images in the shown photon energy range.

spectra of specific regions of interest (in the image) may be constructed, as shown in
figure 3.13 b).

3.3 Magnetometry

A large part of the work in this thesis consisted of magnetic characterization of NPs
by means of magnetometry. While XMCD is very useful for element and site spe
cific magnetic information, the measurements are performed at synchrotron radiation
facilities which entails a relatively limited availability. However, detailed and time
consuming measurements are enabled by using a superconducting quantum interfer
ence device (SQUID) magnetometer, which is a highly sensitive device for probing
the magnetization from e.g. ensembles of NPs or bulk samples of SMMs. This tech
nique allows for temperature and field dependent measurements, with their precise
control.

3.3.1 SQUID

Here the MPMS3 Vibrating Sample Magnetometer (VSM) with a SQUID by Quan
tum Design is briefly described. The SQUID was invented in 1964 at the Ford Re
search Labs⁶⁹ and it is a highly sensitive magnetometer capable of detecting a very
small magnetic flux, based on the superconducting Josephson effect. The magnetic
flux in a loop is defined as Φ = B ·S, where B is the magnetic induction and S is the
vector area of the loop. However, in a superconductor, the magnetic flux is quantized
in units of Φ0 = h/2e, the magnetic flux quantum.

In a socalled Josephson junction (JJ), which consists of two superconductors cou
pled by a weak link (see figure 3.14), a supercurrent can flow indefinitely across the
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junction, even without applying an external voltage. This phenomenon arises from
the electrons’ behaviour in superconductors, that can form Cooperpairs resulting
from electronphonon interactions⁷⁰. As such, a Cooperpair can have a lower en
ergy than the Fermi energy and an integer total spin (0 or 1), making them composite
bosons. Because bosons do not obey the Pauli exclusion principle, the majority of
Cooper pairs can occupy the same lowest energy state, and can be described by a
”macroscopic” wave function (since it directly relates to the supercurrent that can be
measured). As such, it gives rise to a ”macroscopic quantum phenomenon”. In the
absence of a magnetic flux, the supercurrent I splits into two equal currents Ia and
Ib around a ring with two JJs (see figure 3.14). In the presence of a magnetic flux, a
screening current Is is induced and circulates the ring as shown in figure 3.14; when
the current in either branch exceeds a critical current of the JJ Ic, a voltage appears
across the JJ. As such, in the presence of a magnetic flux, the two currents Ia and Ib
exhibit a phase shift determined by the magnitude of the flux. The two will interfere
constructively if the flux is an integer of the magnetic flux quantum Φ0. Both the
supercurrent and the voltage measured across the ring will vary with a period of Φ0

as⁷¹:

∆V =
R

L
∆Φ (3.5)

where L is the self inductance of the SQUID and R is a shunt resistor. As such, the
SQUID is an ultrasensitive magnetic flux to voltage converter.

Figure 3.14: A schematic drawing of the DC SQUID composed of two JJs.

A VSM with a SQUID operates by oscillating a magnetic sample vertically with or
without an applied magnetic field. The oscillating magnetic field originating from the
sample creates a magnetic flux that induces a current in the superconducting pickup
coils, which is subsequently transported to another superconducting coil outside of
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the measurement chamber, typically in a magnetically shielded chamber. Here, the
induced current in the signal coil (see figure 3.15) is used to recreate the magnetic
signal from the sample, in the presence of a SQUID. As mentioned previously, the
SQUID converts the magnetic signal into a voltage (as in equation 3.5), which is later
amplified and conventionally manipulated by a computer.

Figure 3.15: A schematic drawing of the working principle of a SQUID magnetometer.

The sensitivity of the MPMS3 VSM with a SQUID is of the order of 10−11 Am2, or,
as it is conventionally reported for small magnetic moments, 10−8 emu⁷², where 1
emu (electromagnetic unit) is 10−3 Am2. We have used the SQUID to measure the
magnetization of both SMMs and NPs as a function of field and temperature (papers
IV).
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Chapter 4

Summary of papers

The aim of this thesis is the characterization of magnetic nanoscale systems, namely
SMMs, magnetic NPs and NCs. Papers I and II investigate the magnetic properties
of SMMs on surfaces. Papers IIIV provide the synthesis and characterization of bi
magnetic NPs and the emergence of EB. Paper VI provides an xray microscopy study
of the magnetization reversal in Co nanochains (NC).

Paper I

This paper reports on the magnetic properties of fullerene SMMs DySc2N@C80 and
Dy2ScN@C80 functionalized via 1, 3dipolar cycloaddiation with surfaceanchoring
tioether groups. Magnetometry measurements on functionalized and non  func
tionalized bulk samples reveal that cycloaddition significantly affects magnetic bista
bility. Interestingly, the blocking temperature increased for DySc2N@C80, while it
decreased for Dy2ScN@C80 and substantially reduced the coercivity. Selfassembled
monolayers were chemically prepared on Au(111) and studied using XMCD. Both
systems exhibit low temperature hysteresis but shorter relaxation times compared to
the bulk measurements, attributed to the direct contacts between the fullerenes and
the substrates. The fullerenes are mobile at room temperature but freeze in random
orientations at lower temperatures, thus exhibiting randomly oriented magnetic mo
ments, as determined from angledependent XMCD measurements.
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Paper II

In this paper, the magnetic properties of monolayers of Dy2ScN@C80 SMM subli
mated onto Au(111), Ag(100) and MgO|Ag(100) surfaces are investigated by means
of XMCD and ab initio calculations. Firstly, it is found that the angular dependence
of the XMCD signal from the Dy3+ ions is almost isotropic for the SMMs deposited
on Au(111) and the insulating MgO thin film on Ag(100), but highly anisotropic
for the Ag(100) surface. As the Dy moments are oriented along the DyN bond, the
aforementioned angular dependence sheds light onto the orientations of the Dy2ScN
clusters on the surfaces, entailing a random orientation of the cluster on the Au(111)
and MgO|Ag(100) and a parallel orientation with respect to the Ag(100) surface.
Moreover, elementspecific magnetization curves recored using XMCD revealed the
presence of hysteresis at 2K with a coercive field of roughly 0.4T for all three surfaces,
with no apparent dependence on the substrate.

Paper III

This paper describes the generation of mixedmetal FeCr and FeMn NPs using an
aerosol technique based on spark ablation. Varying the carrier gas resulted in oxidized
and metallic systems, where the latter formed a selfpassivating oxide shell when ex
posed to the atmosphere. Moreover, the transitionmetal ratio in the NPs was almost
identical to that of the seed electrodes. Magnetization measurements demonstrated
the feasibility of studying the magnetic properties of aerosolgenerated particles at
different coverages, ranging from sparsely placed NPs to larger clusters.

Paper IV

This paper is a characterization study of the structural, chemical and magnetic proper
ties of 40 nm Cr substituted Fe3O4 spinel oxide NPs. The structural characterization
was accomplished by means of XRD coupled with electron microscopy, and the deter
mined structure was that of a spinel oxide hosting 4 nm rock salt (FexO) subdomains.
It was calculated that approximately 80% of the particles are composed of spinel with
the remainder 20% FexO. The chemical analysis studied by XPS suggested a mixed
valence system with both Fe2+ and Fe3+ present, indicating an inverse spinel struc
ture similar to magnetite Fe3O4. The XMCD data paired with multiplet simulations
further supported a Fe3O4 structure and revealed that the Cr3+ ions occupy the oc
tahedral sites, where they are FM coupled to the Fe ions in the same sublattice and
AFM coupled to the tetrahedrally coordinated Fe ions. The NPs are thus bimagnetic
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with a 40 nm FiM spinel structure occupied by 4 nm AFM FexO subdomains. Cool
ing in a magnetic field across the Néel temperature of the FeO subdomains resulted
in an exceptionally large EB, attributed to the large interface area between the two
magnetic phases. The unique structure is attributed to the presence of Cr and the for
mation of FeCrspineloxide that acts as a diffusion barrier, preventing the complete
oxidation and transformation of the FeO subdomains into magnetite.

Paper V

This paper is a continuation of paper IV and investigates the influence of the particle
size on the formation of the FexO subdomains and the emergence of EB. As such, the
magnetic properties of three FeCr systems of sizes 10, 20 and 40 nm are investigated by
means of SQUID magnetometry. The fieldcooled hysteresis loops reveal the presence
of significant EB for the 40 and 20 nm systems, which decreases in magnitude with
decreasing the NP diameter. Furthermore, only minor exchange fields are observed for
the 10 nm particles. This behavior is attributed to the lower presence of the metastable
FexO subdomains due to the higher likelihood of being converted into the more stable
(Fe,Cr)3O4 phase as the particle diameter is reduced.

Paper VI

In this paper the magnetization reversal in Co NC is investigated. The NC were pre
pared via directself assembly of individual Co NPs with diameters of approximately
50 nm and the magnetization was imaged by means of STXM under insitu applied
magnetic fields. The analysis shows the strong preference of the magnetization along
the chains. Furthermore, an applied field of −140 mT switches the magnetization
direction in shorter chains, enabled by smaller shape anisotropy. As longer NC have
a larger shape anisotropy, magnetization switching is more difficult. However, the
magnetization can switch in the presence of a larger NP within the chain, as it facil
itates domainwall nucleation. The latter is moreover confirmed by micromagnetic
simulations. It was concluded that the structures exhibit a large shape anisotropy that
forces the magnetization direction to lie along the chain.
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Chapter 5

Conclusions and outlook

Monolayers of endofullerene SMMs were deposited and studied on conducting and
insulating substrates. The monolayers were formed by UHV sublimation and chem
ical deposition of endofullerenes functionalized via 1, 3dipolar cycloaddition with
surfaceanchoring tioether groups. The cycloaddition method showed improved mag
netic response for DySc2N@C80 and worse for Dy2ScN@C80. The different sub
strates appeared to influence the order of the clusters but did not play a role in the
magnetic bistability. As contact between the SMMs and an electrode is necessary
for potential spintronic applications, this study not only showed that Dy2ScN@C80

fulfills this criterion, but also offered a detailed description of the magnetic behavior
on three different surfaces by means of XMCD angular dependence and sum rules
analysis.

Recently, the principal investigators in papers I and II managed to push the magnetic
bistability up to a record high temperature of 28K for monolayers of Tb2@C80(CH2Ph)
functionalized with pyrene on graphene and highly oriented pyrolitic graphite⁷³.
Singlewalled carbon nanotubes, which are ”rolled up” graphene sheets, can be func
tionalized with SMMs with a great potential in molecular spintronics⁷⁴. In this re
gard, endofullerenes have suitable diameters for encapsulation in carbon nanotubes
and therefore the generation of 1D arrays of SMMs. For the DynSc3−nN@C80 SMM,
magnetic hysteresis has been demonstrated for n = 1⁷⁵ and partial intramolecular or
dering for n = 2⁷⁶. Considering the impressive results from the Tb2@C80(CH2Ph)
monolayers on graphene, it would be interesting to study 1D arrays of the latter SMM
packed into carbon nanotubes.

In paper III the NPs synthesis was described, demonstrating the potential of spark
ablation for generating mixedmetal magnetic nanoparticles with an elemental com
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position tuned by the seed electrodes. As such, metallic and oxidized FeCr and FeMn
NPs were synthesized by adjusting the carrier gas. The FeMn systems exhibited a
Janus structure (see inset in figure 5.1 a)) with a metallic Fe core, a Feoxide shell and
a Mnoxide domain. The Fe core is FM and the Feoxide shell most likely has a FiM
spinel structure. The Mnoxide domain is presumed to be AFM, which would explain
the presence of EB found in a preliminary study after cooling the particles down to 2
K in a 7 T field (see figure 5.1 a)).

Figure 5.1: a) ZFC and -7 T FC hysteresis loops of the FeMn NP system with a schematic of a Janus particle inset;
b) ±7 T FC hysteresis loops for the Fe60Cr40 NP system.

The detailed structural and magnetic characterization of the FeCroxide 40 nm bimag
netic NPs revealed a novel structure of FiM spinel with embedded AFM subdomains,
and the presence of a large EB. The structure was attributed to the presence of Cr
which creates a diffusion barrier, preventing the complete conversion from wüstite
into magnetite. It would be of particular interest to investigate the fieldcooled be
havior of the FeCr systems by means of XMCD: fieldcooled XMCD signal coupled
with simulations to assess the different changes in the contributions of the individual
ions and fieldcooled XMCD hysteresis loops, for a deeper understanding of the EB
mechanism.

The emergence of EB for the FeCroxide systems was furthermore investigated as a
function of particle size. Both 40 and 20 nm NPs show the presence of EB with de
creasing magnitude as the NP’s diameter decreases, whereas the 10 nm particles show
much smaller EB. Since the inclusion of Cr plays a key role in the AFM subdomains
formation, it would also be particularly interesting to make a study based on the Cr
concentration. Preliminary results for a NPs system with a Fe : Cr ratio of 60 : 40
are shown in figure 5.1 b). As can be noted, even at a much higher Cr concentra
tion, the presence of EB is identified, however, with a significantly smaller shift as
compared to the NPs with a higher concentration of Fe. Moreover, preliminary data
of Feoxide NPs exhibits almost zero EB, indicating an absence of FexO clusters and
thus supporting our hypothesis of Cr playing a key role in the formation of the AFM
subdomains.
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Figure 5.2: SEM images of: a) size-modulated NCs, b) post-annealing induced ”fusion” of particles in the NC
and c) segmented Ni and Co NCs.

The versatility of the technique provides a wide range of magnetic material systems
that could be studied with a nanoscale metal ratio that can be macroscopically tuned
by the composition of the electrodes. Furthermore, recent studies have shown that
the NPs can be postprocessed while still suspended in the inert carrier gas, where
coreshell systems were generated by transporting the NPs through a Zn vapor. These
results open up new avenues for coating and preventing small metal alloyed NPs from
oxidizing, a problem found in many systems. Moreover, instead of Zn, one could
evaporate different magnetic materials to form tailored bimagnetic coreshell systems.

The Co nanochains (NC) were also synthesized by means of spark ablation through
selfassembling size selected Co NPs under an applied magnetic field, as described in
paper VI. A large shape anisotropy causes the magnetization to lie along the NCs
and small magnetic fields (140 mT) cannot reverse the magnetization, except for
shorter chains. However, in the presence of a larger NP within the chain, magne
tization reversal and domain formation can occur, due to the larger NP acting as a
nucleation center. Since the measurements for paper VI were performed, there has
been significant progress made in the generation of NCs: i) controlled generation
of sizemodulated NCs (see figure 5.2 a)), which would offer further insight into the
role of the larger particle on the domain formation; ii) postannealing of the NC,
causing the constituent NPs to ”fuse” together and thus increasing the interparticle
exchange coupling. As such, for high enough temperatures, the NC will transform
into nanowires, as seen in figure 5.2 b); iii) segmented NCs (see figure 5.2 c)), which
consist of NCs formed by multiple magnetic phases  this would offer the possibility
to not only study different magnetically ordered phases and EB, but also hardsoft
exchangecoupled permanent magnets, thus offering strategies for next generation
rareearthfree permanent magnets.
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