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Abstract 

The benefits of producing electronic and optoelectronic devices out of semiconductor nanowires are 

many and include scalability and improvements in efficiency. The material properties change on this 

scale and can be significantly different from bulk; one such property is how strain is relaxed. In axial 

heterostructures, the lattice mismatch at the interface will cause strain in the nanowire. It is of high 

interest for future electronic devices to determine deviations from a perfect crystal lattice in terms of 

strain, tilt and imperfections, as it can relate to the electronic properties of the future devices.  

The development of X-ray imaging techniques has been limited by the difficulties in producing focusing 

devices for X-rays. Resent developments in focusing techniques, as well as in increased intensity from 

synchrotron sources, has given the opportunity to image nanostructures with nanoscale resolution. At 

MAX IV, the first 4th generation synchrotron source in the world, the updated design means that this 

synchrotron can deliver higher coherent flux to its experimental stations. 

In this thesis, we demonstrate strain mapping of axial heterostructured nanowires and contacted 

nanowires with high resolution scanning X-ray diffraction. We performed the first scanning X-ray 

diffraction experiments at the then newly opened beamline NanoMAX at MAX IV, which specializes 

in delivering highly coherent X-ray nanobeams. We probed a nanowire which was 170 nm in diameter 

and had three segments of InP with different lengths, 45 nm, 80 nm, and 170 nm., in a GaxIn1-xP 

nanowire. The probe was focused down to 90 nm with a KB mirror setup, and the nanowire was scanned 

while we measured the 3D Bragg peak from InP and GaxIn1-xP simultaneously in each scanning position. 

This resulted in diffraction maps resolving single nanowire heterostructures and their heterostructure 

segments. From this, we calculated maps of relative strain that had a relative sensitivity of about 10-4. 

The strain mapping shows a complex strain profile in the largest segment, with a dome-shaped 

distribution from the interface, while the smallest segment is almost fully adapted to the GaxIn1-xP 

nanowire. From the diffraction, we also calculated the lattice tilts. The results were compared to 

simulations from a finite element model, which showed good agreement in both lattice tilt and strain. 

Furthermore, we imaged strain of a complete InP nanowire device and combined it with the electric 

characterization method XBIC that we commissioned at the NanoMAX beamline. Here, we observed 

that the lattice was strained and tilted by the contacts.  
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Popular scientific summary 

Like visible light, X-rays are electromagnetic waves but with a shorter wavelength which means more 

energetic waves. X-rays have enough energy to penetrate deep into materials, which makes them a 

valuable tool for analysis. Scientists use X-rays to investigate materials in many different ways and for 

different purposes. At the doctor’s or dentist’s office, X-rays penetrate tissue but are absorbed by bone, 

and that contrast creates an image of the bones. Around the globe, highly technological facilities called 

synchrotrons are built to produce high-quality X-ray beams. A “high-quality” beam of X-rays means, 

among other things, that it has a lot of X-rays in a small spot and of the same energy and that they are 

travelling in the same direction. X-ray beams are created at several experimental stations around a 

synchrotron, each designed for different types of experiments.  

In this work, we have used an X-ray beam at a synchrotron to study tiny cylinders called nanowires. 

Their diameter is typically in the order of nanometers (0.000000001 m). For comparison, a sheet of 

paper or a strain of hair is typically 100 000 nanometers thick. There are many advantages to building 

electronic devices, like transistors, LEDs, and solar cells, in the nanowire format. One is the reduced 

amount of material that is needed. Another is the fact that you can make new combinations of materials 

that are not possible in larger formats. When a nanowire consists of two parts of different materials, it 

is called a heterostructure. The most interesting reason, though, might be that the material properties 

change at this length scale. Recently, researchers have been finding ways to utilize nanoscale properties 

to build more efficient devices.  

We have studied a nanowire heterostructure of indium phosphide (InP) and indium gallium phosphide 

(InGaP) manufactured at Lund University. As most solids, these materials are crystalline, which means 

that the atoms are densely packed on a regular grid. In a solid that is not crystalline, for example, glass, 

the atoms are placed in an unordered fashion. The spacings of the atoms in a solid are on the order of 

tenths of nanometers. Importantly for this work, different materials have different atom sizes and, 

therefore, spacings. We have measured detailed maps of strain in the InP/GaInP nanowire. When a 

material is compressed or stretched, the atoms inside it are displaced from their original positions. This 

displacement is called strain. In a heterostructure, the different materials compress or stretch each other 

so that strain arises. Nanowires can also be strained when they are produced and processed. The resulting 

strain, the change in crystal lattice spacing, can be measured with scanning X-ray diffraction. Strain can 

affect the performance of a nanowire device, and therefore, it is essential to map it out in detail. 

In 2016, the very first experiments were performed at the brand new synchrotron facility MAX IV 

Laboratory in Lund, Sweden. With a new synchrotron design, MAX IV is referred to as the first of the 

4th generation of synchrotrons. The improvement in design means that the X-ray beams that it can 

produce have higher quality. This means that materials can be investigated with higher accuracy and 

resolution and lead to developments in material science, biotechnology and medicine, among other 

fields. 

As part of this work, we performed the first X-ray diffraction experiment at the experimental station 

NanoMAX beamline at MAX IV in June 2017, which was also one of the first experiments in general. 

This beamline focuses on creating highly focused X-ray beams, making it possible to develop strain 

images of single nanostructures. A lot of factors need to come together for the commissioning of such 

an experiment, performance of the storage ring, alignment of the beam, IT, the proficiency of the 

researchers, and many other things. This experiment came together, and we produced strain maps that 

showed that the strain distribution in the nanowires varied depending on the heterostructure design. In 

the second part of this thesis, a technique to measure the electric performance of a nanowire device was 

added to the toolbox at NanoMAX and was measured simultaneously as the composition and strain 

distribution.  
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Populärvetenskaplig sammanfattning 

Röntgenljus, kallat X-rays på engelska är, precis som synligt ljus, elektromagnetisk strålning fast med 

kortare våglängd vilket innebär högre energi. Eftersom den har mer energi kan röntgenstrålningen 

passera genom många material, vilket gör den användbar för materialforskning. Forskare använder 

röntgenstrålning för en rad olika tekniker som undersöker olika egenskaper hos materialen. Hos läkaren 

eller tandläkaren så går röntgenstrålning igenom vävnad, men stoppas av ben. Det ger en konstrast 

mellan vävnad och ben som gör att man får en bild av benen i kroppen. Runt omkring jordklotet finns 

det flera stora faciliteter som kallas synkrotroner. De producerar röntgenstrålning av hög kvalitet som 

kallas synkrotronljus. Hög kvalitet i det här sammanhanget betyder bland annat att man kan producera 

en stråle som är koncentrerat till ett litet område, att strålarna färdas i samma riktning och att de har 

samma energi. Vid en synkrotron finns flera olika experimentstationer som inriktar sig på olika typer av 

metoder.  

I det här arbetet har vi använd synkrotronljus för att studera små cylindrar som kallas nanotrådar. Deras 

diametrar är i storleksordning av nanometer (0.000000001 m). I jämförelse är ett pappersark eller ett 

hårstrå ungefär 100 000 nanometer i tjocklek. Det finns många fördelar med att bygga elektroniska 

komponenter, tex transistorer, LEDs och solceller, i form av nanotrådar. En av fördelarna är att det går 

åt mindre material för att producera dem. En annan att man kan kombinera material som inte går att 

kombinera när de är i ett större format. När en nanotråd består av två delar olika material kallas de 

heterostrukturer. Den kanske mest spännande anledningen till att göra komponenter av nanotrådar är att 

materialets egenskaper ändrar sig på den här längskalan. Forskare jobbar på att utnyttja dessa egenskaper 

för att bygga mer effektiva komponenter. 

Vi har studerat en nanotråd-heterostruktur som består av indiumfosfid (InP) och galliumindiumfosfid 

(GaInP) som har producerats på Lunds universitet. Som de flesta fasta material är dessa kristaller, vilket 

betyder att atomerna är packade på ett regelbundet rutnät. I material som inte är kristaller, som till 

exempel glas, är atomerna helt i oordning. I en kristall är avstånden mellan atomerna i storleksordning 

av tiondels nanometer. Dessa avstånd är materialspecifika, eftersom olika sorters atomer är olika stora, 

vilket är viktigt för det här arbetet. Vi har mätt detaljerade kartor av strain, eller deformation på svenska, 

i nanotrådarna. När ett material tänjs eller trycks ihop flyttas atomerna inuti ifrån deras ursprungliga 

positioner, vilket kallas strain. I en heterostruktur gör skillnaderna i kristallavstånd hos de olika material 

att det uppstår strain. Det kan också uppstå när nanotrådarna produceras eller när de processas. I den här 

avhandlingen har vi mätt strain med en metod som heter ”scanning X-ray diffraction”. Anledningen till 

att det är intressant att mäta de här väldigt små förflyttningarna av atomer är inte bara akademiska, det 

är också intressant för att det påverkar hur den färdiga komponenten, byggd av en nanotråd, presterar. 

För att förbättra effektiviteten av nanotrådskomponenter är det därför viktigt att kartlägga strain i detalj. 

Under 2016 gjordes de allra första experimenten på den nya synkrotronen i Lund, MAX IV Laboratory. 

MAX IV har en ny design jämför med andra synkrotroner, och det talas till och med om att det är den 

första av en ny generation av synkrotroner, den fjärde. Förbättringarna i designen gör att röntgenstrålarna 

som produceras är av en mycket hög kvalitet. Det gör att material kan undersökas med högre 

noggrannhet och upplösning och leda till utvecklingen av nya material, och genombrott i forskning i 

bioteknik, arkeologi och medicin.  

Som en del av det här arbetet gjorde vi det allra första experimentet av sitt slag på experimentstationen 

NanoMAX på MAX IV i Juni 2017. Den här experimentstationen fokuserar på att skapa fokuserade 

röntgenstrålar som gör det möjligt att titta på strain i enskilda nanostrukturer. Många faktorer måste 

fungera för att genomföra ett sådant experiment för första gången. Synkrotronen, IT, alla justeringar av 

röntgenstrålen och dessutom personalen måste leverera. Vi producerade strain-kartor och lyckades visa 
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hur fördelningen av strain berodde på designen av heterostrukturen. I den andra delen av det här arbetet 

så adderade vi en ny tekning för att mäta elektrisk prestanda i en nanotrådskomponent på NanoMAX, 

samtidigt som vi mätte strain och komposition. 
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1 Introduction 

Nanowires (NWs) are said to be one-dimensional objects because they have a far smaller diameter than 

length, with diameters on the nanoscale (10-9 m). For materials like solids, it is well known that the 

physics at the surface is typically different from the bulk. Since NWs have such small diameters, the 

majority of their volume is considered as close to the surface. It is easy to imagine how the properties 

of a NW, therefore, cannot be described simply in terms of the bulk. This is one of the key insights in 

nanophysics; the properties of a material can change at the nanoscale. Semiconductors in the form of 

NWs are commonly used to make photovoltaics [1-3], light-emitting diodes [4-7], and electronics [8-

10], and with good reason. Reduced material usage and scalability are two of the advantages [2], and 

scientists take advantage of the nanoscale properties when designing new devices and use them to 

increase efficiency.  

Another advantage with nanostructures has to do with the variety of materials they can be manufactured 

from. When two types of semiconductor crystals are grown on top of each other to form a new 

combination, it is called a heterostructure. In the NW form, a larger variety of semiconductors can be 

combined into heterostructures because of the small diameter [11]. A NW heterostructure can be either 

radial, with the second material as an inner core, or axial, with alternating segments along the long axis. 

Because the two materials have different crystal lattice spacing, they strain each other, and there will be 

a transition at the interface where the materials need to adjust. From the strained interface, there will be 

a gradual change in lattice constant to the relaxed state at a distance from the interface. Investigating the 

crystal structure in detail is, therefore, not only interesting from a fundamental point of view but an 

important task toward the goal of producing more efficient devices [12].  

How do we create an image of structures of this order of magnitudes? The resolution of an optical 

microscope is theoretically limited by the diffraction limit. The smallest distance d that can be resolved 

is 

𝑑 =
𝜆

2𝑛𝑠𝑖𝑛(𝜃)
 

where λ is the wavelength of the light, n is the refraction index that will be discussed in later theory, and 

θ is the maximum angle of the light, coming from the object, that can be collected. The limit for visible 

light will be somewhere above 100 nm, and that is for the ideal case with a microscope without any 

imperfections.  

Therefore, to image nanostructures with a relevant spatial resolution, it is necessary to turn to either X-

ray or electrons as a probe. Whether the choice is X-rays or electrons depend on the sample, what 

specific properties are investigated and the demands in terms of sensitivity and resolution. Electron 

probes give excellent spatial resolution on the atomic level, but electrons, being charged particles, 

interact more strongly with matter which leads to a shorter penetration depth. Therefore, electrons are 

better suited for looking at surfaces or alternatively, the sample needs to be prepared in very thin slices 

in a process that can alter the crystal.  

X-rays, being highly energetic, are highly penetrable and enable probing the interior structure of a 

sample, also when it is embedded. Developments in focusing techniques, as well as an increased 

intensity in the sources, has given the opportunity to focus hard X-rays down to the nanoscale [13, 14]. 

If X-rays of the same wavelength diffracts from a nanostructure, the X-rays will interfere and produce 

a measurable diffracted signal that is related to the crystal structure. Variations in the crystal alter the 

diffracted signal, and by scanning the structure with a nanofocused X-ray beam, these variations can be 

imaged. The increased intensity and ability to focus X-ray beams have enabled X-ray diffraction to 
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become a popular tool to image the strain distribution in single nanocrystal structures [15-18] and in 

NW devices [19-22]. 

The experiments in this thesis were performed at MAX IV Laboratory, a synchrotron situated in Lund, 

Sweden, which is the first operational diffraction-limited storage ring (DLSR) in the world. We 

performed the scanning XRD experiment at the NanoMAX beamline [23, 24] in June 2017 as one of 

the beamlines first experiments and the very first of its kind. This beamline takes advantage of the high 

coherent flux that the facility delivers and produce highly coherent beams that can be focused to the 

nanoscale. 

In this thesis, we investigate the strain in NWs and NW devices using scanning XRD with nanoscale 

resolution. In the first project, the NW is a GaxIn1-xP/InP heterostructure with a series of alternating 

segments of various lengths. We measure strain with high resolution and high strain sensitivity. In more 

detail, we investigate how the relative length of the segments affects the strain relaxation from the 

interface. We relate the strain relaxation to the segment size. Furthermore, we build a theoretical model 

of the NW, which helps us interpret the results.  

In the second project, we investigate the strain in a contacted InP NW device. A new setup is developed 

that enables four different X-ray techniques for a NW device at the NanoMAX beamline. Morphology, 

composition, strain, and electronic properties are investigated simultaneously. The strain mapping 

shows a small bending of the NW because of the contacting of the NW, which also leads to strain.  

This licentiate thesis is outlined as follows: Chapter 2 deals with the theory behind scanning X-ray 

diffraction; how and why the X-rays form diffractions patterns when they are scattered off a crystal. 

Chapter 3 goes through the basics of how a nanofocused X-ray beam is produced at a synchrotron 

laboratory. In chapter 4, we explain how a nanofocused X-ray beam can be used to investigate single 

nanostructures. Next, we present the experiment, simulations and results of paper I, strain mapping of 

GaxIn1-xP -InP axial heterostructures in chapter 5. In chapter 6, the experiment and findings of paper II 

are presented, which investigates strain in a contacted InP NW device. The thesis ends with an outlook 

and summary in chapter 7.   
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2 X-ray diffraction from crystals 

In which we describe how X-rays propagate, interact with matter, and produce diffraction patterns from 

which we can measure strain in nanostructures 

2.1 The nature of X-rays and their interaction with matter 

A year memorized in many X-ray physicists’ minds is 1895, the year when W. C. Röntgen discovered 

X-rays. It was later concluded that X-rays are electromagnetic radiation with higher energy than visible 

light. X-rays are between ultraviolet light and gamma rays in the electromagnetic spectrum, with 

energies between 100 eV and about 100 keV. With the development of quantum mechanics in the early 

1900s, it was concluded that electromagnetic waves exhibit qualities of both particles and waves. X-

rays, like all electromagnetic waves, exhibit typical wave properties such as interference. At the same 

time, they have particle properties. When looking at light as particles, or quantas of light, they are 

referred to as photons. The energy of a photon is 𝐸 =
ℎ𝑐

𝜆
 where h is Planks constant. This wave-particle 

duality holds for all quantum objects such as photons or electrons. 

2.1.1 X-ray absorption and scattering 

Now we will turn our attention to the ways that X-rays can interact with matter. In the energy range of 

X-rays, the main process is photoelectric absorption. Here, a photon is absorbed by an atom, transferring 

all its energy to an electron in a core shell which is emitted from the atom, leaving a vacancy. The 

vacancy is filled with an electron from a higher shell, and the excess energy from that transition is 

released either as a photon, or it is transferred to an electron in a higher electron shell, called an Auger 

electron. If it is released as a photon, it is called X-ray fluorescence (XRF), and its energy will be equal 

to the difference between the energy levels. Since this is element-specific, the XRF will be a fingerprint 

for that element. The probability for photoelectric absorption to occur is high when the photon energy 

is just above the binding energy of a core electron. As an example, the cross-section for photoelectric 

absorption in carbon is displayed in Fig. 1. The cross-section is high when the photon energy 

corresponds to the binding energy of the core electrons. Above the X-ray energy range, energies no 

longer correspond to electron binding energies and the cross-section goes to zero. There are peaks in 

cross-section when the photon energy reaches just above the binding energy of a new shell, and electrons 

from that shell can be ejected. The edge before the peak, just at the binding energy, is referred to as an 

absorption edge.  

The other main process of interaction for X-rays is scattering. Compton scattering occurs when a photon 

scatters off an electron, and in the interaction, a portion of its energy is transferred to the electron. Since 

some of the photon energy is lost, this is called inelastic scattering. 
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Figure 1 The cross-section for different types of interactions in carbon as a function of photon energy. The approximate energy range of X-rays is 
marked with red dashed lines. From ref. [25], adapted from ref. [26].  

In contrast, in Thomson scattering, a photon scatters off an electron without changing its energy. In the 

interaction, the photon does not give any energy to the electron, but, importantly, it undergoes a phase 

shift of 180°. Such scattering, which does not involve a transfer of energy, is called elastic scattering. 

In a classical view, the electric field from the light wave sets the electron in an oscillatory motion, 

creating a dipole. This dipole releases a light wave that has the same energy as the initial light wave. 

The released wave will always have a phase shift of 180° compared to the initial wave. The description 

can also be treated fully quantum mechanically. In that description, the photon is absorbed by the 

electron, which is then excited to a state in the continuum, and in the process of deexcitation back to the 

ground state, it releases a photon of the same energy.  

Thomson scattering is the most important light-matter interaction in this thesis because it is this process 

that gives rise to diffraction patterns. The diffraction patterns come from constructive interference of 

scattered photons, and the photons can interfere constructively only when they are coherent, that is, of 

the same energy and phase. Coherent photons that are Thomson scattered undergo a constant phase shift 

and no loss of energy, so after the scattering, the photons are still coherent. In contrast, photons that are 

Compton scattered will be incoherent and cannot interfere constructively to produce a diffraction 

pattern. As it is the more important process in this thesis, Thomson scattering will be referenced as 

‘scattering’ throughout the rest of the thesis.  

2.1.2 Refraction and reflection 

In the previous section, the possible light-matter interactions are described in the atomic picture. This 

can be related to the macroscopic phenomena of refraction and reflection via the refractive index. When 

light travels from one media into another, it will change direction; this is called refraction. The relation 

between the incident angle 𝜃1 and the outgoing angle 𝜃2 is described by Snell’s law:  

𝑛1 sin 𝜃1 = 𝑛2𝜃2 (1) 

where 𝑛1 and 𝑛2 are the refractive indices of each media. Snell’s law describes how the angle of 

refraction changes when passing between different media. Optical light has a refractive index usually 

above one (one in vacuum, 1.333 in water). For X-rays, the refractive index is often expressed as: 

𝑛 = 1 − 𝛿 + 𝑖𝛽 (2) 

where the correction term 𝛿 is related to Thomson scattering and β to absorption. For hard X-rays, δ is 

in the order of 10-5 while β is in the order of 10-6, and hence, the refractive index for X-rays is close to 
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and slightly below one. Looking at Snell’s law, it is evident that if the refractive indices deviation from 

one is small, the change in refraction angle will be slight. Since this is true for X-rays, it has the 

consequence that it is harder to make lenses and other optical elements for X-rays than for optical light. 

Furthermore, if the incidence media is vacuum, 𝑛1 = 1, and 𝑛2>1 as for optical light, as a consequence: 

𝜃1 < 𝜃2. On the other hand, if 𝑛2<1, then  𝜃1 > 𝜃2. This means that X-rays will refract in the opposite 

direction compared to optical light and, as a consequence, a lens that focuses optical light (convex) will, 

on the contrary, diverge X-rays. 

It is not possible to create a mirror with total internal reflection, as for optical light, but a corresponding 

total external reflection is possible. For total external reflection, the critical angle between the incident 

photon and the flat surface of the mirror is 

𝛼𝑐𝑟𝑖𝑡 = √2𝛿 (3) 

So, for a surface to work as a mirror for X-rays, the incidence angle must be below the critical angle, 

which for X-rays is in the order of milliradians.  

2.1.3 Fraunhofer diffraction 

Electromagnetic waves like X-rays consist of an electric E(r,t) field and a magnetic B(r,t) field, which 

is often described by a single complex scalar field 𝜓(𝒓, 𝑡). It is often approximated as a plane wave 

which is described by: 

𝜓(𝒓, 𝑡) = Aei(𝐤∙𝐫−ωt) (4) 

where the exponential term is the phase factor and (k∙r-wt) is referred to as the phase, while A is the 

amplitude. Often, a wave is described in terms of its wave vector k, which specifies the direction of the 

wave and has the magnitude: |𝒌| =
2𝜋

𝜆
. 

When a photon scatters off a sample, a spherical wave is released in each scattering event. The outgoing 

wave becomes a sum of spherical waves. In the far-field limit, or Fraunhofer regime, the spherical waves 

have propagated and can be approximated as plane waves. This occurs when the sample to detector 

distance R is: 

𝑅 ≫
𝑎2

𝜆
 (5) 

where a is the length scale of interest in the sample and 𝜆 is the wavelength of the radiation. The 

propagation of the time independent exit wave to the far-field corresponds to a Fourier transform: 

𝛹(𝒒) = ℱ𝜓(𝒓) = ∫ 𝜓(𝒓)𝑒𝑖𝒒∙𝒓𝑑𝒓 (6) 

which is a very important relationship. The intensity, I, measured on a detector in the far-field is equal 

to: 

𝐼 = |𝛹(𝒒)|2 (7) 

The phase term of 𝛹(𝒒) disappears in the complex conjugate multiplication in Eq. (7), so the intensity 

is proportional only to the amplitude of 𝛹(𝒒), and not the phase. Hence, we cannot directly measure the 

phase of 𝛹(𝒒), and the information that is encoded in the phase is lost. Because of the loss of the phase 

information, an inverse Fourier transform of √𝐼, does not generate the correct 𝜓(𝒓), this is known as 

the phase problem.  
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2.2 X-ray diffraction from crystals 

2.2.1 Crystal structure 

The different states of matter that can form when atoms come together are, in essence, solids, liquids, 

gases, and plasmas. In a solid, the atoms are densely packed, either ordered (crystalline) or unordered 

(amorphous). In crystals, the atoms are sitting on a regular grid, a crystal lattice. The spacing of the 

lattice is in the order of a few Ångström (0.1 nm). The atoms positioned at every lattice point can be 

referred to as the basis. The basis can be one or several atoms of the same or different types. The lattice 

repeats itself many times in all three dimensions. Sometimes the same lattice is repeated throughout the 

whole material, such as in table salt, and the lattice structure on atom level becomes visible at the 

macroscopic level. More often, as with metals, the material consists of grains of crystals of varying size 

and orientation; it is then called polycrystalline. Most semiconductors are crystals. When grown in 

nanostructure form, it is under very controlled conditions with a clear goal for the crystal structure.  

A unit that can be repeated to make up the lattice is called a cell. The smallest cell that can be constructed 

is the unit cell. A cell is spanned by the basis vectors (𝒂1, 𝒂2, 𝒂3). There is a classification system for 

all cells that can make up a lattice. In the cubic system, all sides of the cell are of equal length, |𝒂1| =
|𝒂2| = |𝒂3| = 𝑎.  

Any point in the lattice can be reached by the lattice vector 𝑹𝑛: 

𝑹𝑛 = n1𝒂1 + 𝑛2𝒂2 + 𝑛3𝒂3 (8) 

Where 𝑛1, 𝑛2, 𝑛3 are integers. The reciprocal lattice is the Fourier transform of the real space lattice, 

and it is a key concept to understand crystal diffraction. The reciprocal lattice vector is: 

𝑮ℎ𝑘𝑙 = h𝒂1
∗ + 𝑘𝒂2

∗ + 𝑙3𝒂3
∗  (9) 

where (ℎ, 𝑘, 𝑙) are integers called the Miller indices, and the reciprocal basis vectors are defined as: 

𝒂𝑚
∗ = 2π

𝒂𝑛
∗ ×𝒂𝑝

∗

𝒂𝑚
∗ ⋅(𝒂𝑛

∗ ×𝒂𝑝
∗ )

 (10) 

Diffraction patterns are physical representations of the reciprocal lattice. If the diffraction patterns are 

measured such that the reciprocal lattice can be mapped out, the crystal lattice can be found through a 

Fourier transformation. 

The Miller indices are also used to signify a unique crystal plane in the real space unit cell. The indices 

describe where the plane cuts the lattice axes. When designating a plane, the indices are written in 

brackets, i.e., (100). The spacing between the planes (h,k,l), sometimes called the d-spacing, is denoted 

𝑑ℎ𝑘𝑙. In a cubic system, the relation to 𝑑ℎ𝑘𝑙 is: 

1

𝑑ℎ𝑘𝑙
2 =

ℎ2+𝑘2+𝑙2

𝑎2  (11) 

The d-spacing for other types of lattices are calculated in similar manners, see for example [27].  

2.2.2 X-ray diffraction from a crystal 

In 1912, Max von Laue suggested that a lattice made up of atoms on a grid might work as a diffraction 

grating for X-rays. The idea behind this suggestion is that for light to diffract off matter, there has to be 

a distance in the matter that is on the same length-scale as the wavelength of the light. The wavelength 

of X-rays corresponds to the length-scale of the distance between the lattice planes in a crystal (1 Å). In 

an experiment based on this suggestion, a beam of X-rays were sent through thin slabs of crystals, and 
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diffraction patterns were indeed recorded. Laue’s idea, and the wave natured aspect of X-rays, was 

confirmed.  

We want to arrive at a description for the diffraction from crystals. Throughout, the kinematic 

approximation will be used, which means that the scattering is weak with no multiple scattering events.  

 

Figure 2 An illustration of Bragg’s law. Three planes are separated by a distance d. Two incoming waves with wavelength 𝜆 travels to the planes 
with an incoming angle θ and scatter off the first and second planes. At the scattering event, the phase is shifted with 180°. After the scattering 
event, the second wave has travelled a distance 2𝑑 sin 𝜃 = 𝜆 further than the first wave, and the waves are again in phase. 

First, we can derive a simple relationship by imagining the crystal planes as mirrors. Consider a crystal 

lattice with planes separated by a distance d, see Figure 2. A beam of coherent X-rays of wavelength 𝜆, 

travels to the planes with an incoming angle θ. One ray scatters off the first plane and a second ray 

scatters off the second plane. To get maximum constructive interference from these two rays, they 

should be in phase. That is, the additional path the second wave travels is equal to a multiple of 𝜆. 

Looking at the geometry in Figure 2, the extra path is equal to 2𝑑 sin 𝜃. Whichever plane the second ray 

scatter off, the extra path will be a multiple of 2𝑑 sin 𝜃. It follows that the condition for maximum 

constructive interference from the scattered X-ray beam is: 

2𝑑 sin 𝜃 = nλ (12) 

This is Bragg’s law, and the peak in intensity that appears at the Bragg condition is called a Bragg peak. 

The Bragg peak is one of the lattice points in the reciprocal lattice of the crystal. Looking at both sides 

of this equation, it is notable that the wavelength must be of a similar magnitude as d for the condition 

to hold. 

Bragg’s law is easy to understand but not sufficient to describe X-ray diffraction. To get a more complete 

model of crystal diffraction, it is useful to introduce vector notation for the scattering wave. In Fig. 3, 

scattering from two volume elements in a crystal is illustrated. 𝒌 and 𝒌′ represents the incoming and 

outgoing wave, respectively. Since we consider elastic scattering, the magnitude is the same for the 

incoming and the outgoing wave |𝒌′|=|𝒌|.  
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Figure 3 Two waves scatter from two volume elements in a crystal, one from point O and one from point O+r. The total phase difference between 
the two waves is 𝒌 ∙ 𝒓 − 𝒌′ ∙ 𝒓. 

Comparing waves scattering from the point O, and point O+r, a wave at O+r has travelled an additional 

path of  |𝒓|𝑠𝑖𝑛(𝛼). In one wavelength, the phase shift is 2π so to get the phase shift of the extra path, it 

is divided with 𝜆 and multiplied with 2π. Thus, the difference in phase between two waves at point O 

and O+r is: Δ𝜙 =
2π

𝜆
|𝐫|sin(α) = |𝐤||𝒓|sin(α) = |𝐤||𝒓|cos(90° − α), which is the scalar product 𝒌 ∙ 𝒓. 

In the same manner, the phase difference between the outgoing wave from point O and from O+r is 

equal to the scalar product −𝒌′ ∙ 𝒓. The total phase difference is 𝒌 ∙ 𝒓 − 𝒌′ ∙ 𝒓. This phase difference 

defines what is known as the scattering vector, or Q-vector Q: 

(𝐤′ − 𝐤) ∙ 𝐫 = 𝐐 ∙ 𝐫 (13) 

Thus, the phase factor that is added to the second wave scattering from O+r, relative to the first one, is 

𝑒−𝑖(𝒌′−𝒌)𝒓 = 𝑒−𝑖𝑸𝒓. When adding up the coherent sum of scattering from a sample in the direction 𝒌′, 

they are each added with this phase factor. In X-ray scattering, the photons interact with the electrons in 

the atoms, not the nucleus. Hence, the amplitude of the scattered wave travelling in direction 𝒌′ will 

depend on the electron density 𝜌(𝒓) in the crystal. It will also be proportional to the phase factor 𝑒−𝑖𝑸∙𝒓. 

Following ref. [27], if dV is a volume element in the crystal, the amplitude of the scattered wave in the 

far-field is proportional to the scattering amplitude A, defined by the integral over all volume elements: 

𝑨(𝑸) = ∫ 𝜌(𝒓)𝑒−𝑖𝑸∙𝒓𝑑𝑉 (14) 

This equation is equivalent to a Fourier transform; the electron distribution is related to the scattering 

amplitude with a Fourier transform. The electron distribution in a crystal has some special properties. 

Since the base describing the atoms in the lattice is periodic, so is 𝜌(𝒓). Hence, 𝜌(𝒓) can be expanded 

in a Fourier series, and Eq. (12) becomes: 

𝐀(𝐐) = ∑ ∫ 𝑛G𝑒𝑖(𝑮−𝑸)∙𝒓𝑑𝑉𝑮  (15) 

It can be shown that G in Eq. (15) is the reciprocal lattice vector 𝑮ℎ𝑘𝑙 [27]. For scattering in the 𝐤′ 

direction, A is non-zero when the scattering vector is equal to a reciprocal vector. This is the Laue 

condition: 

𝐐 = 𝐆hkl (16) 

This condition is equivalent to Bragg’s law. The reciprocal lattice vector is orthogonal to the real space 

lattice planes (h,k,l). With 𝑑ℎ𝑘𝑙 representing the spacing between the planes (h,k,l), the relation to the 

reciprocal lattice vector is: 
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𝑑ℎ𝑘𝑙 =
2𝜋

|𝐆hkl|
 (17) 

Hence, 𝑑ℎ𝑘𝑙 can be found from the length of the Q-vector when the Bragg condition is met. In other 

words, 𝑑ℎ𝑘𝑙 can be found by measuring the position of the Bragg peak in reciprocal space. This fact is 

central to this thesis and will be discussed further later on.  
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3 X-ray physics 

In which we describe the methods to produce hard X-ray beams with a synchrotron and focus them to the 

nanoscale 

3.1 Synchrotrons as X-ray source 

Synchrotrons are particle accelerators that are used to produce high-quality X-ray beams. When charged 

particles travelling at speeds close to the speed of light are accelerated in a circular motion, they produce 

synchrotron radiation.  

In a synchrotron, electrons are first produced with an electron gun and successively accelerated in a 

series of radiofrequency fields, called a linear accelerator, until they reach speeds close to the speed of 

light and energies in the GeV range. Next, bunches of electrons are sent into a storage ring, where they 

are travelling in a loop, kept in the path of the ring using bending and focusing magnets. Even though 

some synchrotron light is produced by the bending magnet, the main part is produced with a more 

complicated set of magnets that are placed in units around the storage ring, insertion devices. There is 

an insertion device in the storage ring for each experimental station at the synchrotron. There are two 

types of insertion devices, undulators and wigglers. In both types, the electrons are bent in a sinusoidal 

path, using a series of dipole magnets, one period for each dipole. For each period, synchrotron radiation 

is produced and added up to an X-ray beam. The synchrotron beam then travels towards an experimental 

station through a beamline. Depending on what type of experiment the experimental station focuses on, 

the beamline has a specialized set of elements to optimize the beam for that experiment. Synchrotron 

radiation has applications in many fields of science, medicine, and industry, probing the electronic or 

atomic structure of matter. 

It is not obvious what is meant with a high-quality X-ray beam, and the needed properties vary 

depending on the technique. For XRD, we want a high number of coherent photons in a small area. They 

should be both spectrally and spatially coherent, i.e., they should be of the same wavelength and travel 

in the same direction. This is summed up by a quantity called brilliance, which can be understood by 

looking at its unit: 

[𝑏𝑟𝑖𝑙𝑙𝑖𝑎𝑛𝑐𝑒] =
𝑝ℎ𝑜𝑡𝑜𝑛𝑠

𝑠𝑒𝑐𝑜𝑛𝑑 ⋅ 𝑚𝑟𝑎𝑑2 ⋅ 𝑚𝑚2 ⋅ 0.1%𝐵𝑊
 

For high brilliance, what is needed is a high flux (photons/second), a small angular divergence of the 

beam (which is a measure of how much the beam is spreading), source size, and small bandwidth (BW) 

(the wavelength range that is within 0.1% of the central frequency). The angular divergence and photon 

source size multiplied is known as the emittance. The emittance should be minimized for the brilliance 

to be high. The source size is limited by the diffraction limit, if the source size is smaller than that, it 

will increase the angular divergence, so it also sets a limit to the emittance and, in turn, the brilliance.  

MAX IV, the first diffraction-limited storage ring in the world, was commissioned and ready for its first 

experiment in 2016. The storage ring has a new design that reduces the emittance of the electron beam, 

and in turn, the emittance of the X-ray beams. The facility consists of two storage rings, one with electron 

energies of 3 GeV for hard X-ray experiments and one at 1.5 GeV for soft X-ray experiments. Several 

synchrotrons around the world are planning to update to the DLSR design. MAX IV also have plans to 

expand the facility with a free-electron laser (FEL), which can deliver pulsed X-ray beams for 

investigations of time-resolved processes.  
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3.2 X-ray focusing optics 

To produce an image of a nanostructure, we need to scan it with an X-ray beam that is in the same order 

of magnitude in size as the object. When the X-ray beam is produced in the storage ring and enters a 

beamlines’ front end, it is polychromatic. To make it coherent in wavelength, it is sent through a 

monochromator to select a certain wavelength and bandwidth. Most often, this is done with a crystal 

that diffracts a certain wavelength in one direction, according to Braggs law Eq. (12). Next, to scale 

down the beam, one could use slits and pinholes, but this would waste most of the flux. Instead, we want 

to focus the beam to the nanoscale. The challenge of focusing an X-ray beam, in contrast to an optical 

beam, comes from the fact that the refractive index is very close to one. There are three types of 

elements: diffractive, refractive, and reflective.  

In the diffractive class are Fresnel zone plates (FZPs, or zone plates), which consist of a circular plate 

with concentric rings on top, forming a kind of diffraction grating. Every other ring is phase shifting or 

absorbing, making incoming X-rays diffract at the interfaces. Each ring has a decreasing width, starting 

with the thickest at the centre. The resolution is given by the size of the outermost ring. At each interface, 

the X-rays are diffracted with a different angle. X-rays of the same wavelength are divided in diffracted 

orders m outgoing in discrete angles. The decreasing size of the rings makes each order exit the grating 

with a larger angle. The radiuses of the interfaces are determined in such a way that the orders interfere 

constructively at a focus spot. Different wavelengths will diffract to different focus spots. Typically, 

only the focus from the first order of diffraction is kept, while the others are removed with a beam stop 

or other apertures. A big part of the beam intensity will therefore be lost.  

Compound refractive lenses (CRLs) is an element that, despite the low refractive index of X-rays, use 

refraction to focus the beam. As mentioned in chapter 2, Snell’s law explains why a convex lens focuses 

optical light, while for X-rays, it is the concave lens that focuses. With a low refracting index, one would 

normally require a very long focal length (~100 m) to focus the beam [28]. To overcome this, the CRL 

consists of a series of concave lenses with small curvatures, where each succeeding lens increases the 

focus. The lenses are formed by making a series of holes in a block of low absorbing material. The 

material between the holes forms the lenses.  

 

Figure. 4 An X-ray beam focused with a set of KB mirrors, one mirror focusing vertically and one horizontally.  

The focusing method used in this work was of the reflective kind. Kirkpatrick-Baez (KB mirrors) [29] 

are a pair of concave curved mirrors, see Fig. 4. One mirror focuses vertically and one horizontally to a 

single focus point. For the material to work as mirrors, the incidence angle must be below the critical 

angle, Eq. (5). The curving of the mirror is slight so that the surface can be seen as flat locally, and the 

equation is still valid [30]. The mirrors consist of a layer of material coated with a high electron density 

material like gold or iridium. The δ in Eq. (5) is proportional to electron density so that a high electron 

density will increase the critical angle, making the experimental gracing incidence setup easier to 

achieve. The advantage of using KB mirrors or other reflective elements is that if high reflectivity can 

be achieved, the efficiency is very high. Unlike FZPs and CRLs, the beam position is the same for all 

energies since the focusing is achromatic.  
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4 Spatially resolved strain mapping  

In the previous chapter, it was explained how a synchrotron X-ray beam can be focused to the nanoscale. 

It is now possible to resolve variations inside single NWs, by scanning the X-ray beam over the NW. 

By detecting the Bragg diffraction, information about the local strain will be encoded in the signal. In 

this chapter, we will describe how the strain information can be extracted to produce high-resolution 

strain maps from a scanning XRD experiment.  

4.1 X-ray diffraction from strained crystals 

4.1.1 Strain 

In chapter 2, we discussed the structures of crystals and how they are built up by units that are equally 

spaced on a lattice. In general, however, crystals are not perfect but distorted in different ways. The 

lattice can, for example, be tilted, or there might be a unit or atom missing in the lattice, which is called 

a vacancy. If the lattice is stretched or compressed so that the lattice points deviate from the ideal lattice 

points, then the lattice is strained.  

Strain is typically modelled with a linear elasticity model, also in nanostructures. The model is based on 

Hooks law of elasticity, 𝐹 = 𝑘𝑥, which says that there is a linear relationship between the applied force 

F to the object and the displacement x with a proportionality constant k that depends on the object. This 

is valid as long as x is small. The displacements investigated in paper I and II are a fraction of the lattice 

constants and are therefore valid under this assumption.  

As a simple example of elastic strain, imagine a rod originally with length l0 that is fixed to the wall in 

one end while pulled in one end with a force F. By the force, it is displaced to the length l. The magnitude 

of the displacement will depend on the elasticity of the rod. In the elastic approximation, when the force 

is removed, the displacement goes back to zero. It is useful to relate this to the concepts of stress and 

strain. In the example of the rod, the force is applied normal to the rod’s cross-section A. The stress is 

the force per unit area 𝜎 =
𝐹

𝐴
 while the strain is the relative displacement 𝜖𝑥 =

𝑙−𝑙0

𝑙0
, which in the limit 

of small displacements becomes the derivative. From this equation, we see that strain is a dimensionless 

quantity. It is positive if it is stretched and negative if it is compressed. When stretching the rod along 

x, it will also contract along y and z to preserve the volume. The relation is given by Poisson’s ratio ν 

such that: 

𝜖𝑖 = ν𝜖𝑗  (18) 

In a more general description of strain, we first introduce the concept of the displacement field 𝒖(𝒓), 

describing the displacements from the ideal lattice. Here, 𝒖(𝒓) is a three-dimensional vector field so 

that each point in space is attributed to a vector that describes the direction and magnitude of the 

displacement in that point. After displacement, an atom that used to be at r will now be at 𝒓′ = 𝒓 +
𝒖(𝒓). The strain is related to the displacement field by 

𝜖𝑖𝑗 =
1

2
(

𝑑𝒖𝑗

𝑑𝑥𝑖
+

𝑑𝒖𝑖

𝑑𝑥𝑗
 )  (19) 
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where 𝜖𝑖𝑗 = 𝜖𝑗𝑖 so that there are six independent components completely describing the strain state: 

(𝜖𝑥𝑥, 𝜖𝑥𝑦, 𝜖𝑥𝑧, 𝜖𝑦𝑦, 𝜖𝑦𝑧, 𝜖𝑧𝑧). Note the discrepancy between displacement and strain; a crystal is 

displaced when a wedding ring is moved from one finger to the another, but that does not mean it is 

strained; the atoms are still in the same place relative to each other. Adding a constant term doesn’t 

change the derivative. 

4.1.2 Strain origins: strain from a lattice mismatch 

Strain in nanostructures can have many origins, for example, from mechanical force or piezo-electric 

fields. Crystal distortions such as dislocations lead to strain around the dislocation. In paper I, the strain 

comes from the heterostructure lattice mismatch, see the discussion below. In paper II, the strain instead 

comes from the metal contacts attached to the NW. The NW is contacted in both ends, which strains and 

bends the NW. In both papers, there is also some strain originating from the junction between the gold 

seed particle and the rest of the NW.   

 

Figure 5 Two materials A and B (left) with lattice constants aA > aB form a heterostructure (right). The heterojunction is indicated with two arrows in 
the heterostructure to the right.  

An axial NW heterostructure is formed by growing two materials, A and B, on top of each other, see 

Fig. 5. Because they have different lattice constants aA and aB, their lattices do not match. At the 

interface, the lattices need to adjust to each other to form a continuous material. Hence, the materials 

will be strained at the interface. If aA and ab are too different, the mismatch strain can be released by 

forming one or more dislocations (this is not elastic relaxation). The initial lattice mismatch strain, in 

the absence of dislocations, is given by: 

𝜖𝑚𝑖𝑠𝑚𝑎𝑡𝑐ℎ =
𝑎𝐴−𝑎𝐵

𝑎𝐵
 (20) 

From the interface, the lattice mismatch strain will be gradually relaxed, and at some distance, the 

materials will be relaxed or unstrained. The material will try to preserve its volume, so a strain at the 

interface will also give an opposite strain normal to the interface that follows Poisson’s ratio, Eq. (18). 

If aA > aB, material A will relax by compressing the lattice at the heterojunction axis and expand normal 

to the heterojunction. The opposite will be true for material B.  

4.1.3 Diffraction 

As we saw in Eq. (15), the scattering amplitude from a crystal will be non-zero when the Laue condition 

is fulfilled. If there is a presence of strain, the lattice vector R will be locally shifted by the displacement 
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field 𝑹′(𝒓) = 𝑹 + 𝒖(𝒓). As the reciprocal space vector 𝑮ℎ𝑘𝑙 is related to R, 𝑮ℎ𝑘𝑙 will also be shifted. 

The shift that the displacement field induces will appear in the scattering amplitude as an additional 

phase factor 𝑒𝑖𝑮𝒉𝒌𝒍⋅𝒖(𝒓). Depending on how 𝒖(𝒓) changes locally in the crystal, the Laue condition will 

be fulfilled at slightly different Q-vectors.  

The effects from strain and lattice tilt on the Bragg peak in reciprocal space are illustrated in Fig. 6. Fig. 

6 (a) shows a reference lattice with lattice plane distance d. In Fig. 6 (b), d is slightly smaller; the crystal 

is uniformly compressed in one direction. Strain changes the length of 𝑮ℎ𝑘𝑙, see Eq. (17). The lattice 

can be either stretched (tensile strain) or compressed. This will make 𝑮ℎ𝑘𝑙 shorter and longer, 

respectively. Tilt is when the lattice is rotated; this will shift the position of the Bragg peak, Fig. 6 c). A 

rotation of the real space lattice corresponds to a rotation of the reciprocal lattice. Note that the strains 

and tilts in Fig. 6 are exaggerated for clarity. The task in scanning XRD is to track the movement of the 

Bragg peak in 3D space for each point on a measurement grid, and with that, track the change in strain 

and tilt.  

  

Figure 6 a) A reference lattice and the reciprocal lattice vector b) a compressive strain of the lattice elongates the reciprocal lattice vector and hence 
moves the position of the Bragg peak in reciprocal space. Tensile strain would instead shorten the reciprocal lattice vector. c) a tilted lattice tilts the 
reciprocal lattice vector. 

For an infinite and perfect crystal in Bragg condition, the Bragg peak from the scattered probe will not 

have any extension. If the crystal is finite, i.e., if it fits inside the probing illumination, the Bragg peak 

will have a finite width and fringes. Non-uniform strain is when the displacement changes in the crystal. 

Non-uniform strain within the footprint of the probe will spread out the Bragg peak. The shape of the 

crystal will be encoded in the extension of the Bragg peak.  

A simulated diffraction peak of a 2D box is illustrated in Fig. 7. The box image in Fig. 7 (a) is multiplied 

with a plane wave and propagated to the far-field with a Fourier transform. The Fourier transform is 

normalized to match with the number of photons in a typical nanoprobe (109), and Poisson noise is 

applied to replicate the experimental noise. The resulting simulated diffraction pattern is seen in Fig. 7 

(b). The edges of the box give the fringes in the diffraction pattern. From the width of the fringes, the 

size of the object can be calculated. 

 

Figure 7 A simulated diffraction pattern from a 170 nm box. In a) the box and in b) the simulated diffraction pattern.  
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4.2 Scanning X-ray nano-diffraction 

4.2.1 Experimental 

The principle of a scanning XRD setup is sketched in Fig. 8. The nanofocused probe is scanned over the 

sample, or equivalently, the sample is scanned in the beam. The pixelated detector in the far-field covers 

two axes in reciprocal space with a resolution determined by the detector pixel size. The third axis is 

sampled by rotating the sample in small angular steps along the so-called ‘rocking curve’. The curve is 

in the range of a few degrees to sample a single Bragg peak. This gives the third axis in reciprocal space, 

with a pixel size determined by the angular step size.  

 

Figure 8 X-ray scanning diffraction measurement setup. The sample is put in the focus of a nanofocused X-ray beam. In the far-field, there is a 
pixelated detector at the Bragg diffracted beam. A number of lateral scanning positions are indicated on the sample. 

4.2.2 Scanning X-ray nano-diffraction of NWs 

Previously, ensembles of nanocrystals could be studied with X-ray diffraction [31, 32]. Ensemble data 

gives statistics on collections of crystals grown on the same sample, such as crystal structure and 

morphology, but little information about variation between or within single nanostructures. With the 

recent development in nanoscale focusing of synchrotron X-ray beams, it is possible to measure single 

NWs [17] and furter, to resolve variations inside nanostructures by scanning the X-ray beam over the 

sample. X-ray nano-diffraction is a popular tool [33] to probe properties also in other materials, e.g.: 

strain in thin films [34], strain in single grains in polycrystal solar cells [35] and ferroelastic domains in 

perovskite NWs [36]. 

Scanning nano-XRD has been used to resolve strain variations in single semiconductor NWs with a 

relative sensitivity of 10-4-10-5 and spatial resolution of 50-100 nm [15, 16]. For heterostructures, 

scanning nano-XRD has been demonstrated on core-shell NWs [16, 37] and for axial heterostructures 

in paper I and ref. [22]. As mentioned earlier, processing of NWs to form electronic devices such as 

transistors or solar cells can strain the NW. Strain in NW devices have been investigated with scanning 

nano-XRD in, for example, ref. [21] and a tunnel field-effect transistor, constructed from an embedded 

axial NW heterostructure, was mapped with a resolution of 50 nm in ref. [22], performed at MAX IV.   

Both experiments in paper I and II were done at MAX IV, which, with the first DLSR design, has a 

great leap in brilliance compared to other available sources [38]. In paper I, we performed the very first 

nano-diffraction experiment at NanoMAX and demonstrate high-resolution strain maps of InP segments 

in an axial heterostructure GaxIn1-xP NW, a material of high interest for photovoltaics. In the same 

measurement, we are probing several InP segments of different lengths and relate the mismatch strain 
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to segment lengths. Such a structural investigation on segment lengths dependence on strain in axial 

heterostructured NW has, to the best of our knowledge, not been done before. In paper II, we combined 

nano-XRD with XRF and electrical measurements of a contacted InP NW. The strain in the NW is 

resolved at the same time as the band structure is probed with the electrical measurements and the 

composition with XRF.  

A way to circumvent the limitation in spatial resolution has been developed with coherent methods. The 

displacement field is encoded in the phase of the scattered intensity, but what we measure on the detector 

is the amplitude and not the phase. With coherent methods, the phase can be retrieved by the use of 

iterative algorithms [39] by oversampling of diffraction patterns as predicted by Sayre in 1952 ref. [40]. 

With coherent methods, the resolution is no longer limited by the size of the beam. The typical resolution 

is 8-10 nm. The drawback with coherent methods is the complexity in the analysis and the higher 

demands on the experiment.  

For extended objects, this coherent method is called ptychography, and in Bragg mode, Bragg 

ptychography. In ref. [41], the 3D resolved strain was mapped in a single InGaAs NW by means of 

Bragg projection ptychography, a form of Bragg ptychography. A few other demonstrations of Bragg 

ptychography has been shown in, for example, ref. [42-44]. In CDI and Bragg CDI, the object is fully 

enclosed in the beam. The object is less oversampled, but the experiment is simplified. Demonstration 

of strain imaging in NWs is demonstrated in, for example [45] with multiple reflections and in [19] 

under applied voltage.  



17 

 

5 Scanning XRD of GaInP-InP nanowires 

GaxIn1−xP is a promising material for NW-based photovoltaics and light-emitting devices, as its bandgap 

can be adjusted from the near-infrared region to the middle of the visible spectra. The bandgap is tuned 

by changing the relative amount of Ga and In. In the range x < 0.74, it has a direct bandgap which is 

beneficial for photovoltaics. The composition gradient of GaxIn1-xP NW was previously studied with 

XRD as an ensemble [31]. In paper I, we investigated the strain distribution within a single NW with 

scanning XRD. We study a GaxIn1-xP NW with 5 InP segments of different lengths. We measure how 

the strain changes depending on segment length and find that it strongly affects both the average strain 

and the strain distribution. 

In this chapter, we first briefly describe the manufacturing and the structure of these types of NWs. Then 

follows a description of the experimental setup and how the scanning XRD measurements were done. 

Next, a model of the heterostructure as an elastic strain problem solved with a finite element modelling 

(FEM) in the software COMSOL is demonstrated. The chapter ends with the experimental results and a 

comparison with the FEM model. 

5.1 InP-InGaP nanowire samples  

The NWs in this experiment are around 170 nm in diameter and 2-3 um long. They are axial 

heterostructures with five segments of InP in a GaInP NW, see Fig. 9. The average amount of Ga in the 

GaInP is x = 21%. The InP and GaInP lattice constants are aInP = 5.8687 Å and 𝑎𝐺𝑎0.21𝐼𝑛0.79𝑃 = 5.7809 

Å, which amounts to a lattice mismatch of ε = 1.5%.  

The nanowires are grown from gold seed particles with vapour-liquid solid growth, see the as-grown 

NWs in a scanning electron microscopy (SEM) image in Fig. 9(a). This is a technique to produce III-V 

nanostructures, where the structure grows layer by layer from a liquid gold droplet. Gold seed particles 

are placed on a regular grid on a substrate. The gold becomes liquid at the growth temperature. The III-

V precursors are injected into the growth chamber in vapor form and crystallize at the interface of the 

gold droplet. The NWs grow in a zinc blende crystal structure with the (111) crystal planes orthogonal 

to the long axis. The NWs grow upright, but for the experiment, we want them lying flat on the substrate. 

In this way, it is possible to measure one isolated NW at a time. From the growing-substrate, some of 

the NWs were transferred to an empty Si3N4 membrane substrate to lie flat in a random fashion.  

A high angle annular dark field scanning transmission electron microscopy (HAADF-STEM) image of 

a single NW from this sample batch is shown in Fig. 9 (c). With this method, the denser InP segments 

are brighter. 

5.2 Experimental setup and measurements 

We performed the strain mapping experiment at the NanoMAX beamline at MAX IV in Lund. Before 

the scanning XRD measurements, the X-ray beam was characterized using ptychography. Ptychography 

in transmission mode gives high-resolution images of both sample and the beam. This was done on a 

well-known test sample, a Siemens star, and a pixel detector in transmission. The KB mirror focus size 

was 90 nm, with an energy of 9.49 keV and a flux of 109 photons/s. 
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Using optical microscopes at the beamlines’ experimental station, the Si3Ni4 substrate was positioned in 

the X-ray beam using the sample stage motors. A single NW is difficult to see in the optical microscope, 

so it was aligned in the beam focus using the In and Au signal from an XRF detector. We made sure that 

the NW was in the centre of rotation of the sample stage so that it did not go out of focus when rotated. 

The NW was then rotated to the long axis (111) Bragg condition with approximate InP Bragg angle, 8°, 

and the rotation angle was fine-tuned by searching for the diffracted signal on a pixel detector at angle 

2θ, Fig. 9 (e). The Bragg detector was put at a distance far away enough to be in the far-field and close 

enough to receive a strong signal with both the InP and the GaInP visible on the detector. Due to the 

smaller lattice constant, the GaInP segments scatter at a higher angle, see Fig. 9 (d). 

This concluded the preparations for the strain mapping measurement. For the strain mapping, we 

scanned the NW with 2D scans while measuring the diffraction. We rotated the sample stage 51 times 

in steps of 0.02 degrees and repeated the scanning for each rotation. In this way, we measured a 3D 

Bragg peak in the far-field at each measurement point. The detector in transmission simultaneously 

captured the transmitted signal from the NW. From that signal, we could track the real-space position 

of the NW for each rotation. 

The measurements were taken in fly-scanning mode, which means that the detector images are taken 

while the sample is moving. The piezo-electric stage moves the sample at a constant speed, and the 

detector is triggered with a certain frequency. In this way, the ‘dead time’ of the detector, the time it 

takes for the motors to start and stop, is removed. The measurements can be made much faster but at the 

cost of a blurring effect of the frames. On the other hand, it could be advantageous for the sample 

position stability not to let the piezo motors stop and restart. A single frame was taken during the 

acquisition time of 0.12 s. 

 

Figure 9 (a) The NWs as-grown vertically from the substrate, shown in a SEM image. (b) Sketch of the NW. (c) HAADF-STEM image of a NW from 
this sample batch. (d) An example of diffraction from a set of measurement points The InP and GaInP Bragg peaks were captured simultaneously 
on the Bragg detector. The InP has a higher lattice constant and appears at a lower Bragg angle than GaInP. (e) The measurement geometry. The 
inset shows the lattice tilt α. Figure from paper I. 

5.3 Strain mapping analysis 

In short, the strain mapping analysis tracks the position of a Bragg peak in 3D reciprocal space. If the 

lattice is contracted or stretched at a point on the NW, the scattering vector Q is stretched or contracted. 

That will be seen as a movement on the detector, mainly along the q1 axis, see Fig. 9 (d). If the lattice is 

tilted, the angle of Q will change. The analysis was performed for the InP and GaInP Bragg peaks, 

separated by using a region of interest on the detector frames.  
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When looking at the transmission data from each 2D scan, we saw that there was systematic and 

unsystematic drift of the sample between rotations. These drifts were compensated for when putting 

together the 3D volumes of diffraction data. With that, some of the measurement frames were discarded, 

and only the three largest InP segments, with surrounding GaInP maps, are included in the strain maps.  

Each point in the 2D scan sampled a slice of a 3D Bragg peak. The slices are not normal to z, but at 

angle θ. That means that the measurement coordinate system (q1, q2, q3), Fig. 9 (a), is not orthogonal but 

skewed. In the analysis, the 2D slices were out together to 3D and then converted to a Cartesian 

coordinate system. For each 3D data volume, we calculate the centre of mass (COM). The voxel (3D 

pixel) in the COM is translated to a coordinate in reciprocal space.  

The lattice constant a was calculated from the length of the Q-vector. The strain maps were calculated 

as the change in lattice constant compared with the mean value in the map, 〈𝑎〉: 𝜖𝑎𝑥𝑖𝑎𝑙 = (𝑎 − 〈𝑎〉)/〈𝑎〉. 
The lattice tilts were calculated from the Q-vector as  

𝛼 = sin−1 𝑞𝑦

|𝑸|
  (19) 

and 

𝛽 = tan−1 𝑞𝑥

𝑞𝑧
 (20) 

5.4 FEM simulations in COMSOL 

We wanted to confirm the results from the experiment and help explain the features with a simulation. 

To do this, we set up a linear elasticity 3D model in the software COMSOL Multiphysics. In short, 

COMSOL can solve problems that are governed by partial differential equations using FEM. We 

employed the COMSOL module ‘solid mechanics’, which can simulate deformation, stress and strain 

in solids. With FEM, the problem is solved by dividing up the 3D body into “finite elements”. The 

problem becomes a set of differential equations to be solved for each element, with the requirement that 

the solution is continuous between elements. We modelled the displacement field in a heterostructure 

NW from initial mismatch strain, as a linear elasticity problem, as discussed in Chap. 4.1.2. Next, I will 

discuss some of the practical aspects of implementing the model in COMSOL.  

In COMSOL, the geometry of the 3D NW with its segments was set up, and each segment was attributed 

with its material. Here, the materials are defined by their properties: Density, Young’s modulus, and 

Poisson ratio, which were taken from ref. [46]. The NW is defined to be isotropic, which means that the 

approximation that its physical properties, such as the ones just listed, do not depend on the direction. 

The FEM grid was automatically generated by COMSOL and had typical element lengths of about one 

nanometer. To achieve a converging solution, the 3D body cannot be defined to be anywhere in space, 

so a boundary condition that one of the ends of the NW was fixed was employed.  

Zooming in on a single InP segment in the NW, then we have a InP segment sandwiched between two 

GaInP segments. We define the initial strain in COMSOL from the lattice constants 𝑎𝐼𝑛𝑃 and 𝑎𝐼𝑛𝐺𝑎𝑃 

with Eq. 20. The InP segment has a larger lattice constant than the GaInP segments, so the initial strain 

is positive. To calculate the lattice constant for GaInP, we used Vegard’s law used for composite 

materials: 

𝑎𝐴1−𝑥𝐵𝑥
= (1 − 𝑥)𝑎𝐴 + 𝑥𝑎𝐵 (21) 

where x is the amount of material B in % in the composite material made up of A and B. 

5.4.1 Diffraction images from simulated displacements 
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There are a few further steps between the ideal FEM simulations and the strain maps. It can be beneficial 

to go through each step with ideal simulated data, which makes it easier to discover errors and mistakes. 

Furthermore, the numerical calculation of the strain maps involves a few approximations. Following the 

same procedure for the simulated data as the experimental, the same approximations are made 

equivalently for the experimental and simulated strain maps.  

The output from the COMSOL simulation is the displacement field u(r) at a set of data points, defined 

by the COMSOL object mesh. This mesh is a non-regular pattern that is unsuitable for the discrete fast 

Fourier transforms (FFT) needed for the diffraction simulations. Therefore, these data points were 

interpolated on a regular object grid that was defined to replicate the measurement. The field of view 

(FOV) in reciprocal space for each measurement point is defined by the number of pixels on the detector 

that is used for analysis, the detector pixel size, the energy of the X-ray beam, and the distance to the 

detector. Adding the FOV to each measurement point gives the full measurement grid.  

The X-ray beam profile was taken from the ptychographic measurement and extruded to 3D. With a 

nano-focused probe, the diffraction pattern in the far-field depends on both the probe profile and the 

object; this is further discussed in paper I.  The product of the 3D probe and 3D object was propagated 

to the far-field with a 3D FFT. Next, we added Poisson noise to replicate the measured data. At this 

point, we had 3D diffraction patterns that replicated the measured diffraction data, and the strain 

mapping procedure was performed in the same way as for the measured data. 

 

Figure 10 A 2D cut of a simulated Bragg peak from a 2D box. In a) Bragg peak from an unstrained segment b) Bragg peak from a segment 
strained by lattice mismatch.  

The effect of strain on a diffraction pattern is illustrated with a simulation in Fig. 10. In this illustration, 

the illumination has been simplified to a plane wave. Fig. 7 (a) displays the FFT of a 2D box illustrating 

how diffraction from an isolated InP segment that is thus unstrained would look.  In Fig. 10 (b), is the 

FFT of a 2D box with strain, illustrating a segment in the NW strained by the lattice mismatch. The 

diffraction peak becomes bent to an arc shape. This shape is also found in the experimental data, see 

Fig. 9 (d). The angle of the bending follows the strength of the strain field. For a stronger strain field, 

the bending angle is increased. The bending direction depends on the sign of the strain field, i.e., if it is 

tensile or compressive. This is why, in Fig. 9 (d), the InP and InGaP are bent in different directions.  

5.5 Results and discussion 

Fig. 11 (a) shows the results of the experimental strain mapping, with the InP results (left) and the GaInP 

results (right). The top maps show the total scattered intensity on the Bragg detector in each 

measurement point on the 2D grid. The beam is 90 nm, but that is the full width half maximum. The 

probe has tails away from the centre, which is why we observe some scattered intensity outside the 

segments. From the axial strain maps, we observe a relative difference in strain, on average, 1.5% 

between the InP and the GaInP. Furthermore, we can resolve differences within each segment as well 
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as strain gradients along the NW. Overall, we can observe variations in strain as small as 10-4. In Fig. 

11 (b), the corresponding simulated strain maps are displayed. 

As GaInP has a smaller lattice constant than InP, we expect the radial strain in the InP segments to be 

compressive, and therefore the measured axial strain to be tensile (expansive). What we measure is a bit 

more complex. For the 170 nm segment, we see tensile strain close to the interfaces but also a sign-shift 

to compressive strain in the centre. That the lattice mismatch is relaxed mostly at the surface is confirmed 

with the FEM simulations and has also been previously theoretically predicted, as well as a sign-shift to 

compressive strain in the centre.  

The range of strain is larger in the GaInP map, 0.42%, than in the InP map, 0.14%. The larger strain 

variation in GaInP is most likely due to a gradient in composition, x, with more Ga close to the Au 

particle. This has been previously reported [47, 48] and is due to conditions in the growing process. 

From the measured lattice constants and Vigard’s law, we calculate that the composition changes from 

x=19% to x=23%, in agreement with previous scanning XRF measurements [47]. 

The strain increases with decreasing segment length so that the smallest segment has the same lattice 

constant as GaInP almost throughout. Since we measured a gradient in Ga composition between the 

GaInP segments, it is hard to distinguish that effect on the strain difference between InP segments from 

the changes from segment lengths. Here, we take help from the simulations for the interpretation. We 

find a similar view of the difference in strain between the InP segments. Since the composition gradient 

is not included in the simulation, this implies that the difference we see in the measurement is coming 

from segment lengths.  

We observe axial asymmetry in the strain in the InP segments, where the strain minima are shifted to 

the right of the centre, compared to simulations. Within the GaInP segments, the maximum relative 

strains are shifted to the left (reversed compared to the overall gradient). In comparison to the simulation, 

we attribute this to the Ga gradient over the GaInP segments. 

The lattice tilts α shows a cross-shaped profile in each segment. The signs and magnitude of α match 

between the InP and GaInP segments. The result is very similar to the simulated result. We observe no 

overall gradient in alpha, which means that the NW is straight and not curved in the substrate plane. If 

it was curved, the simulated map would not be as similar. The beta maps show a change from negative 

to positive and back to negative, which would correspond to a slight arc shape of the NW, pointing out 

from the substrate. There are higher insecurities in these maps since it is along the rotation axis; it is less 

sampled in the measurement.  



22 

 

 

Figure 11 Experimental and simulated strain mapping of a single axial heterostructure with the InP analysis to the left and the GaInP to the right. 
(a) Experimental strain maps. From top to bottom: total scattered intensity in Bragg, axial strain, in-plane tilt, α, out of plane tilt, β. (b) the 
corresponding maps for simulated data. Figure from paper I. 
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6 Multimode X-ray measurements at the 

NanoMAX beamline 

X-rays are non-invasive and highly penetrable, and several complementary techniques can be measured 

at once. In paper II, we demonstrate a multimode setup at the NanoMAX beamline to investigate 

compositions, morphology, crystal structure and electrical response of a NW device. With an XRF 

detector close to the sample, a pixelated detector in Bragg condition and one in transmission, three X-

ray techniques are collected in one measurement: XRF, scanning transmission X-ray microscopy 

(STXM) and scanning XRD. By connecting the NW device to an amperemeter and voltage source, a 

fourth technique, X-ray beam induced current (XBIC), is included. The setup is tested on a InP NW 

device. In this chapter, I will briefly explain the function of the device and go through the techniques 

that were used to investigate it. Then I will summarize the experiment and the results, focusing on the 

scanning XRD and the resulting strain maps.  

6.1 Four complimentary X-ray techniques 

While the scanning XRD technique is discussed thoroughly throughout the thesis, the other three 

techniques deserve a little more discussion. To understand the usefulness of the XBIC, a little 

background on solar cell nanowire devices is necessary.  

The InP NW device is p-i-n doped, which means it is a pn-junction with an extra wide i-region, or 

depletion region. That makes it suitable for use as a solar cell device. When photons are absorbed in the 

depletion region, an electron-hole pair is created, and the internal electric field of the depletion region 

drives the hole and electron to opposite directions, resulting in a current in one direction. XBIC is a 

technique that can measure the response to light in the depletion region by using X-rays as a light source. 

The number of electron-hole pairs that are created, and where they are created, can be established. 

Similar techniques exist that use other probes, i.e., electrons and laser light. The advantages with X-rays 

are that they have higher penetration length, they can be focused, and at a synchrotron beamline there 

are possibilities to vary the intensity and energy. A thorough description of the use of XBIC as a measure 

of the electrical qualities of a NW device can be found in ref. [49]. 

The XRF signal is a spectrum where each peak corresponds to an atomic transition. The energy of the 

transition is a signature of the element it is originating from. By measuring the XRF signal while 

scanning the device with a nanofocused beam, the variations in composition can be mapped out as an 

XRF image, by selecting the peak of interest from the spectrum. If peaks from different emissions 

overlap, they need to be separated by peak fitting. It is also possible to get the absolute concentrations 

of elements if the XRF peaks are examined thoroughly [47]. This can both be done using software for 

XRF peak fitting, such as PyMca. 

The STXM signal is the transmitted beam taken after absorption of the sample. Different modes can be 

extracted from this signal to enhance the contrast. The total transmitted signal is often called the bright 

field, while the deflected beam is called dark field. A third contrast mode, the differential phase contrast 

(DPC), can be found by looking at gradients in the image. The dark field and DPC show gradients in the 

sample that deflect the beam, such as thickness variation.  
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Figure 12 Multimode setup for simultaneously measuring XRF, STXM, scanning XRD and XBIC with a nanofocused probe at the NanoMAX 
beamline. The sample stage is on a piezo motor that can translate the sample vertically and horizontally. The sample is a contacted InP NW device 
that is contacted to a voltage source in one end and an ammeter in the other. The voltage source can be used to apply a bias over the device. 
[Figure from paper II] 

6.2 Experimental setup and measurements 

This multimode setup was developed at the NanoMAX beamline at MAX IV. The energy of the X-ray 

beam was 15 keV, and it was focused with a KB-mirror setup to 50 nm. The NW was scanned by moving 

the sample stage on a 2D grid with 50 nm steps using piezo-electric motors; see the setup in Fig. 12. To 

reduce the overhead time, the measurement was taken in fly-scanning mode, that is, the detectors were 

triggered at fixed acquisition time while the x-motor was moving continuously. This results in a blurring 

of the images in x, but on the other hand, sample drift due to the settling of the piezo motors is reduced. 

For the scanning XRD measurement, another NW was found on the sample and rotated so that the Bragg 

peak of InP was in line with the XRD detector. We repeated the 2D scanning for 51 angles around the 

Bragg peak, separated by 0.02 degrees, similar to paper I. The STXM, XRF and XBIC signals were 

collected simultaneously. In the analysis, the XRF maps were used to compensate for a small drift 

between the rotations. Next, a 3D reciprocal diffraction was put together for each scanning position. The 

position of the Bragg peak was found with reciprocal space mapping by calculating the centre of mass 

of the Bragg peak in each scanning position. A more thorough discussion about strain mapping analysis 

is discussed in Chapter 5. 
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Figure 13 A demonstration of the multimode setup using three techniques. A sketch of the NW is shown on top, and the three regions of the NW 
are indicated with white dashed lines in each map. (a) STXM data with DPC analysis with the edges of the contacts and the contours of the NW 
clearly visible. (b) XRF map with the contacts visible in the Au signal (green) and the NW identified with the In signal (blue). (c) XBIC signal. The 
signal is coming from the depletion region in the p-i-n junction. [Figure from paper II] 

6.3 Results and discussion 

The STXM, XRF and XBIC signal from a NW can be seen in Fig. 13 with 50 nm resolution. The XBIC 

signal in Fig. 13 (c) shows a signal originating in the depletion region. The exact origin can be found by 

looking at the other two maps. In Fig. 13 (a), the contact edges and the NW can be seen, with stronger 

contrast in the NW edge coming from the gold seed particle. In the XRF map, Fig. 13 (b), the signal 

from the contacts is coming from gold emission, and the signal from the NW is coming from indium. 

The position of the XBIC signal can be measured from the gold particle in the XRF map. 

The XBIC signal shows the current coming from excitations induced by the X-rays. By measuring the 

XBIC current, the number of charge carriers generated by the X-ray beam was calculated. The 

asymmetry in the signal is due to an asymmetry in the doping profile [50]. 

The scanning XRD measurement was done on a similar NW, see Fig. 14. The contacts are visible in 

blue and the NW in green in the XRF map, Fig. 14 (a). The summed intensity in each scanning position 

is shown in Fig. 14 (b), corresponding to a STXM map in Bragg mode. There is a gap in intensity in the 

left half of the NW since the angular range was not enough to capture the signal in that area due to the 

bending of the NW explained further below.   

The NW is strained in a range of about 0.1%. The NW is not a heterostructure as in the previous chapter 

but is strained by the contacts so that the lattice is compressed at the edges under the contacts and 

stretched in the areas in between. Variations in strain as small as 0.01% (10-4) were observed. 

With this analysis, we can observe the tilts of the NW, Fig. 14 (d-e), which gives the complete picture 

of the NW morphology. The tilt β, shows that the NW is bent in an arc pointing up from the substrate, 

in the area between the contacts. This has been previously shown in simulations to be caused by the 

contacts holding down the edges [19] and reported from other experiments [21]. A smaller bending is 
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seen in the substrate plane, α, in Fig. 14 (d). The observation from the tilts, that the contacts have affected 

the NW lattice, help explain the features in the strain map. 

 

 

 

Figure 14 Scanning XRD and XRF from a contacted InP NW, similar to the one in Fig. 12. (a) XRF map with the contacts visible in the Au signal 
(blue) and the NW in the In signal (green) (b) the summed up intensity in each position on the 2D grid. The gap in intensity between x 1.0 and 1.5 
μm originates from that the NW was bend and the measurement range was too narrow to fit the complete angular range (c) Strain map of the 
diffracted InP signal. (d) The crystal lattice tilts around the optical axis, α. (e) The lattice tilt around the vertical axis, β. 
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7 Conclusions and outlook 

In this thesis, we have used scanning X-ray diffraction to produce high resolution strain maps of 

nanowire axial heterostructure and a contacted device, performed at the first diffraction limited storage 

ring, MAX IV. We performed the first scanning diffraction experiment at the NanoMAX beamline as a 

part of commissioning of the beamline. 

In paper I, we obtained strain maps with 90 nm resolution and 10-4 relative strain resolution. We saw 

that the strain distribution changed as a function of heterostructure segment length. The largest segment 

showed a complex structure that differs significantly from bulk, as it relaxes more at the surface than 

the center. Furthermore, in paper I, we saw how the model in COMSOL was sufficient to recreate the 

strain distribution from a lattice mismatch in a heterostructure. When discussing the results, we greatly 

benefited from making comparisons to the model. The comparison was made more straightforward 

because we simulated the whole experiment, including using the probe from the experiment and 

decreasing the resolution to produce the strain maps. 

In paper II, we used scanning diffraction as a part of the characterization of a contacted NW device, 

together with XRF and XBIC. We saw that the contacts strained the NW in an expected way. The setup 

can be used for any sort of NW device and with applied voltages which enables future devices to be 

characterized.  

There are a lot of parameters to optimize in a scanning X-ray diffraction measurement. A balance 

between measuring time on one hand and beam damage and sample drift on the other needs to be found. 

A number of parameters determine the total measurement time: acquisition time, the number of scanning 

positions, and the number of angles on the rocking curve. In turn, these parameters will depend on 

energy, the focus size, the flux of the X-ray beam, and the position of the detector. We used a fly-

scanning mode which blurs the image but gives a faster and more stable measurement. We chose the 

detector distance, detector position and the number of angles so that both GaInP and InP Bragg peaks 

could be sampled in the same measurement.  

A straightforward way to improve resolution is to decrease the focus size of the X-ray; the current state 

of the art is 10 nm or slightly below. The ultimate limitation here is the diffraction limit, which is less 

than 0.1 nm. As an alternative route, one can make use of the high coherence of a synchrotron beam and 

get sub-beam resolution with phase retrieval methods. Here, the phase of the diffracted signal is retrieved 

with iterate algorithms, resulting in sub-beam resolution also resolved in 3D. This was further discussed 

in chapter 4. To determine whether to go for scanning XRD or coherent methods depends on the demand 

of resolution, which is weighed against more advanced analysis.  

To conclude, we have demonstrated that scanning X-ray diffraction work as a tool to characterize strain 

in axial nanowire heterostructures. It is a flexible tool that works with a variety of setups and sample 

environments. We have demonstrated that scanning XRD can be combined with XBIC for strain 

mapping along with electric characterization. Furthermore, FEM simulations from an elastic model can 

work as a model for an axial heterostructure. 
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ABSTRACT 
Axially heterostructured nanowires are a promising platform for next generation electronic and optoelectronic devices. Reports 
based on theoretical modeling have predicted more complex strain distributions and increased critical layer thicknesses than in 
thin films, due to lateral strain relaxation at the surface, but the understanding of the growth and strain distributions in these 
complex structures is hampered by the lack of high-resolution characterization techniques. Here, we demonstrate strain mapping 
of an axially segmented GaInP-InP 190 nm diameter nanowire heterostructure using scanning X-ray diffraction. We systematically 
investigate the strain distribution and lattice tilt in three different segment lengths from 45 to 170 nm, obtaining strain maps with 
about 10−4 relative strain sensitivity. The experiments were performed using the 90 nm diameter nanofocus at the NanoMAX 
beamline, taking advantage of the high coherent flux from the first diffraction limited storage ring MAX IV. The experimental results 
are in good agreement with a full simulation of the experiment based on a three-dimensional (3D) finite element model. The largest 
segments show a complex profile, where the lateral strain relaxation at the surface leads to a dome-shaped strain distribution from 
the mismatched interfaces, and a change from tensile to compressive strain within a single segment. The lattice tilt maps show a 
cross-shaped profile with excellent qualitative and quantitative agreement with the simulations. In contrast, the shortest measured 
InP segment is almost fully adapted to the surrounding GaInP segments.  

KEYWORDS 
strain mapping, nanowire, heterostructure, X-ray diffraction (XRD), MAX IV, finite element modeling 

 

1 Introduction 
Semiconductor heterostructures are crucial building blocks for 
most modern electronic and optoelectronic devices. As such, 
extensive research has been devoted to creating tailorable, 
pristine interfaces between semiconductor thin films. However, 
this has been limited to low lattice mismatch materials, as large 
interfacial strain can lead to defect formation and device 
degradation. Nanowire heterostructures on the other hand 
have allowed for the creation of new heterostructures, given 
their high strain tolerance. Nanowires are a class of one- 
dimensional semiconductor nanostructures that are being 
developed for electronics [1–3], photovoltaics [4–6], detectors [7], 
and light emitting devices [8–11], as well as studies of quantum 
physics [12–16]. In addition to new flexibility in heterostructure 
material combinations compared with bulk material, the small 
dimensions of nanowires also result in reduced material usage 
and high scalability. Nanowire synthesis also has more degrees 
of freedom than traditional thin film growth, allowing controlled 
heterostructure formation both axially [17] and radially [18]. 
Heterostructures in the axial direction are particularly interesting 

because they can modify the band structure along the natural 
carrier transport direction, and such nanowires are being 
explored both for fundamental physics [19] as well as for 
devices such as multijunction solar cells [20, 21], tunnel diodes 
[22], tunneling field effect transistors [1], and lasers [23]. 

Given the presence of lattice mismatched interfaces, it is 
critical to understand the strain state at nanowire junctions, 
because the strain can affect the bandgap and the charge carrier 
mobility as well as induce piezoelectric fields. Furthermore, 
while the growth of lattice mismatched heterostructures is quite 
well understood in epitaxial films, nanowire heterostructures 
are more complex. In thin films, defects form when the layer 
exceeds a critical thickness, which is generally problematic 
since they form carrier recombination and scattering centers. 
Theoretical studies have predicted that the strain at the 
interface of an axially heterostructured nanowire could be 
partially accommodated by lateral expansion or compression 
via the free surfaces [24–26], which means that segments with 
larger lattice mismatch than predicted for thin films could be 
grown without defect formation. Simulations based on finite 
element modelling (FEM) have predicted dome-shaped strain 
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distributions at the interface, with maximum strain at the 
radial centre of the nanowire [25, 27]. This three-dimensional 
(3D) strain relaxation becomes comparatively more important 
in thinner nanowires, and for a given misfit, theoretical 
calculations predict a critical radius below which infinitely thick 
layers can be grown defect free [24–26]. However, the theoretical 
models typically ignore experimentally observed complexities 
such as nanowire bending [28], phase segregation [29] and 
interdiffusion [30]. Therefore, quantitative high-resolution strain 
measurements, combined with theoretical calculations, are vital 
for fully understanding axial nanowire heterostructures.  

Experimental characterization of the strain distribution   
in axial nanowire heterostructures is challenging, due to the 
simultaneous requirements of high strain sensitivity and spatial 
resolution. Transmission electron microscopy (TEM) offers 
excellent spatial resolution but limited strain sensitivity, and it 
has therefore been used for studies of axial heterostructures 
with quite large mismatches [30, 31]. The strong interaction  
of electron probes with matter also limits TEM to studies of 
relatively thin nanowires. In comparison, the strain sensitivity 
of X-ray diffraction (XRD) is excellent, typically significantly 
better than TEM, and the long absorption length of hard X-rays 
allows studies of large crystals in a non-destructive manner. 
Traditionally, XRD has had limited real space resolution due 
to the difficulty in making high-quality X-ray optics, but 
development in focusing techniques has given the opportunity 
to focus a highly coherent hard X-ray beam down to the 
nanoscale [32, 33]. These improvements have enabled diffraction 
imaging of single nanocrystal structures to study the strain 
distribution [34–37], detect defects and dislocations [38], as 
well as complete devices [39] under applied voltage [40, 41]. 
Strain mapping of axially heterostructured nanowires with high 
spatial resolution and strain sensitivity has so far not been 
demonstrated, to the best of our knowledge, partially because 
such weakly scattering nanocrystals require an intense X-ray 
nanofocus. However, a new generation of so-called diffraction 

limited storage rings (DLSR) have been developed, which  
offer much higher coherent X-ray fluxes [42] than previous 
synchrotrons.  

Here, we demonstrate high-resolution strain mapping of  
an axially heterostructured GaxIn1−xP-InP nanowire using the 
NanoMAX beamline [43] of the MAX IV facility, the first 
operational DLSR. GaxIn1−xP (hereafter referred to as GaInP) 
is a promising material for photovoltaics and light emitting 
devices, as its bandgap can be adjusted from the near-infrared 
region to the middle of the visible spectra by changing the 
relative amount of Ga and In. We use scanning XRD with a  
90 nm beam to obtain two-dimensional (2D) maps of the 
strain, with about 10−4 relative strain sensitivity, as well as the 
lattice tilt. We probe the strain distribution at different axial 
layer thicknesses within a single nanowire and find that the 
segment length strongly affects both the average strain and  
the strain distribution. The 3D strain profile of the nanowire 
heterostructure was simulated using FEM and the experimental 
data was compared with kinematic scattering simulations 
based on the FEM result and the measured beam profile. The 
measurements of the GaInP segments and the longest InP 
segment verify the theoretically predicted strain distributions, 
where both materials show similar but mirrored dome-shaped 
strain profiles with both positive and negative strains within the 
same segment. In contrast, the shortest investigated InP segment 
is almost fully homogeneous and adapted to the surrounding 
GaInP lattice. Our results demonstrate that nanofocused XRD 
has sufficient strain sensitivity and spatial resolution to measure 
the strain distribution in axially heterostructured nanowires. 

2 Experimental 
Nanowires consisting of five InP segments of varied length 
within a GaInP nanowire were grown in the particle assisted 
growth mode using metal-organic vapor phase epitaxy   
(Figs. 1(a) and 1(b)). The Au seed particle array was defined 

 
Figure 1 Experimental setup. (a) Scanning electron microscopy (SEM) image of an array of GaInP-InP nanowire heterostructures as grown on the 
substrate from Au seed particles. The image was taken at a tilt of 30°. (b) Sketch of a single nanowire with approximate InP segment lengths. (c) STEM
image of a single nanowire. (d) Example of Bragg diffraction signal from the (111) lattice planes of a single nanowire in the experiment. The signal is the 
logarithm of the sum of all frames over a rocking curve in a single position on the wire, with the InP peak to the left and the GaInP peak to the right. The
detector frames’ reciprocal space vectors (q1, q2, q3) directions are indicated. (e) Experimental geometry as viewed from above. The nanowire is lying flat
on a Si3N4 window. The tilt β is around the same axis as θ. The inset indicates the tilt α, which is a rotation around z. 
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by nanoimprint lithography, resulting in a hexagonal pattern 
of Au particles with a pitch of 500 nm [44]. The nanowires 
show an average radius of about 95 nm, which is slightly above 
the predicted critical radius for the lattice mismatch [25, 26]. 
The total length was about 2.2 μm for nanowires from the center 
of the growth substrate, whereas the nanowire growth rate was 
higher towards the edges of the substrate. High angle annular 
dark field scanning transmission electron microscopy (HAADF- 
STEM) of a single nanowire is shown in Fig. 1(c), where the 
denser InP segments are brighter, exhibiting a barcode structure. 
The lengths of each segment, obtained from STEM measure-
ments, were 170, 80, 45, 19, and 8 nm corresponding to segment 
growth times of 120, 60, 45, 30, and 15 s, respectively. The 
nanowires grow in the (111)B direction and have a zinc blende 
crystal structure. 

To prepare for nano-XRD, nanowires were mechanically 
transferred to a Si3N4 membrane, lying flat on the surface in 
random in-plane orientations. We used the Kirkpatrick-Baez 
(KB) mirror nanofocus at NanoMAX to perform scanning XRD 
of a single heterostructured nanowire (energy 9.49 keV, flux 109 
photons/s, focus size 90 nm). The beamline’s secondary source 
aperture slits were adjusted to ensure a coherent illumination 
incident on the KB-mirrors [45]. 

We used one 2D detector in transmission to track the real 
space movement of the sample and for ptychographic probe 
reconstructions, and a second one for the Bragg diffraction. 
We collected scanning XRD data sets from the (111) reflection, 
i.e. with the scattering vector parallel to the nanowire axis,  
by 2D scanning the sample in focus. A rocking curve was 
collected by rotating the sample around y in 51 angular steps 
of 0.02° (see the coordinate system and the scattering geometry 
as viewed from above in Fig. 1(e)). Between rotations, we 
tracked and compensated for systematic and unsystematic 
movements of the nanowire by analyzing the transmission 
signal, as discussed in the Methods section. We used a fly 
scanning mode in the horizontal direction to minimize the 
overhead, by moving the piezo scanner continuously while 
acquiring 101 frames in a 3 μm range. In the vertical direction, 
we used a 40 nm step size. The high coherent flux allowed a 
short acquisition time of 0.12 s per frame, giving a total 
measurement time of 4 h for the dataset consisting of 96,960 
frames. Due to the modest lattice mismatch, we could collect 
the two peaks of InP and GaInP on the detector simultaneously, 
see an example of the scattered signal in Fig. 1(d). The complex 
shape of the Bragg peaks comes from the finite size of the 
segments and the beam, as well as strain, as discussed further 
in Section 3.3. For each beam position, we made reciprocal space 
mapping [46] of the InP and GaInP Bragg peaks and calculated 
the respective peak positions using the center of mass.  

3 Results and discussion 

3.1 Strain maps of a nanowire heterostructure 

The results from the analysis of the scanning XRD measurements 
are shown in Fig. 2(a), with the InP to the left and GaInP    
to the right. Since the two smallest InP segments were out   
of the measurement range for some of the rotations, the maps 
include the three largest InP segments and the surrounding GaInP 
segments only. The upmost maps show the total scattered 
intensity of the InP and GaInP Bragg peaks in each scanning 
position. The slightly asymmetric profile of the segments in the 
maps, with higher intensity above and to the right, comes from 
a slight asymmetry in the X-ray nanofocusing (Fig. S1(b) in the 
Electronic Supplementary Material (ESM)). Since the probe 
profile has tails, no pixel is zero. 

The axial strain maps were calculated as the change in 
lattice constant, a, compared with the mean value in the map, 

:aá ñ  axial ( )/a a a= -á ñ á ñ . We used the high intensity pixels in 
the intensity maps to determine which pixels to show in the 
strain maps, for clarity. The ones with low total intensity in the 
scattering signal were set to zero. The average relative difference 
in lattice constant between the InP and GaInP maps is 1.5%. 
The total range of measured strain is about 0.14% and 0.42% 
for the InP and GaInP segments, respectively. We can observe 
strain variations of less than 0.01%, i.e. 10−4, highlighting the 
excellent strain sensitivity of XRD.  

From the observed mismatch between InP and GaInP and 
Vegard’s law, we calculated the average Ga content in the 
GaxIn1−xP segments to be x = 21%, assuming no average strain 
in the GaInP. In comparison, point measurements from Energy- 
dispersive X-ray spectroscopy (EDS) of a different nanowire 
showed a Ga composition of x = 36%. From ptychography we 
obtained a high-resolution map (Fig. S1(a) in the ESM) of the 
nanowire and note that it is slightly longer, 2.5 μm, compared 
with the one investigated by STEM, 2.1 μm. This suggests that 
the nanowire in the XRD maps originated closer to the sample 
edge, which has a slightly higher growth rate and higher In 
fraction due to edge effects. 

The length of the InP segments has a strong effect on the 
measured strain, both the average values and the distributions. 
The InP segments are compressively stressed by the GaInP 
segments in the radial direction, which intuitively should lead 
to an expansion in the axial direction that we probe. However, 
our measurements show a significantly more complex strain 
distribution. In the two largest InP segments, we indeed observe 
a lattice expansion (in the axial dimension) towards the surface, 
but away from the surface the strain is compressive, in particular 
in the center. In contrast, the 45 nm segment only shows a slight 
decrease from the center to the surface. The average strain   
is −0.01%, 0.00% and 0.04% in the 170, 80, and 45 nm InP 
segments, respectively. The observed strain variation within 
those respective segments is about 0.12%, 0.10% and 0.04%. 
Note that such small variations would be very challenging to 
quantify with TEM. 

Comparing the GaInP segments with each other, we observe 
an overall gradient from high to low lattice constant towards 
the seed particle. This is most likely due to a gradient in the 
composition of the GaxIn1−xP alloy, as previously observed [47, 
48]. As a consequence of the growth process, where the In   
is supplied primarily via surface diffusion, the supply of In 
decreases the longer the nanowire becomes. Hence, there is a 
slight gradient in composition such that there is more Ga close 
to the seed particle than close to the substrate. Therefore, the 
GaInP lattice and the mismatch to InP become larger along 
the growth direction, that is, closer to the seed particle. The 
composition can be calculated from the lattice constant as 
shown in Fig. S2 in the ESM. We find that the composition 
changes from x = 19% to x = 23% between the four segments, 
implying a gradient of about 3% per μm. This is in good 
agreement with measurements of similar nanowires using 
scanning X-ray fluorescence [47]. Compositional analysis with 
EDS line scans also shows a sharper change in Ga and In 
composition when switching from GaxIn1−xP to InP than vice 
versa (Fig. S3 in the ESM). 

The strain is also not symmetric within the GaInP segments, 
where the maximum relative strain is shifted to the left, closer 
to the seed particle. Thus, within the segments the trend is 
reversed compared with the overall gradient. An axial asymmetry 
in strain is also seen in the InP segments, where the strain 
minima are shifted slightly to the right of the center.  
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In addition to strain, scanning XRD is very sensitive to small 
variations in local lattice tilt [28, 49]. From our reciprocal 
space mapping, we calculate the lattice tilt in two directions: 
The tilt around z, α and the tilt around y, β, see Fig. 1(e). We 
observe a cross-shaped profile of α in the largest InP segments, 
with the strongest tilt at the corners. Following the interface 
edge or the nanowire surface, the tilt decreases to zero at the 
center and then changes sign towards the opposite edge. The 
sensitivity to this tilt is better than 0.1 mrad. A matching tilt 
distribution is found in the GaInP segments, with the same 
magnitude but with the sign flipped. Note that we do not find 
an overall gradient of α, which would suggest bending of the 
nanowire in the sample plane. 

The distribution of the tilt around y, β, is more difficult to 
analyze. In our measurement geometry, we are very sensitive 
to tilt around z, α, since it is directly coupled to the vertical 
position of the Bragg peak on the detector, but we are less 
sensitive to β as it relies on sampling with the rotation. There 
seems to be a general gradient in the InP and GaInP segments 
for the β tilt, changing along the axis from negative to positive 
back to negative again. Such a gradient is consistent with an 

arch shape of the nanowire, possibly due to adhesion to the 
substrate. The tilt maps could be used to reconstruct the shape 
of the nanowire in 3D [28], but this is out of the scope of the 
present work. 

3.2 FEM simulations of strain  

To understand the asymmetries in the strain maps and to 
confirm the dome shaped strain profiles seen in the tilt maps, 
we performed a full simulation of the sample and the 
experiment starting with a 3D FEM strain simulation using the 
software COMSOL Multiphysics. We used the average measured 
value for the lattice mismatch, 1.5%, as the initial strain applied 
to the InP segments (Fig. 3), without any composition gradient 
or bending of the wire. In Figs. 3(a)–3(d), we show central 
slices of the 3D simulation, which has radial symmetry, showing 
the radial (Figs. 3(a) and 3(c)) and axial (Figs. 3(b) and 3(d)) 
strain components. The axial component is the one that is 
measured in our experiment. Near the segment interfaces, the 
InP crystal, which has the larger lattice constant, is radially 
compressively strained (shown in blue) while the GaInP is tensile 
strained (shown in red), see Fig. 3(a). The strain distributions 

 
Figure 2 Scanning XRD experimental results and simulations of a single heterostructured nanowire. The pixel sizes are 30 and 40 nm in the x and y
directions, respectively. The InP measurements and simulations are shown in the left column, and the GaInP ones in the right column. (a) Experimental
results: total scattered intensity in Bragg, axial strain, tilt around z, α, tilt around y, β. (b) The corresponding maps from simulated diffraction. 
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form dome shapes at the segment interfaces, qualitatively in line 
with previous simulations [25, 27]. As expected, the crystal 
expands in the axial direction where it compresses radially, as 
shown in Fig. 3(b). The magnitude of the strain is about twice as 
large in the axial dimension, again in agreement with previously 
reported simulations [27].  

A closer view of the 45 nm segment is seen in Figs. 3(c) and 
3(d). As a comparison, we show STEM of a 45 nm segment in 
a nanowire from the same sample in Fig. 3(e). The strain gives 
rise to contrast due to a Moiré effect, showing a dome shaped 
profile in excellent qualitative agreement with our FEM 
simulations. Quantifying the strain from such a STEM image 
is challenging, however. The STEM also shows that the InP 
segment has a slightly larger radius, about 2–4 nm more than 
the surrounding GaInP segments, something that is not resolved 
in the XRD strain maps. The FEM simulations predict that the 
lateral strain relaxation leads to a maximum radial displacement 
of 1.3 nm. Note that there could be a slight radial growth on 
the InP segment as well, despite the use of in situ HCl etching 
during growth [50], which is not included in the simulations.  

3.3 Simulated scanning XRD 

The FEM simulations generate the 3D strain and the dis-
placement field, u(r), where r is the real space coordinate, with 
very high real-space resolution. The axial strain component 
cannot be directly compared with the experimental strain 
maps, since in the measurement the axial strain is convoluted 
with the footprint of the beam. The beam creates an averaging 
effect that is complicated by the complex profile. Therefore, 
we made a full simulation of the scanning XRD experiment. 
For each beam position j, we calculated the exit wave Ψj using 
the Bragg vector Ghkl (|G111| = 1.85 Å−1 for InP and |G111| = 1.92 Å−1 
for GaxIn1−xP with x = 21%) and the probe function P(r) as 
[51, 52] 

( )| ( ) | e ( )hkl ji
j jΨ ρ P⋅= G u rr r  

The electron density in a single position, ρj(r) was represented 

as a binary shape function. The probe profile at focus, P(r), 
was reconstructed from a ptychographic measurement on a 
Siemens star test sample (Fig. S1(b) in the ESM). Next, the exit 
wave was propagated to the far field with a Fourier transform, 
and the intensity on the Bragg detector in one probe position 
was calculated as Ij = 2| ( )|jΨ . 

We show a comparison of an experimental and a simulated 
Bragg peak in Fig. 4, with the three central cuts when the beam 
is centered on the 170 nm InP segment. Qualitatively, the 
simulated Bragg peaks show many similarities with the measured 
ones. The shape of the Bragg peak is largely determined by  
the Fourier transform of the shape function of the segment. 
The cuts perpendicular to qx and qy (left and right), show the 
Fourier transform of the square dimensions of the segment, 
but the strain gradients curve the shape of the fringes. 
Correspondingly, the cut perpendicular to qz (middle) shows 
the Fourier transform of the circular dimension. To better 
illustrate the appearance of the 3D Bragg peak and how it is 
affected by strain, we also show an idealized simulation with  
a high-flux plane wave probe and smaller pixels in Fig. S4 in 
the ESM. 

The final step in the simulation is to make a center of mass 
analysis of the Bragg peaks at each position, just like the 
measured data is treated. The simulated intensity, strain and 
tilt maps are shown together with the measured ones in Fig. 2(b). 
Overall, we find excellent qualitative agreement between the 
simulated and measured strain and tilt maps. In the following, 
we will discuss similarities and differences between the 
simulations and measurements in detail. 

3.4 Discussion 

In the large InP and GaInP segments, both the simulation and 
the measurements show that the strain in the central parts   
of the segments changes sign compared with the edges. For 
instance, the largest InP segment shows an intuitively expected 
tensile radial strain near the mismatched heterointerfaces, but 
also a slight compressive strain in the center. With decreasing  

 
Figure 3 (a)–(d) 3D FEM simulations of elastic strain caused by a lattice mismatch of 1.5% between the segments. (a) Strain along the radial dimension
in a central slice of the nanowire. (b) Strain in the axial dimension of the nanowire. (c) Strain in the radial dimension; a two-cut plot of the 45 nm 
segment. (d) Strain in the axial dimension of the nanowire; a two-cut plot of the 45 nm segment. All the strain results are radially symmetric. (e) STEM 
aligned in a <112> direction of a 45 nm segment. 
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segment length, the strain in the InP segments increases, and 
for the two shortest InP segments, almost the entire segments 
have the same lattice constant as GaInP. Comparing the InP 
segments with each other, the trend is that in the radial 
direction the lattice in the shorter segments adapts more to 
the surrounding GaInP crystal. 

Comparing the GaInP segments with the largest InP segment, 
we find a similar but inverted strain distribution in both the 
simulations and the measurements. Since the GaInP simulations 
did not include the axial gradient in the Ga composition,   
the strain profiles in the different segments are similar to each 
other.  

The simulated lattice tilt, α, shows excellent quantitative 
and qualitative agreement with the measurements. Evidently, 
the sign shift comes from the dome-shaped strain profile, which 
means that the crystal is tilted in the opposite direction in each 
half across the nanowire. This can be seen in the measured 
and simulated XRD in Fig. 2(a) and 2(b), respectively. The tilt 
is not affected by the GaxIn1−xP composition gradient. The tilt 
around y, β, in the measurements is dominated by an overall 
arch shaped bending of the nanowire, which is not included in 
the simulations.  

While the simulations are qualitatively similar to the 
measurements, the quantitative comparison is less consistent. 
The simulated strain in the InP segments is about twice as 
large in the simulations as in the measurement. This could 
indicate that dislocations, which are not included in the FEM 
simulations, may have formed in the measured nanowire as a 
result of the lattice mismatch, since dislocations would reduce 
the strain. However, the tilt around z, α, is only marginally 
smaller in the measurements, which should not be possible with 
a partially relaxed strain. Instead, the difference in absolute 
strain could be due to limitations in the spatial resolution. The 
convolution of the 90 nm probe and the FEM modeled nanowire 
creates an average that serves to reduce the extreme values in 
the FEM model quite significantly. The intensity maps in the 
simulated XRD show segment edges with sharper profiles than 

in the measurements, which, together with the observation that 
the central structures in the simulated diffraction patterns are 
slightly larger than the measured ones, indicates the probe was 
slightly larger than anticipated in the experiment. A larger probe 
would increase the averaging effect and hence reduce the strain 
range. Possibly, the nanowire was slightly out of focus. The most 
extreme strain values could be further blurred by imperfections 
in beam intensity and the scanning and rotation motors. Note 
that the measurement of the α tilt, which shows a much better 
agreement, relies only on the vertical center of mass on the 
detector, and is independent of the rotation motor and intensity 
fluctuations. In this sense, α in scanning XRD is similar to 
differential phase contrast in scanning transmission X-ray 
microscopy (STXM) [53].  

4 Conclusions 
To conclude, we have demonstrated high-resolution strain 
mapping of an axial nanowire heterostructured using scanning 
X-ray diffraction. This was performed at the first DLSR, MAX 
IV, where we obtained 2D strain maps with about 10−4 relative 
strain resolution. Several assumptions were made for the  
FEM model, such as perfectly sharp heterojunctions, no strain 
accommodation via defects, and no bending. High-resolution 
strain measurements were necessary to test these assumptions, 
which have previously been used in theoretical reports. The 
strain maps and the complementing simulations show how  
the strain relaxes at the surface of the nanowire, as previously 
theoretically predicted. We find that the InP segment length 
has profound quantitative and qualitative effects on the strain 
distribution. The largest segments show a complex 3D variation 
with both compressive and tensile strain, differing strongly from 
thin film growth, while the shortest measured InP segment is 
almost fully adapted to the GaInP lattice. The different strain 
profiles can have a strong effect on the electronic and optical 
properties of the InP segments. The positively (tensile) strained 
regions should have a reduced local band gap, which for instance 

 
Figure 4 Three central cuts of diffraction from the 170 nm InP segment presented in an orthogonal system. (a) Measured scattering with an acquisition
time of 0.12 s for each frame. (b) Simulated scattering calculated from the displacement field from the FEM model (Fig. 3(b)) and the experimental probe 
as reconstructed from ptychography (Fig. S1(b) in the ESM). 
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leads to a localization of optically excited charge carriers. In the 
two longest InP segments, the most positively axially strained 
region is found in the center, while in the 40 nm segment this 
region forms a ring around the center. Our diffraction simulations 
show how the averaging of the probe changes the quantification 
of strain from a FEM model, highlighting the importance of 
simulating the experiment with a realistic model of the X-ray 
focus to be able to compare with measurements. The results 
demonstrate that nano-XRD can reach sufficient spatial resolution 
to quantitatively map the strain field in heterostructured 
nanowires.  

Further improvements in spatial resolution should also lead 
to enhanced sensitivity to spatial variations in strain. The most 
straightforward strategy to improve the spatial resolution is to 
develop the X-ray optics, where the state of the art currently 
reaches around and slightly below 10 nm [33, 54]. An alternative 
approach is to take advantage of the coherence of the X-rays 
and use phase retrieval methods [51, 55, 56] to achieve sub-beam 
spatial resolution. The present study was one of the first at  
the NanoMAX beamline, which can currently deliver about  
10 times more coherent flux than at the time of the present 
experiment [57], making it an ideal system for coherent Bragg 
methods.  

5 Methods 

5.1 Growth 

The Au seed particle array was defined on a 2” InP (111)B 
wafer by nanoimprint lithography, reactive ion etching, metal 
evaporation, and lift-off, resulting in a hexagonal pattern of 
Au particles with a pitch of 500 nm [44]. The imprinted InP 
wafer was cleaved into smaller samples used for growth.  

The nanowires were grown in a low pressure (100 mbar) 
metal-organic vapor phase epitaxy system (Aixtron 200/4) with 
a total flow of 13 L/min and H2 as the carrier gas. In order to 
improve pattern preservation, a pre-anneal nucleation step [44] 
was performed at 280 °C for 1 min with molar fractions of 
trimethylindium (TMIn) of χTMIn = 8.9 × 10−5 and phosphine 
(PH3) of χPH3 = 6.9 × 10−3. Then the sample was annealed for 
10 min at 550 °C under χPH3 = 3.5 × 10−2 to desorb surface 
oxides. After annealing, the chamber was cooled to 440 °C. 
The growth was initiated with a InP nucleation step by adjusting 
PH3 to χPH3 = 6.9 × 10−3 and introducing TMIn with χTMIn = 8.9 × 
10−5. After 15 s, HCl was introduced at a molar fraction of 
χHCl = 4.6 × 10−5 to eliminate radial growth [50, 58]. After a 
total of 60 s InP growth, 4 min of InGaP growth was carried out 
by introducing trimethylgallium (TMGa) at a molar fraction 
of χTMGa = 1.4 × 10−3 and by switching the other precursors to 
χTMIn = 2.7 × 10−5, χPH3 = 5.4 × 10−3, and χHCl = 5.4 × 10−5. After 
this, a barcode sequence was grown by alternating between 
InP, χTMIn = 5.4 × 10−5, and InGaP, χTMIn = 2.7 × 10−5 and χTMGa = 
1.4 × 10−3. PH3 and HCl were kept constant as in the previous 
step. The 10 segments were grown each for 2 min, 2 min 50 s, 
1 min, 3 min, 45 s, 3 min 10 s, 30 s, 3 min 20 s, 15 s, and 3 min 
41 s, respectively. After the barcode sequence, TMIn was 
switched off for 2 min, while keeping PH3, HCl, and TMGa 
unchanged. Finally, the flows of TMGa and HCl were switched 
off and the chamber was cooled to 300 °C under a PH3/H2 gas 
mixture. 

5.2 TEM 

For TEM measurements a JEOL 3000F was used. The nanowires 
were transferred to a lacey carbon copper grid by gently 
rubbing it on the growth substrate.  

5.3 Nano-XRD 

The nanowire sample holder was mounted in the nanofocus 
on top of a piezoelectric scanning stage. The Si3N4 window 
was located with transmission and X-ray fluorescence signal, 
which also showed contrast for single nanowires. Single 
nanowires were aligned horizontally using ptychography in 
the forward direction. 

In transmission, we used a Pilatus 100K detector with   
172 μm pixel size placed 4.2 m downstream of the nanofocus. 
Simultaneously, a Merlin detector with pixel size 55 μm   
was used in Bragg geometry 1.15 m from the nanofocus. 
Furthermore, the fluorescence signal was collected with an 
Amptek silicon drift detector close to the sample. 

The transmission signal was used to track real space 
movements during the experiment, with STXM and ptychography. 
In a rocking curve, we saw systematic and unsystematic 
movements of the sample (see Fig. S5 in the ESM). To correct 
for these movements, we used maps of the summed Bragg 
intensity. We defined a small regular grid and connected each 
Bragg diffraction image to the correct position in real space 
(see Fig. S6 in the ESM for comparison).  

The 3D Bragg peaks were sampled in the skewed reciprocal 
coordinate system (q1, q2, q3), so the data was first converted to 
a Cartesian coordinate system to facilitate analysis. Then, the 
two centers of mass of the Bragg peaks were calculated for each 
scan point, giving their positions in reciprocal space. From these 
positions, we calculated the length of the scattering vector Q 
and the resulting local lattice constant, a, as well as the two 
lattice tilts. 

The absolute values of the lattice constants were estimated 
from a calibration of the 2θ angle (the position of the Bragg 
detector) in the setup. By comparing the measured aInP to the 
literature value aInP = 5.8687 Å, we corrected aGaInP with the 
same systematic error. 

The beam profile was found from ptychographic recon-
structions in the forward direction, on a Siemens star test 
sample, at the beginning and end of the beamtime (Fig. S1(b) 
in the ESM). 

We observed no decay in the scattered signal over the 
measurement time, indicating insignificant beam damage to 
the wires.  

5.4 Simulations 

FEM simulation were performed using an isotropic linear 
elasticity model in the simulation software COMSOL Multiphysics. 
We used bulk literature values for the material parameters. For 
GaxIn1−xP, we used interpolated values, assuming x = 21%. The 
nanowire stub of InP of 10 nm was included in the COMSOL 
model but not shown in the figures. The end of the stub was 
constrained to be fixed in the simulation. The 2D probe 
profile was reconstructed from ptychography and normalized 
to a total intensity of 109 to match the experimental flux, then 
propagated to 3D. Then we applied a Poisson noise to the 
intensity with the rate parameter (λ = 2 to 25) adjusted to match 
the measured data. 
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Abstract: The advent of nanofocused X-ray beams has allowed the study of single nanocrystals
and complete nanoscale devices in a nondestructive manner, using techniques such as scanning
transmission X-ray microscopy (STXM), X-ray fluorescence (XRF) and X-ray diffraction (XRD). Further
insight into semiconductor devices can be achieved by combining these techniques with simultaneous
electrical measurements. Here, we present a system for electrical biasing and current measurement
of single nanostructure devices, which has been developed for the NanoMAX beamline at the
fourth-generation synchrotron, MAX IV, Sweden. The system was tested on single InP nanowire
devices. The mechanical stability was sufficient to collect scanning XRD and XRF maps with a 50 nm
diameter focus. The dark noise of the current measurement system was about 3 fA, which allowed fly
scan measurements of X-ray beam induced current (XBIC) in single nanowire devices.

Keywords: X-ray beam induced current (XBIC); scanning X-ray diffraction (XRD); nanowire

1. Introduction

X-rays have a long penetration depth compared with electron and optical beams [1], and modern
X-ray optics can provide nanofocusing at the range of tens of nanometers [2,3]. This development has
made it possible to investigate complete single semiconductor nanostructures [4–11]. By combining
the nanofocused X-ray probe with an applied electrical bias as well as electrical current detection,
nanodevices can be investigated in more or less realistic operational conditions. In such investigations,
the X-rays can be used as a pump, that is, as excitation source with the electrical measurements as a
probe, or vice versa.

As an excitation source, X-rays can be used to locally excite charge carriers in semiconductor
materials, and if an electrical current is measured, the technique is called X-ray beam induced current
(XBIC). The excitation process is similar to that achieved using visible light and electron beams,
and XBIC is therefore similar to scanning photocurrent microscopy (SPCM) [12] and electron beam
induced current (EBIC) [13]. X-rays have the benefits of a smaller focused beam than laser light
and a longer penetration depth than electron beams. Therefore, XBIC could help developing the
next-generation nanometer scale electronic devices.

Conversely, an electrical bias can be applied on a nanodevice, with X-rays as a probe.
In particular, X-ray diffraction (XRD) can be used to quantify electric-field induced changes in
single nanodevices [14–17]. XRD is in principle able to characterize any changes that couple to the
crystal lattice, such a piezoelectricity and heating. While the spatial resolution of regular scanning
XRD is limited by the focus size, phase retrieval techniques can overcome this limitation [18,19].
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In this article, we will describe a system for combining electrical bias and measurements with
nanofocused X-ray methods. The setup has been implemented and tested at the NanoMAX beamline [20]
at the new synchrotron source, MAX IV, in Lund, Sweden [21], but it can easily be moved to other
synchrotrons. To shed light on the detected electrical signal from the studied devices, the internal noise
of this measurement system was studied. We also demonstrate multimode imaging using simultaneous
STXM, XRF, XBIC, and scanning XRD from single nanowire devices.

The devices we have studied are based on semiconductor nanowires, but the system is applicable
to other nanostructured semiconductor devices. Semiconductor nanowires have been studied for
decades due to their promising properties that could overcome limitations in devices based on bulk
materials in terms of efficiency, cost and performance. For instance, nanowires have been developed
for transistors [22], light emitting diodes (LED), lasers, and solar cells [23].

In STXM, the attenuated and scattered X-rays from the sample are collected while the sample is
scanned through a focused X-ray beam. Several imaging contrast modes can be extracted from the
transmitted beam, such as absorption contrast from the bright field, the deflected beam in the dark
field, and the differential phase contrast (DPC) [24]. The spatial resolution of this imaging technique is
limited to the size of the X-ray beam. By overlapping the beam while scanning the sample and having
the detector in the far-field region, phase retrieval techniques such as ptychography can be employed
to overcome the resolution limit of the focus size [25]. Although ptychography is out of the scope of
this article, the described system is fully compatible with this method.

The XBIC signal is generated upon X-ray absorption at the atomic level which as a result excites
an inner core electron of an atom as a photoelectron leaving behind a vacant state, called a core
hole. A relaxation of higher states, to fill up this vacant state, will emit the excess energy in the
form of another X-ray photon called X-ray fluorescence (XRF) emission or an excitation of an Auger
electron. In case of semiconductor materials, this secondary electrons and photons can excite further
electrons in a cascade process. Eventually, the excited charges will be thermalized to the band edge of
the semiconductor. At this point, the charge carriers at the band edge can be collected through the
well-known semiconductor carrier transport and recombination processes [26–28].

Unlike scanning XRD, which has been frequently used to study nanowires [15,17,19,29–35],
there have only been a few examples of nanowire devices studied using XBIC [8,9,11,36]. XBIC has
been employed for studying solar cells since the early 2000s [37,38], when it was mostly used to
examine grain boundaries and precipitated metal in polycrystalline silicon for solar cells at micrometer
resolution [39–41]. With the recent development of nanofocused X-ray beams [2,3], XBIC has lately been
used to study planar solar cells, made of materials such as Cu(In(1−x)Gax)Se2 (CIGS), or perovskites,
both at nanoscale resolution [42,43].

2. Methods

A photograph of the installed sample holder and a schematic of the experimental setup are shown
in Figure 1a,b, respectively. There are specific requirements for a system for combining electrical bias
and measurements with nanofocused X-ray techniques. Nanofocusing beamlines such as NanoMAX
put some physical constraints on the sample holder. The optics have short focal lengths, which limits
the available space. At NanoMAX, the useful working distance is on the order of cm, as shown in
Figure 1a, and emerging sub-10 nm focusing optics often have focal depths of about 1 mm [44,45].
Since the sample holder is mounted on a high-precision piezo-motor stage, it needs to be lightweight,
as well as mechanically stable and free from induced vibrations. The sample holder must have a hole
that transmits both the direct beam, for STXM, and Bragg diffraction, for XRD. The sample holder
needs to be able to scale the electrical connections from the electronics to the devices and it must be
easy to change the sample as well as the active device on the sample. Finally, to be able to measure the
electrical current in single nanodevices, the noise must be minimized.
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Figure 1. (a) Photograph of the installed sample holder on the piezo-motor stage at the NanoMAX
beamline. A secured sample on the sample holder is installed on the piezo-motor stage. The tilted
mirror to the left of the sample is the 45-degree mirror for the downstream optical microscope used
to locate a particular nanowire device on the sample. (b) Schematic of the experimental setup at the
end-station of NanoMAX. The sample was mounted on the piezo-motor stage, which can be moved
in three dimensions and rotated about the vertical axis with the angle θ. Four measurement modes,
X-ray fluorescence (XRF), Scanning transmission X-ray microscopy (STXM), X-ray diffraction (XRD),
and X-ray beam induced current (XBIC), are available with this setup at NanoMAX. All the detectors as
well as the piezo-motor stage are managed by the control-system.

The sample holder for the measurement, fulfilling the aforementioned requirements, is shown
in Figure 2a. This sample holder consists of two main parts. First, there is a printed circuit board
(PCB), which has a 16-pin chip socket, vertical pin connectors, and U.FL coaxial terminals (Figure 2b).
The chip socket uses the well-established DIP format. Each sample chip is mounted and wire bonded
to a DIP chip carrier, the white part in Figure 2b, before the experiment. The standard format makes
it easy to change samples and to investigate different types of devices. Each slot of the chip socket
is directly connected to a pin in a set of three vertical pins, where the two other pins are connected
to different U.FL coaxial terminals on the circuit board (Figure S2b in Supplementary Materials).
The active device on the chip is selected by connecting these pins. Each device is normally connected
with two connections, although up to four can be used (e.g., for transistor gates). Each pin is connected
to the voltage supply source on one end and the amperemeter on the other end, with U.FL coaxial
connectors (gray cable in Figure 1a). This mini-coaxial connector, which allows a coaxial connection all
the way from the PCB to the electronics, replaced pin connectors used in our previous sample holder
design (Figure S2a). Please note that each U.FL connection is available on opposite sides of the PCB,
since space constraints often makes one side impossible to reach.

The second part of the sample holder is the rotation mount (Thorlabs CRM1/M, Figure 2a) to which
the circuit board is mounted. This allows the sample to be rotated around the optical axis with angle σ,
such that the nanowire device can be manually aligned in vertical or horizontal, as shown in Figure 1b.
This makes it easy to make one-dimensional scans along the nanowire axis. For XRD experiments,
the manual rotation makes it possible to align the scattering plane in a favorable direction, without
needing an extra goniometer rotation axis. The rotation mount is attached to an aluminum adapter
plate, which is custom made to fit the top of the piezo motor.



Crystals 2019, 9, 432 4 of 11

Figure 2. Nanowire device on the chip carrier and sample holder (a) The two main components of
the sample holder are (1) the circuit board (green) and (2) the rotational mount (black). (b) The front
side of the circuit board mounted with the 10 × 18 mm 14-pin chip carrier which has the nanowire
device on the top. The circuit board consists of a 16-pin chip socket, vertical pins and U.FL terminals.
This circuit board size is 48 × 48 mm. This side faces upstream towards the X-ray beam. Each slot of the
chip socket is connected to a pin in a set of three vertical pins. By selecting pins, a particular nanowire
device can be connected to the external equipment. (c) SEM image of the contacted single nanowire
device. (d) Microscope image of eight nanowire devices on a SiN membrane window, seen as a lighter
square in the center, surrounded by Au bonding pads which was attached on the chip carrier in (b).

For the electrical bias and current measurements, we integrated the amperemeter, Keysight B2985A,
into the control system. This amperemeter has a built-in voltage source and is used to collect the XBIC
signal from the sample.

The X-rays in the experiment were generated by MAX IV (Lund, Sweden), which is the first
fourth-generation synchrotron radiation source [21]. The NanoMAX beamline [20] uses a Kirkpatrick-Baez
(KB) mirror pair to focus the X-rays down to about 50 nm. In this experiment, the energy of the beam
was 15 keV. The sample holder was mounted on a piezo-motor stage, which can be scanned in all three
directions. The two-axis goniometer can rotate the sample for X-ray diffraction experiments (Figure 1b).
The available detectors at the end-station for this experiment were (1) Pilatus 100K for the transmission
beam (2) Merlin quad, 2 × 2 Medipix chip, mounted on the robot arm for the Bragg diffraction, and
(3) Amptek XR-100 silicon drift detector for the XRF emission from the sample (Figure 1b). All these
components at the end station are operated by the TANGO-based control system [46].

Scanning measurements are traditionally performed step-by-step, allowing the motors to stop
at each position before the data acquisition. With the high flux at beamlines such as NanoMAX,
acquisition times of only 10–100 ms are typically necessary. The measurement time in a step scan is then
dominated by an overhead from starting, stopping, and reading out the motor positions. To reduce this
overhead, the control system at NanoMAX can employ “fly-scan”, where the sample is continuously
moving. This is not only much more efficient, but can lead to less sample drift and therefore, somewhat
counter-intuitively, improved spatial resolution. While the stage motor is sweeping in the fast scan
direction, the photon detectors are triggered by the control system [46]. In a typical step-by-step scan,
the collected XBIC signal is read out with every step, but this is too slow for the fly-scan measurements.
Instead, we connected the analog voltage output of the amperemeter to a voltage to frequency converter,
which in turn was connected to the control system.

The tested nanodevice was a horizontal contacted single nanowire device with a p-i-n doped InP
nanowire (Figure 2c,d). A similar type of nanowires has been developed for the next generation solar
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cells [23], which have already been thoroughly studied using nano-XBIC and XRF in our previous
works [10,11]. These nanowire devices were fabricated on a 0.25 × 0.25 mm Si3N4 membrane window
on a 3 × 5 mm Si chip from Silson (Southam, Warwickshire, England). The chip was glued and wire
bonded to a 10 × 18 mm 14-pin DIP chip carrier and secured on the sample holder as shown in Figure 2b.
More details regarding the nanowire device can be found in the supporting information.

3. Results and Discussion

First, we investigated the internal electrical noise by measuring the background current of the
nanowire device without an X-ray beam under dark conditions [47]. No applied bias was used. Three
measured current ranges of the amperemeter were tested, namely 2 pA, 20 pA, and 200 pA. We expected
that the operation of the piezo motors in the sample stage could induce noise during the measurement.
Therefore, the experiment was done with and without moving piezo motors.

Figure 3 displays some of the results from the internal noise of the XBIC measurement system.
The current in the nanowire device as a function of time, without moving the piezo motor, is displayed
in Figure 3a for each of the three used current ranges of the amperemeter. The offsets between
each measurement at different current ranges were affected by the accuracy of the amperemeter as
mentioned in the data sheet of the equipment. We plotted these measurements as histograms, as shown
in Figure 3b, and used the standard deviation (SD) to estimate the noise level. Figure 3b is a comparison
of the new and the old sample holder with the U.FL coaxial terminal and pin terminal, respectively.
The extracted SDs at different tested conditions are plotted in Figure 3c.

Figure 3. Internal noise of the XBIC measurement system. (a) The current through the nanowire device
measured at 2 pA (blue trace), 20 pA (red trace) and 200 pA (black trace) current range of the amperemeter
as a function of time. (b) The same measured current as (a) with a different sample holder design, that is,
with U.FL connector (orange) and pin connector (green) as a terminal, plotted as a histogram exhibiting
a normal distribution with fitting curve. These measurements were done at a 20 pA current range.
(c) The standard deviation (SD) of the measured current at different measurement conditions.

The noise level calculated from the SD of the measurement indicated that there was only ~2%
difference between each measurement range as represented in Figure 3c. With the operating stage
motor, the measured spread in noise levels increased. However, none of these shifts could be considered
statistically significant.
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When we compared the old design of sample holder with the pin terminals, the SD of the old
sample holder was consistently about ~35% higher at every measurement condition (Figure 3b,c).
Apart from the improved noise level, measured data points with a non-repeatable spike (Figure S3),
which occurred frequently using the old design in our previous XBIC experiment [9], were also reduced.

Finally, we investigated the effect of ambient room light, which resulted in a substantial
photocurrent of around 25 fA (Figure S4). The noise level only changed marginally. Please note that
applying light for the inline microscope leads to strong photocurrents (not shown), comparable in
magnitude to the XBIC signal.

From these results, we can state that the dark noise in the measurement system is only about 3
fA, that is ~2 × 104 electrons per second, at these conditions. Please note that we did not employ any
X-ray chopper, or any electrical shielding of the PCB. We did not observe any increase in noise from
scanning with the piezo motors. The small device size, with an active depletion region volume of less
than one µm3, is probably a main reason for these very low noise levels.

Next, we demonstrate a two-dimensional fly-scan simultaneously mapping STXM, XRF, and XBIC
of the nanowire device in Figure 4. The edge of the nanowire device distinguishing the nanowire from
the metal contact can be seen from the DPC image of the detected STXM in Figure 4a. The DPC image
is calculated as the radial magnitude of the vertical and horizontal DPCs. The XRF map in Figure 4b
shows the relatively weak In L signal from the InP nanowire and the stronger Au L emission from
the metal contacts. We can also observe the nanowire’s Au seed particle beneath the metal contact
(Figure 4a,b). Finally, the XBIC map is shown in Figure 4c.

Figure 4. Multimodal imaging of a nanowire device. (a) Differential phase contrast (DPC) image of
STXM showing the edges of the nanowire and metal contacts. (b) Material composition of the nanowire
device, where the blue area and the green area are from XRF emission of In and Au atoms, respectively.
(c) Color map of the XBIC signal from the nanowire device. The step length of this scan is 50 nm in both x-
and y-direction with an acquisition time of 0.1 s and a latency time of 0.01 s for this fly-scan measurement.
Dashed lines in these figures indicate the nominal position of each segment with the length of 1.1 µm
using the Au particle observed in (a) and (b) as a reference position. Due to variations in the nanowire
growth process, the actual length of this nanowire was slightly longer than the nominal one.
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The XBIC map in Figure 4c sheds light on the underlying carrier collection mechanism of the
nanowire device [11,48]. The signal is generated in the middle segment, approximately corresponding
to the depletion region of the solar cell. After excitation, the electrons need an electric field to generate
a net current, and such a field is only present in the depletion region. The signal is also affected by
carrier recombination, which will be affected by doping, surface states and other recombination centers.
This makes XBIC a versatile tool for investigating carrier dynamics and carrier collection in nanostructures.

With the information from the XRF map, we could investigate the material composition and
doping concentration within nanowires as demonstrated by Johannes et al. [8] and Troian et al. [10].
The asymmetry of the XBIC profile in this map, with a long gradient at the left slope and a sharp one
at the right slope, could be explained using the XRF map of the doping concentration as discussed
in our previous work [11]. However, scanning XRF with sufficient sensitivity to measure the doping
concentration requires a very high photon flux, which could affect the charge collection of the nanowire
device monitored with XBIC or even damage the device. Therefore, the X-ray photon flux in this
experiment was attenuated to be Φ ≈ 5.7 × 108 s−1, which is equivalent to the excitation level of 1 sun
illumination as discussed in our previous work [11,49].

The yield of the photogenerated charges, η, contributing to the XBIC signal is the ratio between
the X-ray photon energy and the ionization energy of the semiconductor, η = E/ε [50]. With the X-ray
energy in the order of keV, η can be several thousand in the XBIC process. The absorbed X-ray photon
flux of the material at thickness, z, is quantified by the X-ray absorption probability, pabs, which is the
ratio between the absorbed and the incident X-ray photon flux. The absorption probability can be
calculated from Beer–Lambert’s law with knowledge of the X-ray absorption coefficient. This means
that pabs depends on the material composition and geometry as well as the X-ray energy. With these
parameters, η and pabs, the theoretical maximum XBIC signal can be calculated by IXBIC = qηpabsΦ,
where q is the charge constant and Φ is the incident X-ray photon flux. In this experiment, the yield
of the photogenerated charges, η, and the X-ray absorption probability, pabs, of the p-i-n doped InP
nanowire were calculated to be η = 3.5 × 103 and pabs = 0.003, respectively. With the X-ray photon
flux of Φ ≈ 5.7 × 108 s−1, the theoretical maximum XBIC signal is IXBIC = 9.7 × 10−10 A. In contrast,
the maximum measured XBIC from the nanowire device was 2.46 × 10−12 A. The difference between
the measurement and the calculation is due to the high escape probability for secondary electrons and
photons in these nanostructures [11,48].

Despite these losses, the XBIC signal was about three orders of magnitude higher than the dark
current of the nanowire device and the internal noise of the measurement system. In fact, the XBIC
showed the strongest contrast of all modes and was used for the sample alignment. Nonetheless,
it is important to have enough latency time for the amperemeter to stabilize, since otherwise the
measurement result is affected by the frequency of the triggering period (Figure S5). There is a slight
distortion of the image, seen as a bent vertical edge of the metal contact, which is caused by drift in the
scanning stage.

The scanning XRD results of a second device on the same chip are shown in Figure 5. Prior to
the scanning XRD measurement, the nanowire device was aligned at the center of rotation of the
motor stage. However, we still observed non-systematic real-space movement of the sample between
different rotations in the XRF maps (Figure 5a). The XRF maps were then used to correct the position
of the sample for each rotation angle, θ, before the reciprocal space mapping. The X-ray photon
flux was increased to Φ ≈ 1.4×109 s−1 for this measurement in order to get the Bragg diffraction
with a considerable intensity. The total intensity of the Bragg diffraction is displayed in Figure 5b.
A low-intensity region is observed around x = 1.2 µm, which is due to the very large tilt (bending)
which put the nanowire lattice out of the angular range.

Reciprocal space mapping using the center of mass of the Bragg peak was used to generate a strain
map (Figure 5c) as well as two tilt maps (Figure 5d,e), where α and β correspond to the tilt around the
optical axis and the tilt around the vertical axis, respectively. The nanowire is strained, presumably
due to stress from the metal contacts. The total range of the strain variation is about 0.1%, but we
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can distinguish variations on the order of 0.01% (10−4). The minimum strain variation that could be
resolved in such a measurement is not trivial to quantify, but similar investigations have imaged strain
variation of less than 10−5 [51]. Please note that the strain here (i.e., the change on average lattice plane
distance) can also be affected by the doping profile and stacking faults.

The strong tilts are due to bending of the nanowire, which is induced by the metal contacts on both
ends of the nanowire [15,17]. The shape of the nanowire can be reconstructed using a line integral [52],
although such an analysis is outside of the scope of the present article. The nanowire here bends out in
an arch above the substrate, similar to devices previously reported [15].

Figure 5. Scanning XRD of a single nanowire device (similar but not identical to the device in Figure 4):
(a) XRF map, showing Au (blue) and In (green), (b) total intensity of the Bragg peaks (c) strain, in %,
(d) lattice tilt around the optical axis, (e) lattice tilt around the vertical axis.

4. Conclusions

We have presented a system for combining nanofocused X-rays with electrical measurements at
the NanoMAX beamline. The current from the tested sample can be directly collected, due to the low
noise (~3 fA) which allows operando experiments simultaneously combining STXM, XRF, scanning
XRD, and XBIC. In this way, information about morphology, elemental composition, crystal structure,
and charge collection can be correlated. The system expands the capability of NanoMAX, by adding a
new contrast mode, XBIC, that can be used to investigate carrier collection and carrier dynamics in
nanostructured devices. Furthermore, it opens up the possibility to combine the established techniques
at NanoMAX with an electric bias. For instance, it would be possible to study the strain and the shape
of the nanowire as function of applied electric bias [15]. While we have demonstrated the system for a
particular system, single nanowires, it should be useful for any devices where electrical bias or current
collection is used, for instance transistors, batteries, light emitting diodes, or electrochemical devices.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/9/8/432/s1,
Figure S1: An image of horizontal contacted single nanowire device, Figure S2: An old designed sample holder
and a schematic diagram of the circuit board, Figure S3: Internal noise of the measurement system using the old
designed sample holder, Figure S4: Comparison noises with and without an ambient light, Figure S5: XBIC map
using “fly-scan” with too short latency time.

http://www.mdpi.com/2073-4352/9/8/432/s1
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