
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Temporal filtering and time-lapse inversion of geoelectrical data for long-term
monitoring with application to a chlorinated hydrocarbon contaminated site

Nivorlis, Aristeidis; Rossi, Matteo; Dahlin, Torleif

Published in:
Geophysical Journal International

DOI:
10.1093/gji/ggab422

2022

Document Version:
Publisher's PDF, also known as Version of record

Link to publication

Citation for published version (APA):
Nivorlis, A., Rossi, M., & Dahlin, T. (2022). Temporal filtering and time-lapse inversion of geoelectrical data for
long-term monitoring with application to a chlorinated hydrocarbon contaminated site. Geophysical Journal
International, 228(3), 1648-1664. https://doi.org/10.1093/gji/ggab422

Total number of authors:
3

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

Download date: 23. Jun. 2024

https://doi.org/10.1093/gji/ggab422
https://portal.research.lu.se/en/publications/dfa43579-c7f0-48c4-9def-c2c8d81b926e
https://doi.org/10.1093/gji/ggab422


Geophys. J. Int. (2022) 228, 1648–1664 https://doi.org/10.1093/gji/ggab422
Advance Access publication 2021 October 19
GJI Marine geosciences and applied geophysics

Temporal filtering and time-lapse inversion of geoelectrical data for
long-term monitoring with application to a chlorinated hydrocarbon
contaminated site

Aristeidis Nivorlis , Matteo Rossi and Torleif Dahlin
Engineering Geology, Lund University, Box 118, SE-22100 Lund, Sweden. E-mail: aristeidis.nivorlis@tg.lth.se

Received 2021 October 4; in original form 2020 August 26

S U M M A R Y
We present a solution for long-term direct current resistivity and time-domain induced polar-
ization (DCIP) monitoring, which consists of a monitoring system and the associated software
that automates the data collection and processing. This paper describes the acquisition system
that is used for remote data collection and then introduces the routines that have been devel-
oped for pre-processing of the monitoring data set. The collected data set is pre-processed
using digital signal processing algorithms for outlier detection and removal; the resulting data
set is then used for the inversion procedure. The suggested processing workflow is tested
against a simulated time-lapse experiment and then applied to field data. The results from
the simulation show that the suggested approach is very efficient for detecting changes in the
subsurface; however, there are some limitations when no a priori information is used. Further-
more, the mean weekly data sets that are generated from the daily collected data can resolve
low-frequency changes, making the approach a good option for monitoring experiments where
slow changes occur (i.e. leachates in landfills, internal erosion in dams, bioremediation). The
workflow is then used to process a large data set containing 20 months of daily monitoring
data from a field site where a pilot test of in situ bioremediation is taking place. Based on the
time-series analysis of the inverted data sets, we can detect two portions of the ground that
show different geophysical properties and that coincide with the locations where the different
fluids were injected. The approach that we used in this paper provides consistency in the data
processing and has the possibility to be applied to further real-time geophysical monitoring in
the future.

Key words: Electrical properties; Electrical resistivity tomography (ERT); Inverse theory;
Numerical modelling; Time-series analysis.

I N T RO D U C T I O N

Contaminated ground has been recognized as a widespread problem
in the past decades. There are cases of landfills affected by leakages
with the potential to pollute the groundwater (Kelly 1966; Hopkins
& Popalisky 1970; Apgar & Langmuir 1971; Cabral et al. 2000;
Röling et al. 2000), and cases of excessive use of fertilizers and
pesticides (Garrido et al. 2000; Kolpin et al. 2000; Liapis et al.
2000).

In Sweden, there are strict rules in place to avoid situations of
industrial waste causing damage to the environment, but in the past,
it was common that the waste was not handled properly and ac-
cidents with spills have been reported (Rai et al. 2019). This led
to the contamination of many sites and in the national ongoing
risk assessment more than 80 thousand sites have been identified
as potentially contaminated (SEPA 2014). In that context, former
dry-cleaning facilities and industrial sites are of particular interest.

Tetrachloroethylene (PCE) was mainly used as a cleaning product
and in the latter as a degreaser, with little or no control of envi-
ronmental impact until the 1980s. Several spills of the chemical
occurred during the operation of these facilities that have led to
chlorinated hydrocarbon (PCE) contamination of approximately 18
thousand sites in the country (SEPA 2014). Furthermore, industrial
waste could also contaminate the soil and the underlying aquifers
when not handled properly (Zhou et al. 2019; Vitali et al. 2021).

The expansion of cities creates a need for more space, and former
industrial areas, once located in the suburbs of the cities, are strong
candidates to provide expansion areas. There is a demand for effi-
cient characterization and design of modern remediation plans to
be applied in the aforementioned areas to reduce the risk of further
spread of the problem and to make the ground suitable for expanding
the current infrastructure network of the cities.

In this context, a collection of methods that are used for in situ
remediation provides a modern cost-efficient and effective solution
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that can be applied to reduce the concentration of the contaminant
in the ground and prevent it from spreading any further. In case
of in situ treatment contaminants are treated in place, typically by
injected chemical substances (bioremediation) or by heating up the
soil (thermal remediation) to speed up the degradation processes. In
contrast with traditional methods (i.e. dig and treat), in situ reme-
diation does not require the removal of the entire mass, which can
lead to direct exposure to the contaminants and associated health
concerns. Furthermore, in cases where the contaminant mass has
large volume or is deeply buried, in situ remediation may be the only
option, or it is preferable because it can drastically reduce the over-
all cost of the remediation. The development of tools for efficient
characterization and monitoring of the on-going in situ remediation
is an essential aspect of the process (Ottosen et al. 2021).

Analysis of groundwater and soil samples, while the remedia-
tion is on-going, provides necessary quantification and can be used
to monitor changes in the subsurface accurately (Sedlazeck et al.
2020). The information provided is however localized at a point and
often quite limited due to the cost related to the collection and analy-
sis of the samples. Furthermore, it requires qualified staff to interact
directly with the contaminant, which can dramatically increase the
budget and therefore should be kept to the minimum. Geophysical
monitoring can provide a valuable tool to interpolate the sparse and
point information from the groundwater and soil samples and mon-
itor more effectively the changes in the subsurface, both in space
and time (Mishra et al. 2019). Geophysical methods can also be
used as a base for designing a drilling and sampling program that
is as representative as possible, or to identify spots where an exist-
ing sampling program needs to be augmented (Danielsen & Dahlin
2009, 2012; Ronczka et al. 2018).

The direct current (DC) resistivity method has been successfully
used in a broad spectrum of subsurface investigations (Loke et al.
2013) such as environmental (Forquet & French 2012; Auken et
al. 2014; Fernandez et al. 2019), engineering geology (Danielsen
& Dahlin 2009; Rossi et al. 2018; Abdulsamad et al. 2019) and
hydrogeological (Fetter 2001; Leroux & Dahlin 2006; Chirindja
et al. 2017; Zago et al. 2020). The DC resistivity method was
successfully applied for landfill characterization (Bernstone et al.
2000; Chambers et al. 2006), where the induced polarization (IP)
method, an extension of the traditional DC resistivity method, has
also been used (Gazoty et al. 2012; Ustra et al. 2012; Ntarlagiannis
et al. 2016; Power et al. 2018). Microbial activity can produce
electrical signals (Atekwana et al. 2005) that can be detected with
geophysics (Davis & Atekwana 2006; Davis et al. 2006; Atekwana
& Atekwana 2010; Heenan et al. 2015).

Contaminated sites have been investigated using frequency-
domain IP (Cassiani et al. 2009; Flores Orozco et al. 2012a) and
time-domain IP (Ntarlagiannis et al. 2016; Johansson et al. 2017;
Sparrenbom et al. 2017; Maurya et al. 2018b). Frequency-domain
IP has been used for monitoring of uranium bioremediation (Flores
Orozco et al. 2013) and the injection of zerovalent iron particles
(Flores Orozco et al. 2015). The direct current resistivity and in-
duced polarization (DCIP) method can be used in a time-lapse
framework (Power et al. 2014; Kuras et al. 2016) and has been suc-
cessfully applied for monitoring contamination (Park et al. 2016;
Caterina et al. 2017; Sparrenbom et al. 2017).

Recent advances in the DCIP method have reduced drastically
the data acquisition time (Olsson et al. 2015) and advanced sig-
nal processing algorithms can provide higher quality data by in-
creasing the signal to noise ratio (Olsson et al. 2016). Traditional
autonomous monitoring systems (Chambers et al. 2009) that can
provide frequent reliable data (i.e. daily) to monitor the changes in

the subsurface do not generally adapt those recent developments and
focus mainly on resistivity measurements (Chambers et al. 2009;
Sjödahl et al. 2009). For frequency-domain IP measurements re-
ciprocals are often used to quantify the measurement error (Flores
Orozco et al. 2012b) and this idea has been applied to monitor-
ing data (Flores Orozco et al. 2019). Reciprocal error analysis can
also be used in time-domain measurements (Saneiyan et al. 2019);
however, it is often restrictive as the use of dipole–dipole arrays
is required. Nested arrays can be well optimized for modern mul-
tichannel instruments, they have higher signal to noise ratio but
they make the use of reciprocals practically impossible, as the time
required can be increase by a factor of 4. There is a need for sim-
ilar tools that can be applied to DCIP monitoring data to remove
temporal outliers and provide better representations of the changes
in the subsurface, so that they can then be further linked with the
underlying changes in the ground (Heenan et al. 2015; Saneiyan
et al. 2019).

In this study, we propose a complete workflow for DCIP data
collection, pre-processing and inversion, which uses digital signal
processing algorithms for automated outline removal. The proposed
workflow is tested against a synthetic geoelectrical time-lapse ex-
periment and then applied to field data. The field data were col-
lected in an active test site where a pilot remediation experiment
is on-going in a former dry-cleaning facility in Sweden, contami-
nated with chlorinated solvents (PCE). The remediation started in
November 2017 and the collected data until July 2019 will here be
analysed and presented.

M E T H O D D E S C R I P T I O N

Direct current resistivity and time-domain induced
polarization

The DC resistivity method is performed by injecting direct current
in the ground from two electrodes (A and B) and measuring the
difference in potential between another pair of electrodes (M and
N). The injected current creates a potential field that is governed
by the electrical properties of the subsurface and it is described
through a Poisson’s equation (Loke et al. 2013). The overall aim
of a DC resistivity survey is to reconstruct the subsurface electrical
properties. It is achieved by measuring many combinations of cur-
rent and potential electrode pairs, typically along a line for a 2-D
case, to be able to describe the electrical field in order to infer the
distribution of the electrical conductivity in the ground. The elec-
trical resistivity can then be computed as it is simply the inverse of
the electrical conductivity and can be related, among other things,
to different lithologies, porosity, moisture content, fluid chemistry
and contaminants (Brunet et al. 2010; Mainoo et al. 2019; Mgbolu
et al. 2019; Wang et al. 2020; Gamal et al. 2021).

The time-domain IP method measures the ability of the ground
to store electric energy while the current is injected (on-time) which
is then released, in form of current, when the current is turned off
(off-time). The parameter that describes how much energy is stored
in the ground is called chargeability, and it can also be measured in
the on-time using a 100 per cent duty cycle (Olsson et al. 2015).
The chargeability is a physical parameter that can be affected by
mineralization, heavy metals, contamination (Telford et al. 1991)
and can be linked with hydraulic permeability (Maurya et al. 2018a;
Weller & Slater 2019).

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/228/3/1648/6402904 by Lunds U

niversitet user on 17 N
ovem

ber 2021



1650 A. Nivorlis, M. Rossi and T. Dahlin

Automation

In a long-term monitoring experiment, it is imperative to fully au-
tomate the workflow of acquiring, processing and inverting the data
sets, as it quickly becomes impossible to manually process the entire
monitoring data set. For this reason, there is a need for a complete
workflow with routines for automated data collection and handling
(quality control and transferring). Then advanced signal processing
algorithms are needed for automated outline detection and noise
removal from the collected data sets. The filtered data should then
be prepared for the inversion using efficient routines suitable for
long time-series of monitoring data and finally to be visualized for
further interpretation.

Long-term monitoring system

First and foremost, an autonomous and automated data acquisition
system is needed to provide resistivity and chargeability data. Sec-
ondly, the data handling component is responsible for transferring
the data from the remote location, the contaminated site, to the
available resources for further processing and archiving of data.

For the data acquisition, we use an ABEM Terrameter LS2, which
is paired with external relay switches to extend its capabilities and
allow more electrode spreads to be connected with the instrument.
The relay switches include an ABEM Electrode Selector ES10-64C,
plus four two-way switch units with integrated transient protection
for each individual electrode (designed and built at Lund Univer-
sity). The measurements are performed using the 100 per cent duty-
cycle IP mode option (Olsson et al. 2015) where both resistivity and
chargeability are measured during the on-time, which effectively re-
duces the amount of time by close to half and increases the signal
to noise ratio. This measurement method is based on the processing
of full-waveform data developed by Olsson et al. (2016).

Software that communicates (via secure shell connection) with
the instrument and the relay switches was developed, ensuring that
the system can measure multiple profiles (spreads) sequentially on
a daily basis or as specified by the user. The software long term
monitoring system (LoTeMoSy) is written in Python and runs on a
compact PC (industrial grade to ensure longevity), which sits next
to the geophysical instrument and controls the entire monitoring se-
quence autonomously without the need of human interaction. Once
the measurement sequence is complete, the data are transferred
from the field PC to a server for further processing and archiving.

Digital signal processing

Geophysical data are generally contaminated by noise that needs to
be identified and removed before the data are further processed and
interpreted. The source of noise could be external power sources,
natural currents or hardware problems, and it is important to iden-
tify and remove noisy measurements that could potentially corrupt
the results. The changes in the subsurface due to seasonal varia-
tion or the effects from the remediation are expected to be smooth,
apart from the injection of degradation products, whereas rainfall
or frozen ground could introduce sharper changes in the daily mea-
surements.

The apparent resistivity pseudo-sections, like the ones presented
in Fig. 1, are generally a useful tool for qualitative inspection of
the spatial distribution of the data, as values should not be much
different from their neighbouring values. It is evident that there are
time steps (Fig. 1, left-hand column), where some data points are

affected by dominant noise, showing extreme differences from their
neighbouring values.

The temporal distribution is a key factor that can be used when
working with high-frequency sampling data as it is possible to anal-
yse each individual measurement over a period. If the noise is inco-
herent, the spatial inconsistency that can appear in a single profile
will normally affect a limited number of measurements for few time
steps; therefore, it will not remain dominant for longer periods. The
source of noise can be external, such as electromagnetic induction
from buried facilities; or internal from the system, as for example
coupling in electrode cables. It is also evident that often the in-
strument cannot inject enough current (Fig. 2), either due to high
contact resistance, which is often caused by frozen ground during
the winter period and could cause severe data quality issues, or
some random hardware failure.

As shown in Fig. 1 (left-hand column), there are several data
points that show extremely low apparent resistivities for 4 days (here
exemplified by data collected on a monitoring site from 16th and
18th of November), before the measurements became stable. The
analysis of the time-series of each individual data point (quadrupole)
can be used to identify and eliminate points that show anomalous
high-frequency fluctuations over time.

Fig. 2 illustrates an example of a time-series of a single
quadrupole that can used to identify abrupt changes in the geo-
physical parameters. Extremely low values, which can also be iden-
tified in the pseudo-sections of Fig. 1, are present in single time
steps and they cannot be explained by natural processes that occur
at lower frequencies. Some sharp transitions are more consistent
(March 2018 and February 2019) and they are related to seasonal
variations, specifically to frozen ground as others appear only for
a short time and they could be related to sudden changes, due to a
rainfall event, or simple erratic measurements. There is a need to
develop a software imposed digital filter, that is applied to the entire
data set on individual time-series of quadrupoles (Fig. 2) and that
removes outliers that are related to erratic measurements. Preserve
changes appear to be consistent in the data set, while dampening
sharper sporadic changes appear to be unrelated with the processes
that are to be investigated.

The signal processing algorithm consists of two steps. First, a
moving window median filter is applied with the aim of removing
extreme outliers. The filter is applied with a window length of 7
days (weekly). The second step is a low-pass Butterworth (LPB)
filter to further smooth the temporal series removing the higher
frequency changes that may be related to noisy data points while
preserving the information from the low-frequency changes, which
are of most interesting for geophysical monitoring applications, as
the processes of interest take time to develop (Sjödahl et al. 2009;
Heenan et al. 2015; Caterina et al. 2017). The filter has a normalized
threshold frequency fixed at 12 per cent of the Nyquist frequency
and order 2; the frequency response of the filter is presented in Fig. 3.
The filters are included in the SciPy (scientific python) open-source
library (Virtanen et al. 2020), which is available for the Python
programming language.

Fig. 4 represents an example of the filter applied to a single
quadrupole; the blue line shows the original data and the green
line shows the filtered data. The same filter (median and LPB) was
applied to every quadruple to eliminate the outliers and replace
them with a filtered value that matches past and future values, in
order to avoid having missing data as an input to the inversion.
The relative fluctuation in chargeability values appears stronger
because the signal to noise ratio is lower. The chargeability values
are generally in a narrow range of few mV/V (from 1 to 10) for
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Figure 1. Examples of pseudo-sections for selected days: in the left-hand column, pseudo-sections of raw data; in the right-hand column, the pseudo-sections
of the processed data sets. Dates are in YYYYMMDD format. We can identify spatial outliers that appear in the dates 2017 November 16–19 and that are
removed by the processing framework.

Figure 2. Example of the time-series of raw data for a single quadrupole. The cyan lines indicate the current injection, the red line indicates the apparent
resistivity and the blue line indicates the apparent chargeability as measured by the instrument. The example refers to the data point involving electrodes’
distance 44-53-49-50 m (A-B-M-N) of Line 3. The arrows indicate examples of bad/missing data (red) and outliers related to low signal levels (orange).
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1652 A. Nivorlis, M. Rossi and T. Dahlin

Figure 3. The frequency response of the low pass Butterworth filter. The frequency of the measurements was set at 1/3600 Hz and the frequency cut-off was
set to 34 μHz.

Figure 4. Example of filtering of raw data for quadrupole 34 of Line 3. The example refers to the data point involving electrodes distance 7-16-13-14 m
(A-B-M-N).

the entire data set, as it can be seen in the time-series of individual
quadrupoles.

Extremely sharp and inconsistent changes in the apparent resis-
tivities cannot be explained by natural events, neither sudden (i.e.
rainfall) nor slower (i.e. seasonal variations due to temperature ef-
fects). Furthermore, the aim of the proposed methodology is to be
applied in investigations where slowly occurring processes, such as
in situ remediation, leakage in landfills or internal erosion in dams,
are to be investigated. The changes due to such processes are ex-
pected to be smooth, less dominant in amplitude and consistent in
time, therefore it is evident that sharp changes are not relevant in
that context and should be identified and removed from the data.

Inversion

The inversion software Geotomo Res2DInv (v4.09) has been used
in this work with an L1-norm smoothness constrain, both in space
and time.

Inversion of large data sets can be computationally challenging,
and therefore efficient routines for handling monitoring data need
to be addressed. In this work, it was decided to invert weekly aver-
age data sets, to have an overview of the main changes that affect
the geophysical parameters, adding further smoothing steps, as the
principal interest is to investigate the long-term. Weekly averages
provide a good compromise to reduce the computation cost required
to invert daily data while preserving the expected changes, as it is
shown in the simulated experiment which is presented later. The
weekly results aim to provide an overall understanding of how the
subsurface is changing, while keeping the computational cost to the
minimum.

S I M U L AT I O N O F A M O N I T O R I N G
E X P E R I M E N T

The proposed workflow for efficient processing and inversion of
time-lapse data sets was first tested against a synthetic geoelectrical
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data set that simulates a yearly time-lapse experiment. For this
purpose, a baseline geoelectrical model was constructed (Fig. 5,
top) and the geoelectrical properties of each unit were altered to
generate 365 forward models where each model represent every
single day of the experiment. The simulated models were generated
using pyBERT, which is based on the open source software pyGIMLi
(Rücker et al. 2017).

Model space

The base geoelectrical model consists of two layers with the ad-
dition of two areas where the changes are simulated. Fig. 5 shows
the geoelectrical model that consists of clay (yellow), crystalline
bedrock (red), block A (green) and block B (blue). The model re-
sistivities are 30 � m for the clay layer, 3000 � m for the crystalline
bedrock, 30 � m for block A and 200 � m for block B. Then, the
resistivities of each unit were altered for each consecutive day to
simulate seasonal changes in the entire clay layer (Fig. 5, bottom
left), a small increase in resistivity for block A (Fig. 5, centre) and
a rapid decrease in resistivity for block B (Fig. 5, right).

Finally, once the 365 different resistivity distributions within the
same geometrical framework were constructed (one for each day),
we used pyBERT to calculate the forward response for each individ-
ual model using a multiple gradient array with identical geometry
and measurement sequence as the one used in the field example that
follows. The array consists of 1384 measurements in total with 1
meter separation between the electrodes.

The resulting synthetic data set is contaminated with noise to
simulate a more realistic scenario. A two-steps approach is applied
by first adding 2 per cent white noise and then including random
spikes with likelihood of 5 per cent. The processing was performed
on every single quadrupole of the time-series.

An example of an individual quadrupole is shown in Fig. 6. The
blue line represents the contaminated signal (for an entire year)
and the green line represents the filtered signal using the proposed
methodology. The filtered signal (green line) successfully removes
the spikes and smooths the random noise. The proposed filtering
methodology is applied to each quadrupole of the synthetic data set.
Weekly average data sets, as it was descripted in the previous section,
are extracted and inverted against a common baseline model, which
in the case is the initial geoelectrical model (Fig. 5, top).

Fig. 7 illustrates the inverted baseline model (top) and the results
of the time-lapse inversion for the entire experiment. The resistivity
of block A (Fig. 7 bottom left, green line) is resolved accurately
with a small deviation from the starting model. Furthermore, the
resistivity changes compared to the baseline (Fig. 7 bottom right,
green line) show that the general trend is resolved relatively well,
especially for the first 6 months. The resistivity value for block B
(Fig. 7 bottom left, blue line) is not resolved as well as for block
A, which can be attributed to an inherent issue of the inversion as
it is generally smoothing the results. However, even in this extreme
case it is possible to follow the general trend relatively well (Fig. 7
bottom right, blue line). The result is promising as in time-lapse
experiments it is mainly the variation of the electrical properties
during time that is used in the interpretations. If the actual values
are of interest, then an inversion scheme with sharp boundaries and
the use of a priori information (Fortier et al. 2008) needs to be used
instead; however, this is beyond the scope of the work presented in
this paper.

Lastly, it is extremely important to take into consideration the
seasonal changes that have been included in the clay layer (Fig. 5,

bottom left). Such seasonal changes are usually present in the time-
lapse monitoring and if their magnitude is larger than local changes
in the area of interest (for example that is the case for block A), they
might mask weak signal due to different processes.

The suggested methodology can be efficient to handle noisy data
that can potentially contain also missing values, without excluding
entire quadrupoles from the final data set. The analysis of the syn-
thetic experiment shows that the suggested methodology appears to
be applicable to large monitoring data sets. However, as it was dis-
cussed previously, in cases where the seasonal variations are dom-
inant or changes of lower amplitudes are to be investigated a more
detailed analysis should be used. Even so, the proposed method-
ology can be used to highlight periods of interest in a large data
set, e.g. few years of high-frequency monitoring, which otherwise
would have been extremely time-consuming to investigate.

F I E L D DATA

Site description

The area of investigation is an industrial-scale dry-cleaning facility
(Alingsåstvätteriet) located in Alingsås, Sweden. Around the 1960s
or 1970s, a single documented spill of approximately 200L PCE
leaked into the ground; however, other undocumented incidents
might have occurred. The spread of PCE led to the formation of
a DNAPL source zone underneath the building. Over the years,
the contaminant has migrated as a result of the groundwater flow
and the bedrock topography (Nivorlis et al. 2019), forming a larger
DNAPL plume.

The contaminants are mostly present in the fine-grained qua-
ternary deposit (silty clay), which is dominant in the subsurface
and extends from 2 to 7 m depth. The current geological model
(Nivorlis et al. 2019) suggests that a small amount is leaking through
the thinner and coarser layer underneath and spreading downgra-
dient. Based on soundings and well logs the crystalline bedrock
can be found at 7–9 m depth, and based on previous investigations
(Nivorlis et al. 2019) it is believed to be intact and act as an imper-
meable layer in our conceptual model. The geological conceptual
model is based on the membrane interface probe (MIP) soundings
investigation and indicates that the highest concentrations of the
contaminants are found in the clay layer. A pilot in situ remedia-
tion plan was designed using a direct push injection method. Two
different commercial fluids, a mixture of bacteria (SDC-9TM) with
a carbon source (Provectus ERD-CH4) and iron particles (Trap &
Treat R© Bacteria concentrate), were injected in two different areas
adjacent to each other, to evaluate their effectiveness for future use
(Nivorlis et al. 2019). Fig. 8 presents the locations of the direct push
injections for Area A (purple) where the mixture of bacteria with
the carbon source (Provectus ERD-CH4) was injected and Area B
(orange) where iron particles (CAT100) were injected.

Monitoring system

In the Alingsås site, we have installed the monitoring system de-
scribed previously and four DCIP profiles are measured daily. Each
profile has 64 stainless steel electrodes with 1 m electrode spacing
except at the end of the layouts where the electrode spacing is 2 m
(see Fig. 9). Stainless steel electrodes are well suited for measur-
ing resistivity as well as time-domain IP, the latter provided that
an instrument with sufficient dynamic resolution and proper signal
handling is used (Dahlin et al. 2002). Furthermore stainless steel
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1654 A. Nivorlis, M. Rossi and T. Dahlin

Figure 5. Geoelectrical units of the baseline model (top) consisting of clay (yellow), crystalline bedrock (red), block A (green) and block B (blue). The
introduced resistivity variation is presented for the clay (bottom left), block A (bottom centre) and block B (bottom right).

Figure 6. Signal processing filtering of individual quadrupole. The blue lines indicate the original signal (contaminated with random noise and spikes) and the
green line indicates the filtering result.

electrodes are robust and long-term stable for monitoring installa-
tions (Sjödahl et al. 2008; Kuras et al. 2016; Arosio et al. 2017).
The horizontally placed plate electrodes (10 cm × 10 cm) and the
cables are buried into the ground at approximately 30 cm depth to
minimize interference and provide a permanent installation of the
system (Nivorlis et al. 2019). The installation resulted in relatively
good electrode to ground contact with mean electrode resistances
of around 1 k� in the initial test measurements (Figs 9a and b). The
contact resistances have remained stable throughout the monitoring
period except for peaks in cold periods with ground freezing during
winter (Fig. 9c). The relatively low contact resistances during most
of the year suggest that good quality IP data may be acquired, even if

the same single multi-core electrode cables are used both for current
transmission and potential measurements (Dahlin & Leroux 2012).

The measurements are taken using the multiple gradient array
(Dahlin & Zhou 2006) with a total of 1384 measurement. A mul-
tiple gradient array is generally described using the s-factor, which
is the relative length of the current dipole, counted as multiples
of the potential electrode spacing a. The s-factor is 9 in the ma-
jority of the measurements and only few data points have larger s
values in connection with larger electrode separations at the layout
extremities. The a parameter has values from 1 to 7, except at the
end of the spreads where a-values are up to 14. The current pulses
are 4 s long in order to enable high-quality IP data (Maurya et al.
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Figure 7. The inverted result of the baseline model is presented in the top figure. The time-lapse inversion results are presented in the bottom figure with green
for block A and blue for block B. The left-hand figure shows the average resistivity for each block.

Figure 8. Alingsås field site. DCIP monitoring lines (solid blue) with the arrow that indicates the direction of local coordinates, interpreted DNAPL plume
boundaries (pink dashed line), the observation wells used to collect the water samples (black asterisk) and the injection points of CAT100 (orange) and Provect
CH4 (purple). The dashed black lines indicate the groundwater level measured in September 2017.
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Figure 9. Example electrodes contact resistances for Line 3 (top left), Line 4 (top right) and temporal variation for selected electrodes from Line 4 (bottom).

2018b; Olsson et al. 2019), and four pulses are used for stacking to
increase the signal to noise ratio of each measurement and quantify
repeatability.

Unfortunately, the monitoring system installation was finished
only 10 days before the remediation plan was scheduled to start,
as we could not have access to the site and the equipment earlier.
Ideally, a longer series of data should have been acquired before
changes start to happen in the subsurface due to remediation, but it
was neither possible to postpone the remediation plan nor to access
the site earlier due to logistical issues. The monitoring system is
running continuously until today and in this work, we have anal-
ysed and present the data that cover a period of 20 months, from
November 2017 to June 2019.

Baseline results

A key aspect of inverting time-lapse data is the identification of a
reference model (or baseline). The first 11 days of acquisition, be-
fore any remediation action took place, were inspected to assess a
stable baseline data set (Fig. 10). After excluding two missing (un-
collected) time steps (7th and 8th of November 2017), the remaining
values of the time-series are averaged for each single quadrupole to
establish a robust baseline reference model.

The data collected in the field where first processed by the scheme
proposed in this work to remove spatial and temporal outliers. Then,
weekly averages were extracted (Fig. 11) for every week following
the end of the baseline, which was inverted against the average
reference model using the time-lapse constrained mentioned previ-
ously. Even if it is possible to fine-tune each individual inversion,
the scope of this work is to build a robust framework that can be
applied with the same settings for long-term monitoring projects.
In many cases, data can be collected for years, therefore individual
fine-tuning of daily, weekly or monthly data is practically impos-
sible. The resistivity distribution along Line 4 (Fig. 12) clearly
identifies the crystalline bedrock as a high resistivity bottom layer
at around 7 m from topographic surface. A shallow high resistivity
filling material, apparently thinner than 1 m, can also be identified.
The resistivities of the underlying natural sediments range from 10

to 40 � m. An area with an increased resistivity response is present
between approximately 0 and 35 m along the profile at a depth of
2.5–5 m. This anomaly correlates with higher concentrations of the
contaminants as pointed out by Nivorlis et al. (2019; see also the
position of plume boundaries in Fig. 8). The chargeability response
should not be affected by any infrastructure along Line 4 and there
is a generally flat response with very low chargeability values (less
than 4 mV V−1).

The resistivity distribution of Line3 (Fig. 13) shows a shallower
high resistivity bedrock at around 5–6 m from topographic surface.
The transition between quaternary sediments and crystalline meta-
morphic bedrock is shallower than in Line 4, since the bedrock
topography is dipping towards north (Nivorlis et al. 2019). The top
filling material, with a maximum thickness of about 1 m, stands out
with higher resistivity than the glaciofluvial sediments below. The
sediments are defined by resistivity values between 20 and 40 � m.
Along this profile, a higher concentration of contaminants (Nivorlis
et al. 2019) correlates with an increase in resistivity between 0
and 30 m along the profile (Eastern part). The chargeability val-
ues are rather homogeneous in the subsurface with moderate values
(<10 mV V−1), except for a high chargeability response at around
22 m of the profile, which is correlated with buried infrastructures.

Time-lapse results

The time-lapse results of weekly average data inverted against the
baseline are shown in Fig. 14 for Line 4 and Fig. 15 for Line 3. Only
three selected time-steps of the entire time-series are displayed and
are presented as percentage variation of resistivity and absolute
change in chargeability (chargeability values are close to zero, so
percentage variation should be avoided they grow to infinity as
chargeability goes to zero) compared to the averaged baseline.

Analysing the time-lapse results for Line 4 (Fig. 14), mostly sea-
sonal variations are observed, since the line is located several meters
away from the area where the pilot remediation test is conducted (see
Fig. 8). The severe effect of frozen ground in the data sets around
2018 March 8 and 2019 February 27 appears as a strong increase
in resistivity in the shallower depths, 2 and 0.5 m, respectively. The
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Figure 10. Example of electrical resistivity and integral chargeability time-series data of a single quadrupole acquired before the remediation took place
(started on 8th of November). The example refers to the data point involving electrodes distance 26-35-29-30 m (A-B-M-N) of Line 3.

Figure 11. Time-lapse inversion of weekly averages against a constant average reference. The cells represent daily acquisitions. The 7th and 8th day were not
included in the reference data set (see Fig. 10)

upper soil was fully saturated (after a period of intense precipita-
tion) during the installation of the monitoring system, which must
have affected the baseline reference data set. Further changes can
be identified in the 3 m depth of time-step 2018 October 21 that
may probably relate to variations in the elevation of the ground-
water table. The chargeability variations appear rather stable over
the monitoring period, with small variations within in the range of
±2 mV V−1.

The time-lapse results for Line 3 (Fig. 15) are expected to be
more complex due to the proximity of the remediation experiment
and the infrastructures connected to the building. For this reason,
the results from Line 4 (Fig. 14) can be used to identify similar
seasonal effects along Line 3. Analogous seasonal variations can

be identified due to the frozen ground in the winter periods (dates
2018 March 8 and 2019 February 27).

When the frozen ground retreats, different responses are ob-
served, both in Line 3 and Line 4, coming from the areas where the
remediation products were injected. In Fig. 15, a general decrease
is identified in the resistivity in the central area of Line 3 (from 20
to 40 m along the profile) that is consistent for the entire analysed
period and coincides with the portion of soil treated with zerovalent
iron particles. In the western area (from 7 to 24 m along the profile),
where the bacteria consortium was injected, the response shows a
similar behaviour as the untreated part in the far right (eastern)
side with a rather seasonal pattern. The chargeability is greatly af-
fected by the high response of some probable buried infrastructure
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Figure 12. Inverted model for resistivity (top) and chargeability (bottom) of the baseline for Line 4.

Figure 13. Inverted model of resistivity (top) and chargeability (bottom) of the baseline for Line3.

at about 25 m along the profile. This anomaly is of an order of
magnitude higher than the background levels, thereby masking the
subtle changes in the background.

Line 4 (Fig. 14) shows a smoother and more homogeneous pattern
in the time-lapse inversions. Nevertheless, a different distribution
of the changes in resistivity is identified in the portion of the profile
about from 7 to 37 m (western portion) with a general decrease in
resistivity.

Fig. 16 compares the resistivity of the shallower soil of Line 3
and Line 4 with soil temperature. The time-series of Line 3 and
Line 4 are obtained by averaging the inverted resistivity for each
available time step in a depth slice of 1.5 from the topographic
surface. The soil temperature data are collected via a temperature
probe (107 Thermistor probe, Campbell Scientific) buried at 20 cm
depth in the central part of Line3 (27 m along the profile), which
samples every 10 min. The rapid increase of resistivity in March

2018 and February 2019 (Fig. 16), which can be directly corre-
lated with the observations in the raw-data (Fig. 2), is evidently
caused by frozen ground when the soil temperature drops below
0 ◦C.

Figs 18 and 17 summarize the changes in resistivity (left plot)
and chargeability (right plot) over the monitoring period, for Lines 4
and 3, respectively. The geophysical parameters (percentage change
in resistivity and absolute change in chargeability) are obtained
from the inverted results presented in Figs 14 and 15. The electri-
cal quantities are averaged over three areas of higher interest that
present different patterns during time. The western area along Line
3 (marked as ‘a’ in Fig. 17) coincides with the portion of ground
that was treated by injecting a fluid containing a bacteria consor-
tium and nutrients. The central area of Line 3 (‘b’ in Fig. 17) was
treated by injecting a solution of zerovalent iron and bacteria. The
eastern area of Line 3 (‘c’ in Fig. 17) represents the untreated and
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Figure 14. Examples of time-lapse inversions of Line4: from dates 2018 March 8 (top row), 2018 October 21 (middle row) and 2019 February 27 (bottom
row). Percentage change in resistivity (left-hand column) and absolute change in chargeability (right-hand column) compared to baseline data set.

Figure 15. Examples of time-lapse inversions of Line3: from dates 2018 March 8 (top row), 2018 October 21 (middle row) and 2019 February 27 (bottom
row). Percentage change in resistivity (left-hand column) and absolute change in chargeability (right-hand column) compared to baseline data set.

uncontaminated ground. Three areas with the same relative location
along the profile are selected for Line 4 (Fig. 18).

Area c represents a volume of untreated and uncontaminated
ground, both for Line 3 and Line 4 (Figs 17 and 18 respectively).
It is evident that the pattern of resistivity changes in those areas
shows a high similarity, both in the shape of the curve over time
and in the values of resistivity changes. The absolute changes in
chargeability display the same behaviour, even if the values are
confined in a narrow range (between −1 and 1 mV V−1). These
deviations from the baseline can be linked to seasonal variations.
In particular, temperature and fluid salinity might play a dominant
role, as both resistivity and chargeability increase during summer
and decrease in winter.

Areas a and area b along Line 3 (Fig. 17) show completely differ-
ent patterns over time. Central area b is represented by a consistent
decrease in resistivity, while western area a has a pattern that reflects
the untreated and uncontaminated ground (area c). The evident drop
in resistivity of area b can be explained by the nature of the injected
remediation product that is a solution containing coated particles
of zerovalent iron. When the coating is dissolved, the iron parti-
cles start to oxidize and reduce the bulk resistance of the ground.
The drop in the resistivity values is not associated with similar
fluctuations in the chargeability values, even if they are not straight-
forward to interpret, since an anomaly connected to some buried

infrastructure strongly influences this area. The fact that area a,
treated with a bioremediation product, has a similar pattern as the
uncontaminated and untreated area c could mean that the injection
of the bacteria consortium was not successful, or that the injected
media has no impact in the geoelectrical signal.

Fig. 19 shows part of the results from an extensive geochemical
survey that was performed to monitor and validate the in situ pilot
bioremediation (Åkesson et al. 2021). The analyses were performed
on water samples collected from wells with filters in the sand me-
dia, which are located between the crystalline bedrock and the clay
layer. The data are sampled in boreholes that are closely located
to Line 3 and 4 (Fig. 8). The concentration of PCE is dramatically
decreased after the bioremediation was initiated and the concentra-
tion of the degradation products, specifically cis-DCE, is increased,
for both area a (corresponding to samples in LU4) and area b (cor-
responding to samples in LU6). Based on the geochemical data,
it seems that degradation is occurring in both area a and area b,
hence the difference in the geophysical response is mainly due to
the bioremediation agents.

The time-series of inverted geophysical parameters along Line
4 in area a and area b (Fig. 18) do not show the same pattern
as along Line 3 (Fig. 17). Area a’ and area b’ are characterized
by an almost identical curve, both for resistivity and chargeability
changes. They differ from the uncontaminated area c’ and they
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Figure 16. Averaged inverted resistivity values of the shallower soil (X m deep) for Line 3 (blue line) and Line 4 (black line) over the monitoring period. The
red solid line represents the soil temperature, measured at the depth of 20 cm, while the red dashed line highlights the level of 0 ◦C.

Figure 17. Analysis of the time-dependent variations of resistivity (left) and chargeability (right) for Line 3. Resistivity is represented as percentage changes
of inverted data respect to background, while chargeability is the absolute variation of inverted integral chargeability respect to background values. The values
of the plots are calculated averaging inside the three areas (a–c) highlighted in the inverted results from the baseline (bottom).

present an overall reduction in resistivity. The curves resemble a
blended pattern of area a and area b of Line 3 (Fig. 17). This fact
suggests a possible explanation for these different anomalies. Line
4 is not orthogonal to the groundwater flow (showed in Fig. 8), so
the fluids that intersect the geophysical profile could be a mixture of
both remediation products that are well separated along Line 3, due
to its proximity to the treated ground. It is clearly indicating that

the geophysical response from the degradation of zerovalent iron
particles is dominant, even if the degradation products are probably
diluted as is suggested by relatively higher values of resistivity in
area b’ compared to area b (Line 3, Fig. 17).

This pattern can be recognised also in Fig. 19, where the iron
concentration is generally increased for area b (LU6) due to the
injection of the remediation agent, while it is not the case for area
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Figure 18. Analysis of the time-dependent variations of resistivity (left) and chargeability (right) for Line 4. Resistivity is represented as percentage changes
of inverted data respect to background, while chargeability is the absolute variation of inverted integral chargeability respect to background values. The values
of the plots are calculated averaging inside the three areas (a–c) highlighted in the inverted results from the baseline (bottom).

Figure 19. Geochemical results that show the PCE (top left), cis-DCE (top right) and iron (bottom) concentrations in the water samples (see Fig. 8 for boreholes
location). Water samples were collected by Sofia Åkesson and the WSP on behalf of the Swedish Geological Survey (SGU) as part of the survey for monitoring
the effets of in situ bioremediation.

a (LU4). The injected agent, containing iron particles, has then
migrated downgradient and can be seen in MW4 as a spike in iron
concentration after approximately 6–8 months. MW4 is located
NW of line 4 (Fig. 8) and the increase in the iron concentration is
in good correlation with the resistivity trend of block a’ (Fig. 18).
The drop in resistivity of block a and b occurs around the same
time.

The shape of the curves that display the variations of inverted
resistivity and chargeability are consistent over the entire period of
20 months. This strengthens the claim that the applied methodol-
ogy for processing and inverting the geophysical data is robust and
has great potential in long-term monitoring systems, especially for
enhancing the interpretation of long-term geochemical processes.
The results can successfully capture the changes due to the injection
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of the remediation agents, however they need to be further opti-
mized (and possible temperature corrected) in order to capture the
much smaller changes due to the degradation of the contaminants.
Therefore, the proposed scheme can be applied in case of available
long-term monitoring to reveal periods of interest for which a more
detailed analysis needs to be carried out.

C O N C LU S I O N S

This work describes the different components needed for a long-
term geophysical monitoring using the DCIP method with high
temporal frequency sampling. The proposed routines for data pro-
cessing and inversion are first tested against a simulated time-lapse
experiment and are then applied on field data, collected on a site
contaminated by chlorinated solvents, where a pilot in situ remedi-
ation is on-going since November 2017.

The results from the simulated time-lapse experiment show that
the proposed workflow is very effective in removing spikes and out-
liers. The inversion results can resolve the simulated changes in the
different areas. The results from the field data show strong seasonal
variations due to frozen ground and marked yearly variations due
to changes in the air temperature. Furthermore, the areas where
two different remediation agents were injected appear to have dif-
ferent behaviours in the inverted time-series models. The proposed
scheme can resolve the changes due to the remediation agents since
they are more dominant but is not successful in resolving changes
that can be linked to the biochemical processes. Furthermore, the
daily measurements allow to capture smoother seasonal variations,
which can be in the range of 25 per cent change in resistivity and
4 mV V−1 change in chargeability. These seasonal changes might
be falsely interpreted as natural changes if the measurements are
repeated at widely spaced time intervals.

It is evident that the shapes of the inverted resistivity and charge-
ability time-series curves, extracted from different areas of the pro-
file, are consistent over the entire period of 20 months. This shows
that the methodology used is very robust when applied to the exper-
imental data set from the Alingsås site. This outcome together with
the analysis of the synthetic data set suggests a strong potential for
long-term monitoring in other sites. The different components of
the system are automated separately and can be integrated together
with some further optimization. It possible to automatically acquire
daily data that will be pipelined through the processing algorithms,
the inversion routines and the visualization scripts, making real-time
DCIP monitoring possible. The inverted results would be visualized,
with a short delay due to data transferring and processing, and the
system can be horizontally scaled to be applied in multiple sites.
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Rücker, C., Günther, T. & Wagner, F.M., 2017. pyGIMLi: an open-source
library for modelling and inversion in geophysics, Comput. Geosci., 109,
106–123.

Saneiyan, S., Ntarlagiannis, D., Ohan, J., Lee, J., Colwell, F. & Burns, S.,
2019. Induced polarization as a monitoring tool for in-situ microbial
induced carbonate precipitation (MICP) processes, Ecol. Eng., 127, 36–
47.

Sedlazeck, K.P., Vollprecht, D., Müller, P., Mischitz, R. & Gieré, R., 2020.
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