Abstract—In this paper we investigate the possibility of socially assistive robots (SARs) supporting diagnostic screening for peripartum depression (PPD) within the next five years. Through a HRI/socio-legal collaboration, we explore the gender norms within PPD in Sweden, to inform a gender-sensitive approach to designing SARs in such a setting, as well as governance implications. This is achieved through conducting expert interviews and qualitatively analysing the data. Based on the results, we conclude that a gender-sensitive approach is a necessity in relation to the design and governance of SARs for PPD screening.
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I. INTRODUCTION

Peripartum depression (PPD) affects around 10% to 20% of women anytime from the time of conception to one year after giving birth [1], [2] and manifests in the pregnant woman with feelings such as of loss of interest and enjoyment [2]. It is a serious condition with high societal costs which can also lead to preterm delivery, adverse birth outcomes, low quality of maternal life, family breakdown, and even increased risk of suicide [3]. In order to receive treatment, a PPD clinical diagnosis is required. This currently involves a structured clinical interview with a skilled physician. However, access to skilled personnel in primary care can vary substantially, which can lead to long waiting times or low diagnostic accuracy. Recent research suggests that up to 69% of PPD cases go undetected and only 6% receive adequate treatment [4].

In this paper we investigate the use of socially assistive robots (SARs) to support medical professionals in the screening of PPD and explore how a future of care of PPD could look like in the next five years from a governance of robots and artificial intelligence (AI)’s perspective. SARs in mental healthcare have, of recent, started to receive a lot of attention [5], whether as tools to monitor and improve people’s mental health during infectious disease outbreaks [6], or as positive psychology coaches to support students’ wellbeing [7]. However, no previous work, to our knowledge, has investigated the use of SARs in the screening and diagnosis of PPD.

PPD is a sensitive application area for SARs. Pregnancy is filled with expectations, due in part to the gender norms on the pregnant person. In this paper we will refer to pregnant persons and new mothers as “women” and use the pronouns “she/her”. Within this terminology we include non-binary people as well as trans men and cis-women. In this context, gender norms are not a binary divide between “man” and “woman” but about the social meaning ascribed to a pregnant body and how this can affect the norms around it [8]. Gender norms can manifest themselves through people saying to the pregnant woman “being pregnant is such a gift”. However, women experiencing PPD might not reciprocate these feelings, yet may react according to societal norms [9]. This may lead to pregnant women experiencing PPD to suppress their feelings which might go unnoticed by their close entourage, including medical professionals.

Building on previous research that highlights the importance of involving users and key stakeholders in co-designing SARs [10] and on recent ethics guidelines to develop ethical and trustworthy AI systems that promote non-discrimination and fairness [11], [12], in this paper we advocate for a gender-sensitive approach to the design of SARs for PPD screening. Based on the definition of fairness in AI guidelines [11], [12], we conceptualise gender fairness as the principle according to which SARS are designed following a gender-sensitive approach. Through our interdisciplinary research team, made-up of social roboticists and socio-legal scholars, we identify how to study gender norms in a PPD setting and how this can be translated into the design of SARs according to the principle of gender fairness which accounts for gender norms.

To inform the design of SARs for PPD screening, we conducted an interview study with experts from two different
fields: PPD experts – people who work in research or practice within PPD – and gender studies experts – researchers in critical studies with expertise on gender. This allows a critical take on PPD and its screening. The aim is to explore how human-robot interaction (HRI) can (1) challenge current medical practices, and (2) be designed to avoid transferring and mirroring norms which hinder women opening up about their current mental health. We discuss HRI design implications for SARs in PPD screening, including contexts of use within and outside of the medical institution, the different roles that SARs could play, and which physical appearance and capabilities SARs should have. We reflect on these implications using a gender fairness and socio-legal lens, and discuss how SARs can impact the future of governance of PPD screening and AI and robots from an ethical and trustworthy AI perspective.

II. RELATED WORK

A. PPD and the Swedish Context

Major depressive disorder (MDD) is reported as being mostly experienced by women [13]. In accordance with this, the literature, as well as policy recommendations, are based on women and the symptoms women experience [14]–[17]. Consequently, the narrative around depression is already very gendered. Interestingly, how much MDD is attributable to PPD is not fully known [1]. Yet, literature shines a light on pregnant women feeling stigmatised and isolated about their depressive symptoms [9]. Thus pregnancy seemingly adds an intricate layer which is mostly focused on pregnant women and yet also prevents them talking about their mental health openly.

In Sweden, pregnancy is closely monitored by an assigned midwife [18]. After birth, the woman will usually see the midwife once more, and then be assigned a Child Health Services Nurse [18]. Currently in Swedish national recommendations, women should get screened for PPD eight weeks after they have given birth through Edinburgh Postnatal Depression Scale (EPDS) questionnaire [19]. If the woman feels that her mental health is being affected by the pregnancy, she has to go and see her General Practitioner (GP) to get screened for PPD through what is called the MINI interview or the EPDS; from there she can then get the medication or mental health support. However, in Sweden it is reported that immigrant people living in Sweden have poorer access to healthcare, including mental healthcare [18].

B. SARs in Mental Healthcare

SARs have, of recent, been rising in prominence in mental healthcare [6]. Using SARs has been shown to be beneficial in many ways, such as addressing labour shortage, reducing biases in the diagnostic processes from healthcare personnel, and improving self-disclosure by enhancing a feeling of anonymity [5], [20]–[22].

Other research utilised SARs to support care and management of dementia and autism, and assessment of cognitive impairments [23]–[26], to provide social support and companionship to reduce loneliness [27], or to assist in the education of children with developmental disabilities [28].

Virtual agents have been used in depression assessment. Some applications involved the automatic assessment of mental disorders, including depression, by means of semi-structured interviews [29], [30]. An evaluation showed that users preferred to communicate with virtual agents compared to human interviewers [29]. These studies show the potential of an intelligent automatic diagnostic system of depression.

However, no previous work has investigated robot-assisted diagnostics or support of perinatal depression. Moreover, effective ways to design robots as tools for mental healthcare and to integrate them into current medical practice still require exploration [21], [31], and we draw from our earlier work in this study [32].

C. Social Robotics and Gender

Designing SARs according to a gender-sensitive approach is becoming increasingly relevant [33]. Yet, the study of robot gendering is still underexplored [34], and the question of whether and how a robot should be gendered, in its appearance and behaviour, still open.

Should robots be gendered in the same way that humans are gendered? Should they mirror human gender norms? Researchers are challenging the approach of a binary gender representation of robots, suggesting that robotic embodiments offer the opportunity for a more fluid approach to robot gendering [35]. A key challenge here is that gendering robots mirroring human norms may lead to the reproduction and perpetuation of gender biases. A recent UNESCO report demonstrated that the gendering of voice assistants led to production and reproduction of gender stereotypes, especially the notion that women should be submissive, polite and patient [35]. In social robotics, studies have explored the relationship between robot gendering and gender and occupational stereotypes [36], and perception of robotic noncompliance [37]. Moreover, recent studies investigated how social robots could be designed to go against current digital assistants’ gender norms and advocate for a feminist approach to the design of social HRI to challenge and reduce gender biases [38].

We posit that addressing the question of whether and how to gender robots cannot be done without a cross-fertilization of perspectives from different research fields. Indeed, it has been shown before that a dialogue between experts in HRI and gender studies can lead to a more gender-sensitive approach to the design of social HRI [38]. In this paper, we adopt a socio-legal HRI perspective to the design of social robots in the context of PPD.

D. Governance

Sociology of Law (SoL) allows for a wider understanding of governance [39], taking into account regulations and guidelines, but also the norms around how these types of governance are viewed and put into practice. While governance of AI and robotics is a wide and multifaceted field, some say its underdeveloped in relation to recent technical developments [40], for example in relation to robotics and autonomous systems in social care [41]. Our study touches on both a) established
regulations, primarily related to privacy, the care context and anti-discrimination (including gender fairness), as well as b) notions of AI governance, such as the Ethics Guidelines for Trustworthy AI published by the EU Commission’s High-Level Expert Group on AI (AI HLEG) in 2019 [11], as well as c) the European Commission’s proposal for an AI Act.

Firstly, and for Sweden and the screening of PPD, the National Board of Health and Welfare (Socialstyrelsen) has since 2010 recommended that the self-assessment scale EPDS should be included in the conversation with new mothers about their well-being [19]. In addition, a key regulatory framework for privacy and data protection is of course the European General Data Protection Regulation, GDPR, ultimately echoing the right to private life as a human right and aspects of patient autonomy [42].

Secondly, the introduction of AI-systems and machine learning capabilities in health care and medicine points to the relevance of the AI HLEG’s guidelines, framing “trustworthy AI” as found in the respect for human autonomy, prevention of harm, fairness, and explicability – including questions of explainability and accountability [?] [43]. The ethics guidelines present seven requirements for “the realisation of trustworthy AI”: 1) Human agency and oversight; 2) Technical Robustness and safety; 3) Privacy and data governance; 4) Transparency; 5) Diversity, non-discrimination and fairness; 6) Societal and environmental well-being; 7) Accountability. These guidelines are part of a wider trend on defining principles and guidelines linked to the development and implementation of AI and machine learning in various fields, including social robotics, and health [46].

Thirdly, for a European context this has had a particular focus on trust and human-centricity [39], [47], demonstrated by the proposal for an AI Act, published in April 2021. The proposal is roughly divided into AI-systems bearing unacceptable risk, high-risk – likely to include much public sector health care – and low-risk. Commentaries sees the risk-approach as appropriate and practical but consider the wide definition of AI-systems as highly problematic [48], describing the proposed act as “AI auditing” [49], with a great deal of self-enforcement. The proposal includes distinct demands on dataset quality (for high-risk applications), on representativeness, accuracy, completeness, and on human oversight [50].

E. Social Structures, Power and Intersectionality

Critical scholars shine a light on the false promise around the narrative that integrating technology will optimise and render the process more efficient. However, it can also oversimplify and amplify social problems [39], [51]–[53]. This is central to this paper, since pregnant women are often prevented from speaking about their negative feelings because they do not want to appear as a “bad mom” nor do they completely understand their own condition [9]. Therefore, to produce an appropriate model, the focus should be on understanding those structures and potential social divisions, before reducing them to algorithms [51], [53].

The role of power, such as the stakeholders involved, should also be accounted for. Pinpointing power enables to account for where the data is coming from (e.g. from only medical data) and whether it is inclusive and representative (e.g. do the patients feel that they are listened to and recorded adequately by their medical professionals) [52]. Put differently, it is key to identify if the stakeholders involved for the development of new technologies are representative and inclusive. For this research, the interviews explicitly included questions which demanded a reflection on social structures and power dynamics within the medical institution (see results and discussion).

Understanding the complexity of direct robot users is vital; as each pregnant woman has her own life-experience and unique background. This is coined as “intersectionality” [54], whereby the individual’s unique traits – such as her ethnicity, her socio-economic status— as well as societal factors, will impact women’s experiences of the medical institution. The concept of intersectionality demonstrates that a generalised approach to PPD is not appropriate, and thus also veered the research design of this paper.

III. Method

A. Research questions

We investigate the following four research questions:

- Q1: How are gender norms at play in the context of PPD?
- Q2: How can current medical practices in PPD be challenged by socially assistive robots?
- Q3: How can gender fairness be integrated in the design of socially assistive robots for PPD screening?
- Q4: What aspects of governance are of the most relevance for ensuring gender fairness in socially assistive robots?

B. Participants

Eight participants overall (F:7, M:1, average age: 47.75 ± 18.75): four with expertise in PPD referred to as “P” in the results (N=4, F:3, M:1; 10-17 years of experience, mean: 14.5) and four with expertise in gender studies from academia referred to as “G” in the results (N=4, F:4, M:0; 3-35 years of experience, mean: 21). All were recruited via email in Sweden.

C. Procedure

Semi-structured interviews were conducted through Zoom by the first and second author in English (N=6) and Swedish (N=2). Prior to the interview study, participants filled in a questionnaire, including demographic information, questions on previous experience with robots and digital technologies, and professional experience.

In the first part of the interview, participants were asked questions on gender norms in current medical practices surrounding screening of PPD. Afterwards, in order to set the context for the next interview stage, using a similar approach to Serholt et al. [55], we asked participants to read a fictional vignette. The vignette was a made-up scenario about a pregnant woman, Molly, experiencing PPD and going to her GP to discuss about it. With her consent, she spoke to a SAR about her feelings and was informed that her GP would review the
Participants were then asked to watch a video demonstration (also available in the supplementary material) where a fictional patient interacts with a Furhat robot (https://furhatrobotics.com/) in an interview scenario for PPD screening (Figure 1). The animations of the robot were implemented with FaceCore Face Engine (https://docs.furhat.io/facecore/), which can capture real human facial animations, voice, and head movements and reproduce them on a Furhat robot. The voice was processed to be more synthetic-like. Following this, the second part of the interview investigated experts’ views on how to challenge existing norms and current medical practices with SARs, and what capabilities the latter should have. Participants were then asked to watch a second video, which showed multiple combinations of voices and appearances of the Furhat robot. Specifically, we demonstrated the Furhat robot with a) voice that was congruent and not congruent with its appearance, in terms of gender; b) gendered and gender-fluid appearances; c) human-like and nonhuman-like appearances. Finally, in the third stage of the interview, we asked questions on what characteristics in appearance a SAR should have when used to support screening of PPD.

Each participant received a gift voucher as compensation for their participation. The research was approved by the local ethics committee.

**A. Negative Gender Norms within PPD**

1) **Emanating from the Medical Institution:** The role of the medical institution is key throughout the pregnancy in Sweden. Thus, the pregnant woman will go to these institutions physically, which one gender expert points out, leads to the person seeing posters of visibly pregnant women with a “hopeful smile”. Furthermore, the pregnant woman will only get the option to be screened for PPD through the EPDS questionnaire 8 weeks after giving birth, but not all women fill out the questionnaire and neither is everyone offered the screening [19]. This indicates the priority given to the physical health over patient’s mental health, as pointed out by a few PPD expert participants. One PPD expert participant mentioned the lack of time to ask patients about their mental health during the visits; whilst another spoke about their patients having bad experiences with the healthcare personnel. A gender expert, in a similar line, pointed that setting up a GP appointment is already time consuming (where a MINI interview could be set up), which adds to the negative experience.

2) **Emanating from the Pregnant Woman:** Participants were very sympathetic to the pregnant women. One PPD expert explained that the pregnant woman often blamed herself for developing PPD, whilst in contrast if she developed a physical condition during the pregnancy, she understood and accepted that that was out of her control. Gender experts referred to the gender norms emanating from the pregnant woman as her not knowing how to process or acknowledge her own feelings around PPD. This narrative was echoed by the majority of PPD experts and furthered. For example, two PPD experts explained that the change from the midwife to the nurse checking on the baby’s development after birth meant that women wanted to present themselves as good mothers; or when filling out the EPDS questionnaire she would not answer accurately because she did not feel comfortable doing so or she thought that she would get better soon.

3) **Emanating from Society and Societal Expectations:** All participants put emphasis on the role society plays around PPD. There are expectations from many sources, which point to the importance of being a “good mom” and presenting as such. One aspect derives from media outlets, such as films and social media, where the pregnant woman on the screen seems to be happy and “having the best time of [their] life” (P3). Another aspect which leads onto this, is that the pregnant woman does not relate to such content but feels that she has to act in line with it to fit in. A final important aspect, which only gender experts touched upon and some PPD experts implicitly referred to, is this notion that there is one type of desirable mother. This means, in Sweden, that a mother should ethnically, culturally, and from an age perspective be aligned

---

**Fig. 1. Fictional patient interacting with a Furhat robot.**
with the values of the country. If someone falls outside of that scope, they will likely face difficulties. For example, a trans man will not be recognised by the medical system as being able to be pregnant.

B. Challenging PPD Processes with SARs?

1) PPD experts view SARs as an Ally to Medical Professionals: PPD experts were typically welcoming of the robot, especially in the PPD setting. These experts were typically critical of the screening tools used in Sweden for PPD. All PPD experts agreed that the tools (EPDS and MINI interviews) are not tailored to pregnancy specifically. For example, the MINI questions, although they will still be successful in identifying people with PPD, are related to weight and sleep – both of which are deemed to change during the pregnancy and after giving birth. The EPDS does not differentiate between the mother felt and how the mother felt if the child is not considered with regards to loss of enjoyment. From a governance perspective, the experts pointed to the fact that the medical institution and staff do not have the adequate resources for PPD. Very often it is for the professional to raise awareness around PPD and ensure that the pregnant woman feels ready to speak about how she feels– which takes time and resources. In line with this, experts felt that the robot could challenge these norms and fill the gap and be an ally to the staff.

The PPD experts saw the robot as an integration of their work within their medical team. The findings point towards the PPD experts being willing to bring robots into the PPD setting. This is partly due to the fact that the GP would still be in the loop and would still be the one making the final call, and that the robot has more time to allow the patient to feel comfortable and raise awareness around PPD and is also compassionate and empathetic, which we discuss in more detail in Section IV-C. PPD experts also enjoyed the aspect of the robot being able to go outside of the usual medical procedure, such as ending the session with a breathwork exercise. Reservations on the robot had more to do with how to personalise the robot to the user, as discussed in Section IV-C. One PPD expert also voiced concern over the success of the robot; during the pandemic, her clients were not willing to talk to her virtually. Thus, the pregnant woman, may want the physical assurance from a human in such a circumstance, and not be offered to talk to a robot.

2) Gender experts view SARs as a Reproduction of the Medical Institution: On the other hand, gender experts were much more critical of introducing the robot in the PPD setting. A good summary of the gender experts is the following extract, said in an ironic tone: “Sure, you could use it [the robot] to challenge norms if you want to, or you could use it to reproduce the existing norms and practices that are already there. I mean, that’s one of the freedoms with robots, right?” (G3). From a sociological perspective, gender experts spoke about the problem around calling PPD “depression”. This label has a lot of stigma attached to it, which derives from the medical institution. Put differently, only the medical professionals in Sweden have the power to label somebody with depression and the connotations around such a condition is stigmatised. Thus creating a robot in such a setting is already reproducing the mere act of the patient having to turn to the medical institution for some help. Furthermore, the medical institution has tended to only screen pregnant women and not the partner or other individuals who might suffer from PPD. Thus to them, this research was problematic in part due to this.

From a governance perspective, the role of a primary practitioner is required in order to diagnose PPD. To the gender experts, the robot might merely add a layer of waiting time in-between calling for an appointment regarding the mental health of the pregnant woman and the GP reviewing the transcripts. As a result, this might merely extend the time frame until the pregnant woman will receive help, which does not challenge PPD as it currently stands.

A majority of participants mentioned that the women want to talk to somebody about how they are feeling but they do not know how to address it. They pointed to the robot having similar characteristics to that of something people confess to, or look to in order to openly speak about their feelings. Thus the robot could be developed in a broader context, where the stakes are not as high nor as stigmatised, and which can provide additional support to the pregnant woman. Accordingly, instead, some gender experts suggested developing robots to support people during and after their pregnancy, outside of the medical institution altogether. One gender expert mentioned that in Sweden there are other structures to provide support for the mother and try to find women who need more support. These institutions are more helpful to the medical institution in this instance, in her opinion, since the woman might be struggling mentally not because of depression but other factors, such as requiring additional resources due to unstable living conditions or an abusive partner.

C. Informing HRI Design

1) Overall view of the robot in a healthcare setting: After showing the two demos of the robot, we asked each participant their opinion on them. The first demo regarded the interaction between the robot and user, here participants felt able to comment as experts. However, the second video concerned the appearance of the robot and participants felt that pregnant women should be the ones prioritised.

A majority of the participants agreed that it is key to ask the patient consent about whether she wanted to speak to the robot. Only PPD experts were supportive of the robots in the demos, although they were still reserved: “Okay, it’s a quite new thought to me this robot thing. But yeah, I think [it went] better than expected.” (P3). However, all participants were openly critical about the Furhat robot in the first video demo, for example the robot seemed too happy, or too monotonous, or too robotic and synthetic.

2) Robot’s behaviour: PPD experts tended to reflect on the verbal aspect of the robot, whilst gender experts on non-verbal aspects. Gender experts pointed a lot to the need for the robot to show empathy and mirror the user to facilitate this, such
as mirroring user’s emotions and behaviours, or nodding. One went further and explained verbal acknowledgement to what the user was saying, such as “I’m sorry to hear that” or “Yes, I hear that you’re saying that this is really bad” (G3). Most gender experts also pointed to the impossibility of a value-free robot, where cultural context will be key and thus not necessarily generalisable outside of Sweden and European customs around childbirth impacting gender norms.

PPD experts on the other hand were more focused on the verbal aspect of the robot’s behaviour. Seemingly, the PPD experts rectified or validated the way the robot behaved towards the user according to how human experts should behave, for example: “not automatically mirror the patient’s behaviour, but (...) check if you have understood what the patient has said. So I think that’s pretty important.” (P1). The consequence here is two-fold: the robot should mirror the patient, but also speak with a certain intonation and filler words such as “uhm” (agree) so that the user feels listened to. One participant pointed to the need for the developer to ensure that the robot constantly re-adapts to the patient, whereby the patient might be sad one moment, and the next be happier.

3) Robot’s appearance: Generally, the participants were unsure about what the appearance of the robot should be in such a setting, for example: “My most personal spontaneous feeling would be to be quite absurd to sit and talk to that little plastic head” (G4). Thus, for the robot to seem credible to the users, it would need to be personalised for such a setting. All felt that in this setting the appearance of the robot would play an important role, but would be very subjective to the person, and could include factors related to both ethnicity (i.e., skin colour) and gender. Usually, participants felt that the robot needed feminine traits, since (a) midwives in Sweden are usually cis-women and (b) people tend to view women as better listeners and more caring concluding that: “from experience, unfortunately, I think people would prefer a woman if you have to choose a gender”. However, this did not mean that the robot should have features of a woman’s face, nor the need for strict congruency between the voice and the face. For example, some viewed the man with a beard and a male voice as a credible robot in this setting as it reminded them of good childhood experiences; whilst others viewed that exact robot replicating patriarchal structures: “the harshness of the voice more dominating (...) [it] reminded me of older generation doctors” (P2). This disparity seemed to emanate from their own experience.

Furthermore, reflections on anthropomorphism in the robot’s appearance were also interesting. According to the participants the robot should have human-like features, but only up to a certain extent. In other words, the robot should resemble somewhat a human, but in a synthetic way, and not have an anime/manga face. Participants agreed that the robot could also be gender neutral in appearance, and have a gender-neutral name and a non-binary voice.

Importantly, it was hard for participants to pinpoint the user’s agency in deciding the robot’s appearance. Whilst ideally the user would choose how the robot could look like, the very issue with PPD is loss of interest and difficulty to make choices. Thus, participants usually concluded that either the user does not get to choose the pre-set face that is used or the user chooses from a handful of clear choices. But this decision is very value-driven around what the developers think would fit such a setting.

D. Robot Governance and Gender Fairness

From a governance perspective, questions around the learning data is not fully addressed by regulations and guidelines, nor executing gender fairness. Usually governance guidelines surround issues of privacy and the personal data used in training a potential machine learning-based tool. Accordingly, we asked participants what they thought the robot should have access to for PPD screening purposes and why they believed it was important.

As previously mentioned, the PPD experts welcomed the robot into their healthcare practice, thus they viewed the robot as a colleague and as such should access what they can access. To PPD experts, it seemed key that the robot needs to have basic information about the patient, such as their relationship status, their feelings about the relationship and also understanding how to adapt to the patient such as the way they speak to adapt to it, and the intonation and speed of the speech, maybe even language. Whether the robot should have access to the medical records directly was dependent on their professional experience: “personally when I meet the pregnant woman, I do not have access, I do not even want to read someone else’s note, because I want to form an idea of how the patient is doing. So for that reason, I think the robot does not automatically need access to other people’s notes.” (P1); whereas in contrast: “if they’re [the robot] part of the medical team, they should get access to the records. And they should know that this is in strict confidentiality.” (P2). Another PPD expert voiced that the patient should consent upon meeting the robot whether the robot should have access to the medical records. However, one PPD expert explained the issue around the decentralisation of medical records in Sweden. Meaning that it is very difficult to access medical records from another region in Sweden, and impossible to access past medical records from outside of Sweden. Thus, to another PPD expert, the robot should directly ask about any hereditary of psychiatric diagnosis. Usually all agreed that the robot should remember past meetings to adapt to the patient, and some experts even saw it as more important than having access to medical records. For “other”, one PPD expert thinks that the robot could train on actors to learn how to adapt to different kinds of patients, with different types of background. Another said the patient should fill out a form on an electronic tablet about some information on themselves which would be useful for the robot to know – something another PPD expert felt the robot could ask directly.

Gender experts were usually welcoming of the robot being configured to ask the patient questions to know what values the robot should emphasise on to make the user feel more comfortable – especially if they do not have a good experience
with medical staff. However, one was very critical of such a practice since it tries to reduce the patient to an individual; this does not account for the other people involved in her pregnancy, such as her partner/family/friend who support or hinder her health. Consequently, “the patient becomes an extended, multi bodied patient.” (G2). Whereas with questions around what data should the robot have prior to the meeting with the user, the gender experts were very sceptical and brought up ethical questions. One issue surrounded the issue of reducing bodies to numbers and the developer having the power to decide what each value means and its importance. Two gender experts saw medical records as being biased to the medical staff writing the record, thus it can be too messy and riddled with different meanings to be useful. Two pointed to privacy issues. Three gender experts either explicitly stated or insinuated that the robot should have access to some data about the patient that is relevant as well as remember the patient, so insinuated that the robot should have access to some data about the patient, so

Three gender experts either explicitly stated or insinuated that the robot should have access to some data about the patient that is relevant as well as remember the patient, so

Two pointed to privacy issues. Three gender experts either explicitly stated or insinuated that the robot should have access to some data about the patient that is relevant as well as remember the patient, so

V. DISCUSSION

A. HRI Design Implications

1) Contexts of Use and Roles of SARs in PPD screening: This study set out to understand how robots could be included in the screening stage for PPD and help support medical professionals as well as patients in Sweden. We found much more than this. Firstly, the results pin-point that the context of the robot is key due to problematic gender norms emanating from two main areas: society through certain expectations on the pregnant woman and also how she should act, as well as the power the medical institution holds, resulting in pregnant women experiencing negative gender norms from medical institutions. These findings are in line with the notion of “bad mom” and not fully understanding how they are feeling [9]. This result raises the question: should SARs be incorporated in such a sensitive setting? The results from gender study experts would point more towards a negative answer, in part due to their macro-view on this. To these experts, robots might need a layer of hassle to the pregnant woman and reproduce the medical institution merely by being placed within it. Seemingly, placing a SAR into such a setting would reproduce the power the medical institution holds, and in turn the robot might propagate its power and further social division [51], [52] as well as reduce individuals to an oversimplification of what they are experiencing [53]. However, developing SARs to be used during and after pregnancy to support mothers outside of the medical institution is worthy of investigation. Gender studies experts were also positive around the robot still being an entity patients could openly speak to about what they are experiencing. Especially if it is programmed to account for the intersectional aspect of each individual [54]: the gender the individual identifies with, her ethnicity, her socio-economic background, her relationships and many other. Whilst in contrast, to PPD experts, the SAR in such a setting could be useful to them as medical professionals and to the users. The robot could be integrated to the current PPD practices and support the screening process, given the lack of human resources to interview patients. SARs could also be used in other roles, for example to raise social awareness for women to realise that PPD is not uncommon. All whilst ensuring the GP is still in the loop to ensure the safeguard of the patient, as found also in [32]. Accordingly, to PPD experts, a SAR in such a setting could successfully challenge negative gender norms and allow women time to process and realise how they are feeling.

2) Robot’s capabilities and appearance: The results point to the need for a number of key skills that a robot used in PPD screening should be endowed with. Given the context of use, i.e., a face-to-face interaction where a robot interviews a patient, it is not surprising that both PPD and gender studies experts highlighted the importance of a robot that can understand what the users are saying and what behaviours they are displaying, and can adapt in a contingent manner. Going further, participants identified a specific set of personalised adaptation skills, which include the ability for the robot to display empathy and mirror low-level user’s behaviours, which is key in the design of robots in socially assistive roles [57]. When it comes to the robot’s appearance, participants reflected along several dimensions. Not surprisingly, given the context of use, they suggested that the Furhat robot’s appearance should be to a great extent human-like, rather than character-like (e.g. manga face). Concerning appearance in gender, participants overall felt that the robot should have feminine traits. While this may carry the risk to perpetuate gender stereotypes, depending on the role played by the robot, patients might feel like talking more to a female looking robot due to an issue of self similarity. In fact, insights from the social sciences suggest that perception of self-other similarity plays a key role in people’s ability to relate to others [58]. However, participants were also open to a gender neutral robot, in both appearance and voice. This seems to suggest that the robotic embodiment may offer new opportunities when it comes to robot gendering that can take into account the importance of both perceived self-other similarity, and the need not to perpetuate gender stereotypes.

At a more abstract level, participants reflected on the fact that a robot used in PPD screening will inevitably have to be designed with some values in mind. The latter will affect what role the robot plays, what the robot says, or how it looks, and these design choices might be a reflection of the cultural context, the robot’s developers and more in general the norms at the medical institution and the society level. This points to the open question of what should be the values that a robot is designed upon, who should make these decisions and how such decisions can be made in a way that promotes inclusion, non-discrimination and fairness.

This work highlights the importance of a user, expert, and stakeholder-centred approach to the design of robots in PPD screening, which other recent works advocate for [59]. Building on this, we propose that a gender-sensitive intersectional approach is a necessity when it comes to the design of robots for PPD screening, as we show that gender norms surround this sensitive application area for SARs from many
different perspectives. Going even further, results suggest that one may need an approach that not only is gender-sensitive, but intersectionality-sensitive, as often gender aspects cannot be separated by other factors, such as ethnicity.

B. The Future of Governance

1) Three levels of governance: Governance is a wide area, and there are multiple issues to explore and discuss at, at least, three levels. Firstly, there is the soft governance of the (gendered) PPD screening itself, proposed by the national authority. It seems to be struggling with implementation issues in the sense that not all patients (that according to the policy are intended to be screened) are in fact even offered the screening. In addition, the professional informants in our study tend to question the usefulness of the screening tool. Secondly, the established regulatory governance on privacy or integrity poses issues related to the robot as having access to journal data, or data from the former meetings. This could also regard data collecting aspects where the robot is intended to provide the GP or PPD expert with information, which opens for both security and privacy issues [60]. Some participants defined this setting as ethically concerning. Thirdly, which we outline in the section on related work above, the field of AI governance has seen much development lately, especially with regards to fairness issues related to gender, and other, biases.

2) Safeguarding a User-Centric Approach in Healthcare: Indeed, HRI does not have to include an AI-systemic interaction in terms of adaptability and learning, facial recognition or predictive abilities. However, the future social robotics definitely will integrate more AI-methodologies [61]. Therefore, the notions of governance of robots in diagnostic care would benefit from an inclusion of contemporary ideas on AI governance.

Here, there is a focus on the notion of fairness and anti-discrimination, including on gender, as a main driver for much policy work, in both the EU [39] as well as globally [44]. Another key theme relates to transparency, which in the robot context could relate to how to ensure how patients would know what purpose and role the robot might have, what data it collects (see comments on ethical concern above) and what background training or knowledge it has or has access to. In addition, a closely linked key challenge is accountability, that is, there may be a risk of a blurring of who should be held accountable for what, in relation to robotic actions or agency [46]. This leads to an emphasis in European AI governance on human-centricity – which could mean the patient – including to keep humans on, or in, the loop – that is, ensuring oversight over the robot.

C. Addressing HRI Issues from an Interdisciplinary Lens

1) Finding Synergies to drive a Gender-Sensitive Approach: The authors met to discuss how gender is accounted for in their respective disciplines. The synergies lied in how SoL could help inform HRI through the study of norms; and how HRI could help SoL make abstract terms come to life through a Furhat robot.

2) A Constant Work-in-Progress to Bridge Disciplines: In every step of the project, at least one author from the field of SoL and HRI were present. For example, after each interview the first and second author would discuss how they perceived the interview and what remarks they found important. This exercise allowed for a constant bridging of disciplines. This exercise was later important when transitioning into coding, as the authors were both aware of what the other discipline would seek in the analysis. Furthermore, we discovered that it is crucial to continuously inform each other on the practices and perceptions of each other’s fields to find common ground.

VI. Conclusion

In this study we have investigated how SARs, designed according to the principle of gender fairness, can impact future practices of governance in the medical institution. Through a vignette-informed interview study with PPD professionals and gender scholars, this work contributes to notions and knowledge of gender fairness in the HRI domain. We have pointed to what role gender norms play for a SAR-assisted PPD-screening and how current medical practices can be challenged or, likely, developed.

The findings point towards the PPD experts being willing to bring robots into the PPD setting. The PPD experts saw the robot as an integration to their work within their medical team. On the other hand, gender experts were much more critical of the SARs in this medical setting, pointing to macro-level issues emanating from the medical institution itself. When it comes to HRI design implications, we derive a number of recommendations on SARs’ possible contexts of use within and outside of the medical institution, roles they could play, as well as physical characteristics and capabilities.

Lastly, we see three layers of governance aspects, from the PPD screening explicitly, to privacy issues with data handling robots in diagnostic care, to the ethically framed guidelines of contemporary AI governance. These emphasise the importance of human-centricity, oversight and user autonomy and transparency, which clearly relate to already established medical ethics emphasising patient autonomy and right to information.

VII. Limitations and Future Work

This work was limited to experts in the Swedish context; thus the results cannot be generalised to a wider context but can help incorporate gender-sensitive approaches to HRI design. Furthermore, studies on users specifically are needed to understand their perspective on SARs and if SARs would fit the medical sector. Finally, we would suggest widening the stakeholders to more than just the pregnant women, and include their partner(s) at the very least.
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